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Abstract
As one of the most classic human inventions, music appeared in many artworks, such
as songs, movies and theatres. It can be seen as another language, used to express the
authors thoughts and emotion. In many cases, music can express the meaning and emo-
tion emerged which is the authors hope and the audience feeling. However, the emotions
which appear during human enjoying the music is complex and difficult to precisely ex-
plain. Therefore, Music Emotion Recognition (MER) is an interesting research topic in
artificial intelligence field for recognising the emotions from the music. The recognition
methods and tools for the music signals are growing fast recently. With recent develop-
ment of the signal processing, machine learning and algorithm optimization, the recog-
nition accuracy is approaching perfection. In this thesis, the research is focused on three
different significant parts of MER, that are features, learning methods and music emotion
theory, to explain and illustrate how to effectively build MER systems.

Firstly, an automatic MER system for classing 4 emotions was proposed where OpenS-
MILE is used for feature extraction and IS09 feature was selected. After the combination
with STAT statistic features, Random Forest classifier produced the best performance than
previous systems. It shows that this approach of feature selection and machine learning
can indeed improve the accuracy of MER by at least 3.5% from other combinations under
suitable parameter setting and the performance of system was improved by new features
combination by IS09 and STAT reaching 83.8% accuracy.

Secondly, another MER system for 4 emotions was proposed based on the dynamic prop-
erty of music signals where the features are extracted from segments of music signals in-
stead of the whole recording in APM database. Then Long Shot-Term Memory (LSTM)
deep learning model was used for classification. The model can use the dynamic contin-
uous information between the different time frame segments for more effective emotion
recognition. However, the final performance just achieved 65.7% which was not as good
as expected. The reason might be that the database is not suitable to the LSTM as the
initial thoughts. The information between the segments might be not good enough to im-
prove the performance of recognition in comparison with the traditional methods. The
complex deep learning method do not suitable for every database was proved by the con-
clusion,which shown that the LSTM dynamic deep learning method did not work well in
this continuous database.



Finally, it was targeted to recognise the emotion by the identification of chord inside
as these chords have particular emotion information inside stated in previous theoretical
work. The research starts by building a new chord database that uses the Adobe audition
to extract the chord clip from the piano chord teaching audio. Then the FFT features based
on the 1000 points sampling pre-process data and STAT features were extracted for the se-
lected samples from the database. After the calculation and comparison using Euclidean
distance and correlation, the results shown the STAT features work well in most of chords
except the Augmented chord. The new approach of recognise 6 emotions from the music
was first time used in this research and approached 75% accuracy of chord identification.

In summary, the research proposed new MER methods through the three different ap-
proaches. Some of them achieved good recognition performance and some of them will
have more broad application prospects
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Chapter 1

Introduction

1.1 Background

Music is an art that has a long history and cannot explore its origins. Its origin may have
been created by humans mimicking the sounds of nature [15]. As a member of the sounds
of nature, music naturally has the same characteristics of all sounds. It is generated by
the vibration of the object to generate a regular wave. These waves through the medium
is received by the human eardrum and transmitted to the brain. So that people can hear
these wonderful sounds [16]. Although the principle of sounding is the same, but different
people speak different sounds, different vibration frequencies, different amplitudes, dif-
ferent wavelength combinations, etc. make each sound completely different [17]. When
these completely different sounds are combined according to certain rules according to
the creators’ ideas and ideas, a wonderful piece of music is born [18].

Music appears in any civilisation currently known [19]. It varies with the humanities, his-
tory, climate and other factors of the civilization that exists. The history of music devel-
opment is like the epitome of human development history. From the oldest ancient music
to the Baroque music [20], then the Renaissance music [21], the development of music
theory from the parallel three [22] to the natural scale, and then the emergence of mature
staves and chord techniques, all show the human with the times progress is more abun-
dant and effective, and expresses your own thoughts and emotion through music [23] [24].

Emotion, as a state of reaction to human psychology and physiology [25]. It can produce
different reactions with different sensations; thoughts and behaviors, when human beings
are subjected to internal or external stimuli. Under normal circumstances, the six most
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common human emotions (happy, anger, sad, fear, disgust, and surprise) can basically
reflect a person’s feelings [26]. But when there are some complicated situations, other
complex emotions will be also occurred. As one of the most common external stimuli,
music can easily affect human emotions [27]. How different concerts affect human emo-
tions has always been a hot research in the field of psychology and music. But the methods
for quantify the definition and describe emotions has always been one of the difficulties
in this type of research [28].

With the development of technology, the emergence of Artificial Intelligence (AI) [29]
has shown outstanding performance in various fields [30]. As the cutting-edge technol-
ogy, AI has shown initial success in simulating human communication, perception and ac-
tion [31]. It integrates high-de finition disciplines such as bionics, psychology [32], statis-
tics, and advanced mathematics as the core of technology [33], and has begun to emerge
in medicine [34] [35], education [36] [37], sociology [38], and construction. Moreover,
in some areas where AI can be used maturely, it is surprising that the work efficiency of
AI is excellent. The establishment of AI is the principle that simulates the process of hu-
man thinking and learning, making it possible for AI to distinguish and understand human
emotions in different situations. The process of defining human emotions based on differ-
ent external manifestations of human beings, such as facial expressions [39] [40], body
movements [41], sounds [42] [43], brain waves [44] [45] and skin electrical signals [46],
is called emotion recognition [47].

When music, emotion recognition and AI collide, an interesting study was born: Music
Emotion Recognition (MER) [48]. This research aims to build a system that can accu-
rately and efficiently identify emotions that are desired to be expressed in music through
research in the field of AI. Because the high frequency of new music created, higher
quality requirements for music researching by emotion in music market is achieved [28].
Moreover, MER as useful part in AI research and human emotions simulation. So MER
has a very high research value [18].

As the emotions in music are discovered by more and more people, more people are be-
ginning to invest in it [49]. However, to accurately define and describe the emotions in
music is not easy to judge. Different music may have different emotional expressions
at different times, or the same melody may appear differently in different places. Even a
person with sensitive thinking can express feelings that are felt in a piece of music. But he
may cannot be expressed that accurate [50]. Then, how to make the machines and com-
puters, which do not have the same thoughts as human beings, to express the emotions
contained in music accurately has become an important topic of AI in the audio field [51].
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Similar to emotion recognition in other fields, the core goal of MER is to use the current
data to perform a series of processing and operations, so as to achieve the same purpose
of the final predicted emotion and real emotion. To accomplish such a goal, it is necessary
to simulate the process of human feelings. When an audience hears a piece of emotional
music, the melody of the music, which impresses the audience and touches him, such
as memories or imagination [52]. This situation may be the mother’s care, let him feel
comfortable and relaxed; or the fierce battlefield, let him feel excited; or the death of a
loved one, makes him feel sad. The parts of these music that cause emotional changes
need to be separated and remembered by machines without thinking. These parts are
called features [53]. For training the machine to remember the characteristics which fea-
tures specifically represent, a model similar to human logic is needed. Just like humans
learn to talk. When a parent tells a child something like an apple is called an ’apple’,
the child knows what the red fruit is called. In the same way, researchers need to tell the
machine first, which emotions these features represent. Then through the training of the
logical model, let the machine form a mapping of “this kind of music should be such a
feeling” [28]. Finally, when the machine hears a new piece of music, it can judge what
emotions the music contains through the “knowledge” he learned before.

In this training machine learning how to recognize the emotions in music, the first prob-
lem that needs to be dealt with is: how to accurately separate the parts of the music that
impress the audience? In the field of AI, the problem is equivalent to how to extract a
suitable feature in the music data to describe the sentiment classification. This is also
the first important component of the sentiment recognition system: feature extraction and
selection [53]. In MER, for effectively and accurately teaching the computer how to dis-
tinguish different emotions, it need using appropriate features [54].If the wrong features
are selected during training, it will probably compromise the efficiency and accuracy of
the recognition.

After completing the feature selection, a model is needed to construct for letting the com-
puter learn the relationship between features and emotions more quickly and effectively.
An AI is like a child at the beginning of creation, knowing nothing about what is in front.
The task of this model is like a human parent telling a child that the fruit of this red pro-
totype is called apple. When the machine finishes training the model, it will learn that:
which feature it has means which kind of emotion is expressed. This process, which is
training and educating machines with models, is called machine learning [55]. In the
field of AI, a large number of models are invented every day in order to find the best
model [56] [57] [58]. As a method of training computers, machine learning has evolved,
from the simplest k-Nearest Neighbours (kNNs) to the complex various in-depth learning
methods. In so many learning method models [50], which one is the most suitable for
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musical emotion recognition, no one can assert.

1.2 Motivation

With the rapid development of science and technology, AI technology is becoming more
and more mature [59] [60] [61]. Theories in various fields of AI are also gradually im-
proving. More and more researchers have joined the exploration of this new world [62].
As an important part of the human-computer interaction (HCI) of AI, the field of emotion
recognition has been the focus of research by researchers. As the research progressed
step by step, the researchers found that more unknown parts of the field appeared. Mu-
sical emotion recognition also plays its role in the part of this field [63]. As a carrier
for human emotions and thoughts, music has great research value in the field of emotion
recognition.

Like the popular speech recognition research of previous years, music can be seen as
another language of human beings [64]. Studying MER has greatly promoted the field
of emotion recognition in HCI. Moreover, music, as an art form that has been integrated
into human society [65], has a great influence on the industry where it appears [66]. For
example, studying the emotions of the background music of a film and television work
will help the audience understand the feelings that the work itself wants to express; or
the music containing certain specific emotions may be of great help in treating mental
illness [67] [?]. However, MER is not perfect in all aspects. There is still more room for
improvement from signal processing to recognition model.

In summary, the main motivation of this research is to research the process and method of
MER. Then understand and try to improve the current MER method. Make the recogni-
tion system perform better and increase the accuracy of recognition.

1.3 Research Challenges

In recent years, MER has been continuously studied as an useful branch of HCI in the field
of AI [54] [68]. As an important part of the expression of human emotions, music has
always played a very important role in the field of psychology [69] [70]. HCI research
is devoted to the study of the interaction between humans and computers [71]. Music
has become an bridge to study how to make computers understand and learn emotions.
The computer can learn the emotions, which humans will produce, by understanding
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the emotions that music displays. On the other hand, there are also some demands for
MER applications in the real world. For example, some music companies need to quickly
identify and classify large quantities of music according to the emotional types of mu-
sic [28]; some film and television post-production companies need to use post-synthesis
to enhance the expressiveness of a certain piece of music with key emotions [72];Even in
some medical fields, MER is already trying to participate in the treatment of Alzheimer’s
disease [73]. With the deepening of MER research, the key points and difficulties in the
research are gradually exposed to the researchers’ vision.

Feature extraction, as the first part of the MER system, has always been the top priority
in research. A great feature can effectively describe and embody the emotions contained
in music. An excellent feature needs to accurately reflect the difference between emo-
tions and music. At the same time, it also needs to be easily extracted. This feature can’t
be too big and verbose. How to extract this feature from so many different styles and
different forms of music is also the key to the study of musical emotion recognition. In
recent years, a large number of different features have been excavated as the research pro-
gressed. Some of their features can be very effective in the identification. Other features
are not good enough to affect the performance of the entire system. Therefore, extracting
a feature, which can be very effective in expressing emotions from music, is the most
important and crucial step in the MER research [28].

The significant impact of machine learning on musical emotion recognition systems fol-
lows feature extraction. The machine learning has been developed from the concept of
AI has been rapidly developing. From the earliest Hebbian theory learning rules [74] to
the simplest pattern recognition algorithm: kNNs, and now the deep learning, the evo-
lution of machine learning algorithm models has never stopped. However, not the most
advanced machine learning algorithms are necessarily the best algorithms. For a specific
recognition task, only the most appropriate algorithm can be called the best algorithm
model. For the MER system, it is also fascinated by the evolution of the model. After
the experimental and research of a large number of traditional machine learning methods,
can the deep learning model, such as Long Shot-Term Memory (LSTM), further improve
the accuracy of the MER system? This is a question that needs to be studied.

Finally, music is a unique expression that has been inherited for thousands of years.
Whether it contains some rules of emotional expression is also worthy of research and
discussion. Music, like any other language discipline in the world, has its own indepen-
dent theoretical system. Among these systems, is there a theoretical law that can assist
computers in the identification of emotions, such as chords? As an important part of mu-
sic, chords [75] play a role in giving music a new expressive power in limited temperament
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changes. Just like the mathematical system that originally had only “natural numbers”,
the concept of “decimal” was suddenly added, which changed the whole field of mathe-
matics. Can chords play a role like vocabulary doing in human language, changing the
meaning of the whole sentence when the vocabulary difference [76]?

1.4 Aim and Objectives

1.4.1 Aim

The aim of this research is to build a system for MER. The researching for the theory,
methods and applications of emotion detection and analysis based on music signals need
be done for this aim.

1.4.2 Objectives

For the objective of whole research, it is split to 3 parts of objectives from the basic
knowledge to the state-of-the-art methods. These objectives focus to solve the research
questions which mentioned previous section.

a. Investigate the Best Feature for MER

At the starting, the basic signals knowledge of the audio has been researched. It started
from the principle of the sound making with reviewed the knowledge of the human vocal
structure and the musical instruments sound principle. Then the basic signal property
has been researched, such as loudness and frequency. Some signal progress skill has
been learned. After these learning, for the feature extraction (which is always the key
point of this research), the traditional, popular and useful features has been learned and
analyzedand also some features combination has been done from the research. At laset,
the most suitable features always been found during the research and experiment. Some
new features with new method even in different research field has been extracted for the
music signals.

b. Explore Advanced Learning Method for MER

For the core part of the emotion recognition, machine learning has been studied. The
research began from the most basic part of machine learning methods, to the most popular
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method in the world. Many of the machine learning methods has been learned, practiced
and applied. The most traditional machine learning methods had been reviewed. As the
forefront and the most promising machine learning method deep learning will be the
working focus. The cutting edge and the most practical deep learning method, such as
LSTM and Convolutional Neural Network (CNN) will be leaned and researched for the
music part and audio part experiment. After all this deep learning methods study, an
effective deep learning methods for MER system should be found and worked in .

c. Investigate MER Through Chord Identification

As the last part of the objectives, the basic music theory of music should be learned and
research. Look for the relationship between the difference between chords and musical
emotions. Chords are an important part of music that can express musical changes. Many
times the difference in chords directly affects the entire musical style and even the dif-
ference in feeling. Like words, chords are also “adjectives“ that describe music. In the
same way, chords should also have the ability to influence the thoughts that music wants
to express; study the relationship between chords and emotions; find out if it can be re-
searched and tried to establish a recognition system between chords and emotions based
on the relationship between the two.

1.5 Thesis Contribution

The main contribution of this paper is that it has carried out in-depth and extensive re-
search on MER from three different aspectsand three different systems have been estab-
lished for musical emotion recognition.

1. Based on data pre-processing, a variety of selected effective feature sets and a mu-
sical emotion recognition system for the machine learning method of the music
database are proposed. The new feature combination which is propose first time for
MER was used in this system. Two kinds of 13 different features selected for MER
are extracted, and two types of features are effectively combined. At the same time,
a Random Forest (RF) algorithm is used as a machine learning method. Combine
the above two elements to complete the construction of the MER system. Later, a
large number of parameter tuning experiments were performed on the parameters in
the RF machine learning algorithm. Finally, the system makes accurate recognition
of music emotions to around 84%.

10



Chapter 1. Introduction

2. Based on the dynamic nature of the music signal, a large number of different seg-
mented pre-processed music features are extracted. For combining the dynamic
deep learning methods,LSTM is chosen as a learning model with dynamic tempo-
ral continuity to solve the problem of information before and after communication
in continuous data. Because LSTM method can connect the information between
previous timing and current timing by training the continuous signal data for pre-
dicting the result which need to consider the previous situation. Five parameters
with great influence were extensively analyzed and tested. Finally, the combination
of features and parameters for the LSTM were obtained and the performance only
achieved 65.8% accuracy. The conclusion prove that deep learning method not al-
ways the best not approach for MER based on different database.

3. The new approach for recognise the emotions from music is found. According
to the chord sentiment theory mentioned in Daniela and Bernd Willimek [77], six
different chords are selected as the basis for unique musical emotion recognition.
Based on the different characteristics of the six chords, a new chord database was
created. Using the chords of the database, Fast Fourier transform (FFT) and STAT
statistical features are extracted from the chords for six different chords. Subse-
quently, the Euclidean distance method and correlation detection were used as the
basis for chord identification. Therefore, MER can be performed according to the
chord type and chord emotion theory in music.

1.6 Thesis Overview

This thesis has 6 chapters. The first chapter is introduction, which is the chapter been
read now. This chapter gives the information about the background of the research area,
research question, motivation, aim and objective, contribution and the thesis overview.

The second chapter is the literature review. In this chapter, large amount of the literature
about MER field has been read and study. From the most basic knowledge of voice and
sound to the top and popular deep learning methods, selected papers have been learned
with demand.

In Chapter 3, an automatically musical emotion recognition system based on a new feature
combination with two features, IS09 and STAT, was proposed. The two channel music
signals pre-process before extract in IS09 and STAT effective features. After the com-
bination features include the traditional and useful low level freatures set IS09 and new
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statistics features STAT strong joining, the RF machine learning methods used as the core
model. Because it very suitable for this kind of classification question, it can cooperate
wonderfully with those selected features to predict the classification of emotion.

In Chapter 4, a research focus on the MER system based on LSTM deep learning method
is provided. The segmentation music signal is used to extract the featrues in this system.
Then the LSTM deep learning method was provide to class them. After many experiment
for looking for the best features and parameter combination. The system look forward to
use the dynamic continuous information between the different time frame segments for
more effective MER.

In Chapter 5, a system of chord identification based on a new built chord database for
chord and emotion relationship research is approached. The research starts as build-
ing a new chord database which use the Adobe audition to extract the chord clip from
the piano chord teaching audio. Then the FFT features based on the 1000 points sam-
pling pre-process data and STAT features were extracted for the selected features from
the database. After calculating and comparison the Euclidean distance and correlation,
the results shown the STAT features work well in most of chords except the Augmented
chord. The STAT features resulting in almost wrong results in Augmented chord. On
the other hands, the FFT features provide the best results in Augmented chord, Minor
chord and Minor 6th chord. However, the other three chord basically was not work on it.
But it can be believe that if combining these two features together, the result will improve.

In the last chapter, the conclusion and the future work have been illustrated. All the works
have been summarized there. The results and affect to the MER field have been analyzed
and shown and the thesis will talk about the future works for this research, include the
think about improvement of the researches and the application of the research using in.
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Chapter 2

Literature Review

2.1 Sound and Perception

In the boundless universe, is never lack of sound: the human voice, the voice of the
car engine, the voice of the cat and the sound waves. This sound is through the object
vibration, and was received by the ears. Now that to understand and analysis of audio
signals, understanding of the students in principle is necessary. Among them, the most
representative is the principle of human speech and the principle of musical instruments

2.1.1 Sound

The vibration of the vibration source must depend on external power, the power has two
sources [78]: 1) Mechanical force is the energy source of physical instrument, depend-
ing on the mechanical force vibration source have strings, the head and the soundboard,
they emit frequency completely determined by the material properties and the shape of
vibration source itself. The role of mechanical force on the source of vibration to be con-
tinuous. For example, power of the piano strings only depends on the piano hammers the
strings of the moment. 2) Airflow is the energy source of breath instrument, depending on
the air vibration source some of the vocal cords, reed (reed woodwind instruments), gas
spring (depending on the air around the cavity vibration, no reed woodwind instruments),
lip spring (the vibration of the lips, brass wind instrument) and the metal spring (harmon-
ica and accordion) they emit frequency is generally not too rigid.

Source itself has a fixed frequency, known as the natural frequency, but the frequency of
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Figure 2.1: The Sound [1].

the outside world, especially the power and the influence of the resonance cavity, such
as when the strings hit, frequency will be slightly higher than its natural frequency, the
frequency of the reed is completely can the air around.

2.1.2 Speech

Human beings are born to pronunciation, but the vocalism principle is very complex. Hu-
man mouth, tongue and lips have great flexibility, allowing us to form accurate sound in
a wide range. Chimps cannot do this. Some people than others to develop a more sophis-
ticated sound system [79]. At the moment, a singer can become plump vibrato from his
normal voice, let the sounds of nature and beautiful clear voice filled the hall.

It works like this: When people speak or sing, lungs of people exhaled air through the
throat or larynx control. Approximately the size of a walnut throat. In men’s neck, it is
mainly composed of cartilage and muscle. At its top is pulled past the vocal cords, com-
posed by two layers of mucous membranes. Exhaled air from lungs, pushed forward by
the throat, so that the vocal cords vibrate, sound.
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Figure 2.2: The speech [2].

Vibration of vocal cord area quivers frequency determines the pitch. It let people tighten
the vocal tone sharpened, so that the voice sounded high-pitched shrill; relax the vocal
cords, then the sound muffled. The shape the throat, mouth, tongue and lips of people put
these sounds together to form words and sentences, is simply a complex dance. It requires
a lot of fine motor control.

2.1.3 Music

In modern times, music is widely used in human society. People can hear music from all
over the world, from the common restaurants and bars to the magnificent Opera House
and Cathedra [28]. Everyone has a favorite piece of music, because this piece can bring
him the most wonderful feeling. A well-behaved piece of music can also bring the audi-
ence into the wonderful world that the author hopes to create. Music is endowed with a
variety of emotional expressions along with the creator’s thoughts, as their work spreads
through the ages [80]. These works are often used in a variety of film and television works
or an atmosphere [81]. But how to accurately and efficiently recognize the emotions con-
tained in music has always been an important lesson in various music schools [82].

For the musical instruments [83], music as one of common sound in human’s life, it almost
can cover all the frequency which can be heard by human. So it is another significant
source and data collection. So if the instruments be wanted to make some voice, two of
the element can be ignorethe source of vibration and the resonance cavity [84].
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2.1.4 Audio

The audio signal is a kind of analog signal [85]. But it is needed to put his process-
ing into discrete time signal, so in this step, the voice signal needs to be sampled and
quantified [86]. Sampling is the use of Nyquist [87] theory and the highest frequency of
sound to determine a sampling frequency and then according to the frequency do sam-
pling. Nyquist theory pointed out that the sampling frequency can’t higher than twice the
highest frequency sound signal. So it can be put the performance of noise reduction with
digital signal to the original sound. This is called a nondestructive digital. If it is not
followed the theorem can cause error (aliasing effect). Quantitative is divided into para-
graphs, the signal amplitude and discrete continuous range. Time domain and frequency
domain is the most common and most effective approachs to illustrate the property of
an audio signal. The signals can be analysis by different method with time domain and
frequency domain.

2.1.5 Perception

Auditory system by auditory organs at all levels of auditory center and connect to the
Internet. Known as ear auditory organs, with special differentiated cells in its structure,
can feel the sound wave mechanical vibration and sound energy is converted to a nerve
impulse, called acoustic sensors. he ear of the higher animals can be divided into the outer
ear, middle ear and inner ear. Outer ear includes the pinna and concha, mainly set sound
effect; Ears of some animals can free rotation, easy to “catch” the sound.

Middle ear including tympanic membrane [88], auditory ossicle chain, middle ear, the
middle ear muscle, eustachian tube, such as structure, main function sound transmission.
Tympanic membrane structure is enclosed in the external auditory canal side a layer of
film. Sound waves come from the external auditory canal, acting on the eardrum, which
generates a corresponding vibration. Mammalian auditory ossicle chain is made up of
three small bones (malleus, incus, stapes.) consisting of lever system, one end for the
hammer handle, attached to the tympanic membrane inside, on the other side of the stapes
backplane, capping the eggs on the round diaphragm in the inner ear, the eardrum vibra-
tion through the lever system can effectively to the inner ear, the eardrum for tympanum,
auditory ossicle chain and the middle ear muscle are among them. The middle ear muscle
or muscle ears, there are two blocks: the contraction of the eardrum tensor by pull malleus
and make the tympanic membrane tension, stapes stapes fixation muscle contraction, its
role is limited sound to the transmission of the inner ear. Eustachian tube (eustachian
tubes) by middle ear to the pharynx, normally closed, open when swallowed, and some
mouth movements, often can make drum indoor air pressure and air pressure balance.
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Figure 2.3: Anatomy of the ear [3].

Part of the inner ear [89], balance, called vestibular organ, can feel the other part of the
stimuli is called the cochlea, bone shell is wrapped in tubular structures, curl number ring
(two and a half circle) in a snail, so named. A tubular structure near one end of the stapes
bottom coarser, called the base, the other end is fine, called the worm. Cochlear bone shell
with membranous separation of three parallel pipeline structure, stretching from the base
to the worm, respectively called court order, scala tympani and cochlear duct (or order).
Court order and drum in the base of each have a window, respectively called oval window
(vestibular window) and round window, both window film. Round out the window as the
tympanic cavity, oval window is stapes floor block. Court order and drum at the top of the
worm holes (worm) through, full of lymph in this two order, called lymph. Cochlear duct
between vestibular order with scala tympani, also full of lymphatic fluid, called lymph.
Separate the cochlear duct and the scala tympani membrane structure called basement
membrane. By the receptor cell (receptor), the voice of the nerve endings and other struc-
tural components feel device is arranged on the basement membrane, called spiral device
or of corti. If the curl of cochlear straightening, it will look from the transverse section,
basement membrane, corti and adjacent structures. Sound x receptor cell is neat rows of
3 hair cells and 1 inline hair cells, supported by support cells, placed on the basement
membrane. There are many fine hair top cilia, its buttercup connected with spiral device
at the top of the cover film. Dominate hair nerve by the longitudinal axis (worm shaft) in
the cochlea spiral ganglion. Another spiral ganglion neurons axon constitute the auditory
nerve, along the worm shaft out, through the skull into the brain stem.
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Auditory pathway between the center at all levels is rather complicated. Mammals of the
level 1 listening to central is cochlear nucleus of medulla oblongata, it accepts ipsilateral
auditory nerve fibers [90]. Most nerve fibers from cochlear nuclear cross to the contralat-
eral, small in the same side, in the olive nuclear change neurons directly upward, or of the
lateral lemniscus, arrived in the midbrain corpora quadrigemina inferior colliculus, up-
ward from inferior colliculus fiber and a small number of directly from olives on nuclear
fiber termination of medial geniculate body in the thalamus. Fiber bundle upward from
medial geniculate body disperse into radial, tin steel, ended in auditory cortex, the brain
is the centre of the hearing at the highest.

Ear sensitivity is based on frequency of the sound [91]. Resonance characteristics of exter-
nal auditory canal and middle ear acoustic impedance frequency characteristic, cochlear
adept the mechanical properties of the wave, the spiral structure of filter characteristics
and physiological characteristics of the receptor cell, to the ears of the sensitivity of differ-
ent frequencies of sound feeling is not the same. All kinds of animals have their hearing is
more sensitive frequency range, the person is roughly 1000 - 8000 Hz, beyond the limits
of the passive sensitivity.

When the intensity is big enough, is limited to not cause hearing other than feeling) can be
heard in person about 20 - 20000 Hz frequency range, therefore, used to call this the au-
dio on, more than 20000 Hz frequency ultrasonic, under 20 Hz infra-sound [90]. Animals
listen to more difficult to accurately measure the frequency range, overall varies between
species.

The basic function of auditory system is sound and speech recognition. Feel the voice
called the ability of listening, usually expressed in the discretion of the auditory threshold,
sensitive hearing or hearing threshold low said good, ability to identify voice expressed
by all kinds of threshold.

Auditory Threshold

Enough to cause the minimum intensity of the sound of auditory, usually expressed in
decibels [92]. Human auditory threshold can be subjective sensation as a measurement
index, animal auditory threshold is conditioned reflex, behavior observation or electro-
physiological method determination. Normal ear auditory threshold level owing to the
different frequency, different kinds of animals is not the same, all kinds of mammals
auditory sensitive frequency range is not the same, but they are quite close to the best
threshold and threshold pressure in roughly 0.00002 mpa, the sound pressure make the
tympanic membrane vibration displacement amplitude of about 0.1 nm. If this is of high

18



Chapter 2. Literature Review

sensitivity, improve again, may be due to often hear the sound of the air molecules Brow-
nian motion and constantly all day and night.

2.2 Emotion

Emotion, as a feeling that accompanies human life, has been very difficult to define. Be-
cause it is very complicated and difficult to describe accurately [93]. There are many
descriptions and definitions of emotions in history. From the beginning of James’s the-
ory [27], this theory holds that human emotions are generated by human beings receiv-
ing external stimuli that cause the nervous system to act and generate emotions. To
Schachter’s Two-factor theory [94], this theory describes that emotions are triggered by
the receipt of physiological stimuli and emotional experiences and Goldie [95] believes
that emotions are caused by the perception of the body caused by the reaction of the body.

In general, emotion is a group of physiological responses produced by the human body un-
der the multiple stimuli of external, physical, physiological and spiritual [96]. Commonly
speaking, a complete emotion requires the human body to produce some physiological
changes after recognizing the stimulation generated outside the body. The psychological
state has changed and the body interacts and expresses to the outside world. At the same
time, it has an impact on the next behavior. This series of changes requires coordinated
synchronization to complete. Therefore, the accurate description of emotions is also very
complicated [97].

2.2.1 Discrete Emotion

In order to accurately describe and define emotions, humans have conducted many studies
on it. As early as 1935, Hevner [26] had a preliminary study of emotions. It summarizes
some of the relevant types of emotions by using music to stimulate the subject. Now,
researchers use a variety of different methods to describe the abstract concept of emotion
in a three-dimensional approach.

In the study of emotional definition, psychologists and researchers classify, summarize,
and summarize emotions using two different methods. In the first method, based on Ek-
man’s [98] research, emotion is considered to be a collection of discrete sensations. Some
people think that. A large number of complex emotions can be summarized into six dif-
ferent basic types (anger, disgust, fear, happiness, sadness and surprise). The rest of the
emotions that are subtly different from the basic categories can be classified and summa-
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Figure 2.4: Wheel of emotions [4].

rized according to these main categories. These six basic types of emotions are not related
to each other and are completely discrete. Sloboda and Juslin [99] believes that according
to Hevner’s research, there should be eight basic types of emotions. Still others think that
there are nine [100].

2.2.2 Dimensional Emotion

But the human emotions is very complex . Sometimes it is impossible to meet the require-
ments by simply relying on a few basic emotions. Psychologists began to think about how
to more effectively and accurately describe the emotions they want to express.

For accurately distinguish between different emotions, psychologists quantify these emo-
tions according to different emotional descriptions. Then they used factor analysis tech-
niques to measure the correlation between these emotions. Finally, using the dimension
description method, the coordinates are used to locate various emotions. This method
of classifying emotions is called dimensional emotion. After a series of research on po-
sitioning and positioning, the researchers summarized three dimensions for expressing
emotions: valence, arousal and potency. All three dimensions can express emotion to a
certain extent [101] [102] [103].

Until Russell [104] in 1980, a two-dimensional ring model based on arousal and valence
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Figure 2.5: Multi-dimensional emotion analysis [5].

was invented. Russell found in the study that the two-dimensional circular model can very
accurately describe the emotional position that the subject wants to express, and it is very
simple to use. The Arousal-Valence (A-V) model shown in Figure 2.6. It only needs to be
based on the feeling of quantifying emotions, and it can be drawn on the circle according
to the degree of A-V and he thinks that A-V are more suitable for expressing emotions
than other dimensions. The position of different emotions can indeed be displayed very
accurately on this two-dimensional plane [105]. Thus, dimensional emotions and A-V
models are beginning to be effectively used in the emotional realm.

2.2.3 Emotion Recognition

Emotion recognition of speech signals can be seen as a pattern recognition problem, the
establishment of Speech Emotion Recognition (SER) system mainly has the following
key points: classification of emotion, setting up the emotional speech database, choosing
speech emotion feature parameters and construction of emotion recognition model [106].
In the past few decades, what characteristics can effectively reflect the emotion in the
speech signal, scholars have made a lot of research. Due to people’s perception of voice
is very diverse, comprehensive consider acoustic feature of emotion is a very difficult
work, considering the processing capacity of the computer, only by some parameters
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Figure 2.6: Emotion representation by A-V [6].

from a certain extent, to summarized the acoustic characteristics of the emotional speech.
Researchers in psychology and language psychology provides a large number of research
results about phonetics and metrics, can be used to analyze the emotional speech feature.
Throughout all kinds of literature and staff from all over the world in recent decades of
research, according to the characteristics of the used by emotion recognition, almost are
mostly based on prosodic features, such as pitch, intensity and duration of these types
and these characteristics derived on the basis of a large number of parameters, such as
the basic characteristics of mean, median, range, variance, etc. In some literature also
considered the phonetic features, such as resonance peak information, etc.

Now a lot of methods for audio emotion recognition, such as the main element analysis
Principal Component Analysis (PCA) and maximum likelihood the Naı̈ve Bayes (NB)
classifier and kNNs classifier, artificial Neural Network (ANN) and Support Vector Ma-
chine (SVM) and Hidden Markov Model (HMMs), etc.

22



Chapter 2. Literature Review

Although audio emotion information processing has made a series of progress in many
approaches, but in the face of the real HCI, there are many problems remain to be further
research [107]. Audio emotion feature analysis and emotion modeling statistical analysis
requires a lot of experiments, which requires large-scale, high sense of reality of emotional
speech database. SER of the existing research results are based on a smaller range of
material. Used to study the speech samples mostly belong to artificial materials, and in the
majority with simulated corpus, so in the next few years of study, establish a standardized
large emotional speech database researchers will be the direction of the efforts, and be
sure to solve the problem, only solved the problem, studies of emotional speech Can
be long-term development. Characteristic is the key of SER, acoustic characteristics of
voice and emotion state of the relationship between the conclusion of research also lack
of certainty. Most of the existing research by analyzing specific speech acoustic features
and the relationship between the specific emotional state. This kind of research idea has a
lot of limitations, some phonetic characteristics and relationship between emotional state
is not explicit, direct, therefore, a deeper research of the relationship between phonetics
characteristic and the emotion, should be combined with emotional cognitive research
results and the language habits of the people, more essentially mining the approach in
which people express emotion, emotional acoustic expression model is set up. From
the perspective of signal processing, at the same time should be more attention to the
combination of features and derivative of the contribution of emotional expression, seek
reasonable emotional acoustic representation.

2.2.4 Music Emotion Recognition (MER)

MER is one of the special and interesting part in emotion recognition. With the more
requirement for convenience in music searching area, the classification for the music fol-
low the emotions has been proposed as the effective approach to searching and classing
the music [28]. From the day this question been proposed, the researcher focused the key
which is the conceptualization and correlation of emotions from music. MER has been
researched surround this aim and many methods and results have been proposed about it.

The traditional methods for the MER is extract the featrues from the music signals first.
Then the features is sent to the machine learning model for train based on the class labels.
At last predict the prediction labels according to the test data with the trained machine
learning network. There are some research example for these methods. Bischoff [108]
used the SVM [109] classifiers with Radial Basis Function (RBF) on the audio informa-
tion and social annotations from “Last.fm” database for recognizing the emotions. Liu et
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al. [49] used the Root Mean Square(RMS), spectral features after K-L transform through
the Gaussian Mixture Model (GMM) for recognizing the emotions. Wieczorkowska [110]
used the various features and the features for the speech detected on kNNs model to ex-
tract the emotions from the music and Yang [111] did the similar approach. But he use
the developed model Fuzzy kNNs classifier (FkNNs) on the 15 features chosen features
for MER and Feng [112] used the Average Silence Ratio (ASR) features working with the
neural networks recognize the emotions from the music.

In 2008, Yang et al. [113] used the Daubechies wavelets coefficient histogram (DWCH)
algorithm [114], spectral contrast algorithm with PsySoud [115] and Marsyas [116] ex-
tracting the features in previous work. Then he trained the data with features by Ad-
aBoost.RT [117], Support Vector Regression (SVR) [118], and the Multiple Linear Re-
gression (MLR) [119]. Later, he used the Music Emotion Variation Detection (MEVD) [111]
[120] [121] to do the same ground true data and features for fear comparison. At last, he
got his result that the regression approach has more promising prediction results than
normal A-V [111] [120] [121] [122] computation algorithms in doing MER and also the
regression approach can be applied in MEVD.

In 2009, Han et al. [55] used Juslin’s theory [18] based on the emotion model proposed
by Thayer [102] to analyse the 11 kinds of dispersed emotions (angry, excited, happy,
relaxed, sad and etc.). He found these emotions due to 7 music characteristics which are
pitch, loudness, key, harmonics and etc. Then he used the low-level features to train the
regression functions by SVR. After he predicted the AV values and got the results, he
compared them with the results obtained by GMM [123] and SVM [109]. The final re-
sults illustrated that, the SVR could raise the accuracy from 63. 03% to 94. 55%, but the
GMM can only grow 1. 2% (91. 52% to 92. 73%).

Through these few parts of the MER researches, the 2 significant part of the MER system
has been found as features extraction and machine learning. In the follow sections, both
of them will be reviewed individually.

2.3 Features Extracted for Emotion Recognition

The most effective and the most significant part of emotion recognition research are fea-
tures which are extracted and selected from an original signal. Generally, a feature in point
can greatly improve the correct rate of recognition. There are so many feature found by
the researches, such as F0, RMS energy, Rhythm strength etc. [53]. Most of them are
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effective if be used in reasonable situation. So some common and famous features should
be mentioned.

2.3.1 Fundamental Frequency

The fundamental frequency, as a basic property of all complex waves signal, is widely
used as a feature in emotion recognition and call as F0. The fundamental frequency, as its
name suggests, is the lowest frequency of any freely oscillating composite wave. Because
of this, it usually also shows the highest amplitude in the entire composite wave. Due
to its particularity, the fundamental frequency is usually the most basic representation of
the most obvious features of a set of wave signals. So it is one of the most basic and
traditional feature [124].

Busso [125], in his work, he focused on the property and functions of fundamental fre-
quency and extracted the pitch features of fundamental frequency. Then he built a system
for SER with the fundamental frequency pitch features. Lin [126] build another SER with
the features, which include the fundamental frequency, and HMMs and Support SVM as
the classifier. It was shown in the survey done by Ayadi [53] that the F0 is a such popular
feature in this area.

2.3.2 Spectrum

The spectrum is well known for its excellent performance in the frequency domain of the
signal [53]. The spectrum is a feature that visually shows the properties of a signal that
changes over time in the frequency domain. The spectrum is the result of a Fourier trans-
form [127] of a signal that changes over time and is projected onto the frequency domain.
It visually exhibits the properties of a signal in the frequency domain based on frequency
and amplitude or frequency and phase. Due to its nature, the spectrum can well exhibit
the frequency domain characteristics of the signal. This allows researchers to study the
frequency domain of the signal more clearly and conveniently. In the field of emotion
recognition, spectrum is also a classic and basic feature.

In Wu’s [128] work, he used the Modulation Spectral Features (MSFs) working on the
SVM classifier for the 7 kinds of discrete emotion recognition from speech signals and
his system shown the excellent performance on 91. 6% accuracy and Lin [129] used the
advanced spectral feature Power Spectral Density (PSD) in his work for recognition the
emotions from the Electroencephalogram (EEG) signals and in Yang’s [52] research for
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the MER, he used the feature contained spectrum into the MLR [119], SVR [118], and
AdaBoost. RT [117] for training for the regression of the A-V emotion recognition.

2.3.3 Zero-crossing Rate (ZCR)

ZCR is an another useful features in emotion recognition [130]. A normal signal due to
the characteristics of the oscillation of the wave, there will be positive vibration and re-
verse vibration. When the signal is processed into an audio signal, it is found that when
the vibration changes from positive to negative due to the vibration of the wave, a phe-
nomenon occurs in which the amplitude changes from a positive maximum value to a zero
value to a negative maximum value. Each time the amplitude changes and passes through
the zero frequency it will affect the properties of this signal wave. Therefore, the ZCR
is a characteristic of the signal property by expressing the frequency of a signal passing
through the zero point. The example figure and equation of ZCR in illustrate in Figure 2.7
and Equation 2.1. The IIA in the equation means that if A is true, the function equal to 1,
otherwise equal to 0.

Figure 2.7: The signal and ZCR [7]. (a. the original audio signal; b. ZCR of the signal)
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ZCR =
1

T −1

T−1

∑
t=1

II {stst−1 < 0} (2.1)

ZCR also have so many use cases in emotion recognition area [53]. Wöllmer [131] used
the Low-Level Descriptors (LLD) features which include the ZCR on the LSTM model for
the classification of A-V emotional dimensions. Lee [132] built a system for automated
emotion state tracking by emotion recognition thinking with the features containing ZCR
and used the hierarchical decision tree machine learning model for achieving. Ooi [133]
used a effective Voice Activity Detection (VAD) [134] technique with the ZCR and other
energy feature through the features-level fusion to predict the emotions from the audio
signals.

2.3.4 Mel-frequency Cepstral Coefficients (MFCCs)

Mel-frequency cepstral coefficients (MFCCs) [135] is the one of the most useful and ef-
fective feature for MER [136]. As mentioned in the previous chapters, the principle of
sounding such as human speech or instrumental music is due to the air flowing in the
resonant cavity of the object and being affected by the vibration to make a sound. At the
same time, human ears also have a certain specificity when receiving sound signals. If it
can reasonably use science and technology to capture the changed conditions of the air
according to different vibration modes, and the characteristics of human auditory percep-
tion sound, it can undoubtedly effectively improve the effect of the features. The MFCCs
is a special feature that meets this goal.

The MFCCs feature consists of several different parts, Mel-frequency, cepstrum and co-
efficients. This is also the formation process of MFCCs. At the very beginning, the signal
is converted to a spectrum by Fourier transform. The inverse Fourier transform, which
is the homomorphic signal processing, is then performed on these spectra to obtain the
low-frequency portion of these spectra, that is, the cepstrum. The Mel frequency is a
unique frequency designed to simulate the human auditory system. It shows that humans
perceive the received sound as if it were more efficient to receive certain frequencies.
The equation of transformation from the normal frequency to Mel frequency is shown
in Equation 2.2. When the Mel frequency is used as a filter to filter the spectrum of the
first signal, the Mel spectrum of this signal is obtained. The inverse Fourier transform of
the absolute values of these spectra is then referred to as homomorphic signal processing.
Then the low-frequency part of these spectra is obtained, which is the cepstrum. Finally,
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the MFCCs can be obtained by performing Discrete Cosine Transform (DCT) [137] on
the obtained cepstrum for coefficients.

Mel ( f ) = 2595× ln
(

1+
f

700

)
(2.2)

In the AVEC2013 challenge, James Williamson [138] got the best result in DSC part with
a significant audio features: MFCCs. They focused on the audio features analysis and
found 2 very effective features: MFCCs and the formant frequencies. Then Then they
use the close relationship between the formant frequency and the δ -Mel cepstral coeffi-
cient for reveals motor symptoms of depression. At last, they got the best result with the
GMM-Based regression analysis machine learning.

Bitouck [139] and his partner improve the MFCCs feature which based on three vocabu-
lary vocalization methods used in human speech, and combined with prosody function to
extract effective features and them classed the emotions with these features by the HMMs
and SVM for nice result.

In MediaEval 2013, Konstantin Markov [140] processed the music signals by extract-
ing some features, like Spectral Crest Factor (SCF), MFCCs, Spectral Flatness Measure
(SFM) etc. Then he used the Gaussian Processes regression to get the results as the
Gaussian Process Regression (GPR) got the better results for static emotion estimation
when it compared with the SVR. Anna Aljanaki [141], has done the data filtering before
which delete some useless information, such as containing speech, noise and environ-
mental sounds. Then he used 3 toolboxes (PSYsound [115], VAMP [142] and MIRTool-
box [143]) to extract the 44 features as loudness, mode, RMS and MFCCs 1-13 etc. Next
step, he finished the feature selection in both arousal and valence with RReliefF feature
selection algorithm in Weka in order to top 10 significant features [113]. At last, he also
used most regression machine learning method in Weka, such as SVR, M5Rules and mul-
tiple regression. Then the conclusion showed that the results of multiple regression were
not weak than the outcome of M5Rules. Because the valence is a considerable correlation
with arousal, the prediction accuracy of arousal was better than that for valence.
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2.4 Machine Learning Methods

As part of the audio signal about the emotional feature was extracted the previous meth-
ods, a new problem come to researchers. How to detect a signal without feelings of
computer perception and passed in the emotion? In order to solve this problem, machine
learning the theory and method was invented. This approach aims to let the computer
receives a large number of audio and mood of the relationship between the data. Then,
the computer according to these relationships creates a rule to determine which character-
istics corresponding to which emotions .

For successful using the machine learning, the system must has a correct progress ac-
cording to the question which need to be solved. Then a model based on the known
information from training data will be built for training the computer to complete the
question solving mission.

The questions which need to use machine leaning normally have 4 types: classification,
regression, clustering and rule extraction. For solve the classification question, a model
will be built based on class labeled data ,which has the discrete value label, such as the
fruit classification. The system will training by the model for judge the classes of the new
sample data. For regression question, the labels of the training data are defined by the real
numbers. The model will be built according to the number for more meticulous prediction
from the new sample, such as the exchange rate trend and for the clustering, there is no
label for the training data. However, a similarity measure is given for generalizing the
data according to this measure, such as split the cars by appearance. For rule extraction,
it will focus on the relationship of the statistics between the data. [144]

After understanding the type of the questions, the styles of the machine learning for dif-
ferent types of data are reviewed.

Supervised learning: Input data has a category tag or result tag, called training data. The
model is obtained from the training process. Using the model, new samples can be spec-
ulated, and the accuracy of these predictions can be calculated. The training process
often requires a certain degree of precision on the training set, without under-fitting or
over-fitting. The general problem solved by supervised learning is classification and re-
gression, such as the Back Propagation Neural Network (BPNN) [145].

Unsupervised Learning: There is no markup on the input data, and the model is con-
structed by inferring the existing structure in the data. The general problem solved is rule
learning and clustering, such as the kNNs algorithm.
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Semi-Supervised Learning: Input data is a mixture of annotated data and non-annotated
data. It is also used to solve the prediction problem, but the model must take into ac-
count the existing structure and predictions in the learning data, that is, the above super-
vised learning. Integration with unsupervised learning. The problem to be solved by this
method is still the regression of classification, which is generally extended on the algo-
rithm of supervised learning, so that it can model unlabeled data. [146]

Reinforcement Learning: In this learning style, the model is built first, and then the data
stimulus model is input. The input data is often from the environment. The result obtained
by the model is called feedback, and the model is adjusted by using feedback. It differs
from supervised learning in that feedback data is more from environmental feedback than
by humans. The problem solved by this method is system and robot control, such as Tem-
poral difference learning [147].

Different styles of machine learning methods focus on different questions. Suitable using
the correct methods is the key to solve the questions.There are many kinds of methods for
machine learning. Here some of popular and useful machine methods are introduced.

2.4.1 k-Nearest Neighbors (kNNs)

Nearby algorithm, or kNNs [148] classification algorithm is one of data mining classi-
fication techniques easiest approach. The so-called K-nearest neighbor is the k-nearest
neighbor mean to say is that it can be used for each sample k nearest neighbors to repre-
sent.

The core idea of kNNs algorithm is that if a sample of k in the feature space most ad-
jacent to the sample belongs to a category most, the sample also fall into this category,
and the category having the sample characteristics [149]. The method in determining the
classification decision based solely on the nearest one or several categories of samples
to determine the category to be sub-sample belongs. kNNs method when the category
decision, with only a very small amount of adjacent samples related [150]. Since kNNs
method is mainly limited by the surrounding adjacent samples, rather than discrimination
class field method to determine the category for, so for overlap or class field of more sam-
ple set is to be divided, kNNs method than other methods more suitable.

Figure 2.8 shows an example of kNN algorithm. If K=3, the red star belongs to class B,
because the 2/3 of the sample near the star is class B. As the same reason, if k=6, that star

30



Chapter 2. Literature Review

Figure 2.8: The example of kNNs working [8].

belongs to class A.

The challenge’s name is: The First International Audio/Visual Emotion Challenge [151].
The Audio/Visual Emotion Challenge and Workshop (AVEC 2011 [151]) will be the first
competition event aimed at comparison of multimedia processing and machine learning
methods for automatic audio, visual and audiovisual emotion analysis, with all partici-
pants competing under strictly the same conditions. In the audio part of this challenge,
Hongying Meng [152] and Nadia Bianchi-Berthouze as participators got the best result.
They use kNNs and the HMMs classification in 3stage based on the features in 4 labels
which provide by challenge and using PCA with them.

2.4.2 Random Forest (RF)

RF is one of the ensemble learning methods that is very popular for classification. The
main idea is to form a forest by training and combining different kinds of decision trees,
and the final classification result decided by voting of these trees [153]. The method com-
bines the ‘bagging’ idea and the random selection of features.

The training process of RF includes:

1. Sampling the original training set several times with replacement, and generate
several new training sets, then use the new training set train the base classifier;

2. Randomly selected some attributes of the new training set, then train a classification
tree, and do not prune this classification tree.

3. Repeat last two steps times to obtain the classifiers.
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After the training, it will use these classifiers to do the classification, the result decided by
the voting of these classifiers.

Figure 2.9: RF classifier in which several decision trees are selected and combined to-
gether for the classification automatically.

The Figure 2.9 shows that the basic concept of RF. V are the parts of features, Fn (V) are
the class rule, t means the branch point in decision tree and P means the final decision
result of each tree. The next step of the branch depend on if the feature is satisfy the
requirement of the rule. After many of the trees go to final branch by the classifier, they
will voting for which one is the most, which is the final result of the classification.

In comparison with bagging, RF [154] has the advantages of:

1. It can handle high-dimensional data. The training is based on the attributes which
means it could improve the training speed.

2. Evaluate the importance of each attributes. According to the accuracy of the sub-
classification tree, it can evaluate the importance of each attributes.

3. Deal with the missing attributes. Mainly because the sub-classification tree is built
on different attributes, it can only select a part of available sub-classification trees
to do the determination.
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2.4.3 Naı̈ve Bayes (NB)

Bayesian classification algorithm is a classification of statistics, it is a kind of use of
probability and statistics knowledge classification algorithms. In many cases, NB [155]
classification algorithm with decision trees and NN classification algorithm is compara-
ble, the algorithm can be applied to large databases, and the method is simple, accurate
classification rate of speed [156].

Before get in to NB classification method, one significant thing should be known: Bayes
theorem.

When given a conditional probability, it is for get the probability of two events after the
exchange, which is known P(AB) under the circumstances how to obtain P(BA). The ex-
planation for what is the conditional probability is: P(AB). B represents the premise of
the event has occurred, the probability of an event A occurs, the conditional probability
of event A is called the next event B occurs. The basic formula is solved:

P(A | B) = P(AB)/P(B) (2.3)

Bayes’ theorem reason useful because there is often encounter such a situation in life: it
can easily be directly obtained P(A | B),P(B | A) it is difficult to directly draw, but it is
more concerned with P(B | A), so used Bayes’ Theorem:

P(B | A) = P(A | B)P(B)/P(A) (2.4)

It can be known that P(A | B) of the cases, obtain P(B | A).

NB classifier is a very simple classification algorithm, called it NB classifier is because
of this approach is really thinking very simple, NB ideological foundation is this: For a
given to be classified items appear to solve the probability of each category under the con-
ditions of this appears, the largest of which, it believes this to be classified items belong
to which category. The largest category of conditional probability will be chosen, which
is the ideological basis NB.
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The formal definition of Bayesian classifier as follows:

1. Let x= a1,a2, · · · ,am be classified as an entry, and each a is a characteristic property
of x.

2. There is a category collection C = y1,y2, · · · ,yn.

3. Calculate P(y1 | x),P(y2 | x), · · · ,P(yn | x).

4. If P(yk | x) = maxP(y1 | x),P(y2 | x), · · · ,P(yn | x), Then x ∈ yk.

So the key now is how to calculate the conditional probability of each step 3. It can be
did this:

1. Find a known collection of items to be classified classification, this set is called the
training sample set.

2. Statistical obtain the conditional probability of each feature property is estimated in
each category. That is:

P(a1 | y1),P(a2 | y1), · · · ,P(am | y1);

P(a1 | y2),P(a2 | y2), · · · ,P(am | y2); · · ·

P(a1 | yn),P(a2 | yn), · · · ,P(am | yn)

(2.5)

If the individual characteristic attributes are independent conditions, the following is de-
rived based on Bayes’ theorem:

P(yi | x) = (P(x | yi)P(yi))/(P(x)) (2.6)

Because the denominator is constant for all categories, because it simply maximize molecule
can be and because each feature attribute is conditionally independent, so there is:

P(x | yi)P(yi) = P(a1 | yi)P(a2 | yi) · · ·P(am | yi)P(yi) =
m

∏
j=1

P(a j | yi) (2.7)
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2.5 Deep Learning Methods

In current research field, lots of deep learning methods appear like the bamboo shoots
grown after the rain every month. There are wide variety models which can be considered.
So the deep learning methods selection needs rigorous and patient.

2.5.1 Convolutional Neural Network (CNN)

For the first models of the selection, the most famous and fashionable model CNN [157] [9]
need to be considered. CNN is one of the classic and traditional deep learning model.

In 1962, biologists Hubel and Wiesel [158] obtained a hierarchical model of Hubel-Wiesel
through a study of the cat’s brain visual cortex. With the advancement of technology and
new theories, Fukushima [159] and LeCun [9] have gradually improved and innovated ac-
cording to the hierarchical model of Hubel-Wiesel. Finally, LeCun designed and trained
the CNN (Lenet) using the error gradient backhaul method. As a deep learning archi-
tecture, CNN has the advantage of minimizing data pre-processing requirements. The
biggest feature of CNN is sparse connection (local feeling) and weight sharing. Because
this computational training process is the same as the convolution process, this network
is called a CNN.

The basic structure of the CNN consists of an input layer, a convolution layer, a sampling
layer, a fully connected layer, and an output layer. In the core convolutional layer and
sampling layer structure, the two layers are alternately linked to each other and repeated
several times. The neuron input value is obtained by adding the weight of the connection
plus the local input weight plus the offset value and, each neuron of the output feature
surface in the convolutional layer is locally connected to the output of the upper layer [9].
The detail description for CNN will follow.

Figure 2.10: The CNN structure [9].
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In the CNN network structure process [160] [9], which shown in Figure 2.10, the first
to appear is the input layer. The input-layer to C1 part is a convolution layer (convolu-
tion operation), C1 to S2 is a sub-sampling layer (pooling operation), then S2 to C3 are
convolutions, and C3 to S4 are sub-sampling. It can be found that both convolution and
subsampling appear in pairs, followed by subsampling after convolution. S4 to F6 are
fully connected. Finally, pass the classifier to the output layer.

The C layer is a feature extraction layer, and the network of this layer inputs the extraction
features according to the selected region of the upper layer and the neurons of this layer.
In this layer of work, the experience of wild connection plays a very important role [158].
The S layer is a feature mapping layer. Each computing layer of the network is com-
posed of multiple feature maps. Each feature is mapped to a plane, and the weights of all
neurons on the plane are equal. In addition, since the neurons on one mapping surface
share the weight [161], the number of free parameters of the network is reduced, and the
complexity of network parameter selection is reduced.

Specifically, the input image is convoluted by a trainable filter and an addable bias, and
after the convolution, a feature map is generated at the C1 layer, and then the pixels of
each group in the feature map are further summed, weighted, and biased. Set, the feature
map of the S2 layer is obtained through a Sigmoid function. These maps are then filtered
to obtain the C3 layer. This hierarchical structure produces S4 again like S2. Finally,
these pixel values are rasterized and concatenated into a vector input to a traditional NN
to get the output.

Just in 23 May 2018, Tong Liu [63] and his partners provide a strategy to recognize the
emotion contained in songs by classifying their spectrograms, which contain both the
time and frequency information, with a CNN. The experiments conducted on the l000-
song database indicate that the proposed model outperforms traditional machine learning
method. In his work, his team used a CNN-based model to extract a spectrogram features
from the song, then classify them with the CNN-based model and the result compared
with the performance which provide by extracting the traditional acoustic features from
the audio signals, such as Zero crossing rate, MFCCs, spectral centroid and so on as the
input and classifying with SVM. The result shown that the CNN deep learning methods
got nearly two times higher accuracy then the SVM one.
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2.5.2 Recurrent Neural Network (RNN)

RNN is a deep learning method for solving a problem , which is that the network cant
thinking or work according to the information was inputted few time before, in normal
NN [162]. NN is kind of learning method which imitates the human brain [163]. A real
human can think and learning things according to the previous knowledge or objects. But
the traditional NN cannot train like that. It cannot predict a thing based on the previous
events for the later one. But for some serialized inputs with obvious contextual features,
such as predicting the playback of the next frame in the video, it is clear that such output
must rely on previous inputs, which means that the network must have some “memory”.
In order to give the network such memory, a special structure of the NN - the RNN came
into being.

Figure 2.11: The RNN structure [10].

As the most kinds of NN, RNN got three layers in its structure as well, Input layer, hidden
layer and output layer, which can be found in Figure 2.11. The thing more in the RNN
is the circle with the w, which is the key for the difference to make the RNN have that
“memory”. Before understand the structure, in this figure, some of parameter should be
known at first. Input xt is the moment which input to the network network. ht represents
the hidden state of time t. ot represents the output of time t. The direct weight of the
input layer to the hidden layer is represented by U , which abstracts the original input as
the input of the hidden layer. The weight of the hidden layer to the hidden layer is W ,
which is the memory controller of the network, is responsible for scheduling memory.
The weight V is hidden from the layer to the output layer, and the representation learned
from the hidden layer will be abstracted again by it and used as the final output. In the
left side of the figure shown the fold structure, which is the structure for all time and the
unfold on is in the right side, which illustrate the structure according to the time sequence.
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These are two stage when RNN runs, the forward stage and backward stage. In forward
stage, the output is controlled by the current time input layer xt and the previous hidden
layer ht−1, which can be found in Equation 2.8 and 2.9. The function f and g can be the
traditional tanh and so f tmax or other needed function. In these equation, the secret of the
“memory” can be found as that the previous time ht−1 provides the previous information
to the current time. This movement endues the current output ot the combine information
of both current timing and previous timing.

ht = f (Uxt +Wht−1) (2.8)

ot = g(V ht) (2.9)

In backward stage, each weight is updated using a gradient descent method based on error
et between output layer and true label in each timing. The Equation 2.10 to 2.14 shown
the calculation of the each gradient of weight OU , OV and OW form the last output layer
backward to the each previous one.

δt =
∂et

∂Uxt+Wht−1

(2.10)

δ
h
t = (V T

δ
o
t +W T

δ
h
t+1) · ∗ f ′(Uxt +Wht−1) (2.11)

OV = ∑
t

∂et

∂V
(2.12)

OW = ∑
t

δ
h
t ×ht−1 (2.13)

OU = ∑
t

δ
h
t × xt (2.14)

Therefor, the network can correct the weight for the correct prediction and the whole RNN
will be trained for the mission which need to predict based on the context of a contact time
series.

In the MediaEval task in 2015 [164] only had one task for people – ’dynamic emotion
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characterization’. But for the database, they do some changes. They connected come
royalty-free music from several sources. Then set the development part with 431 clips of
45 second and 50 complete music pieces around 300 seconds for the test. Pellegrini [165]
chose the RNN [166] to predict the A-V emotion prediction for the system for their se-
quence modelling capabilities. He completed the 260 baseline features which are given
by [164] with 29 acoustic feature types which extract by ESSENTIA toolbox [167]. After
10-fold cross-validation CV setup, he got the result that valence and arousal values are
correlated as r=0.626 (r: Pearson’s correlation coefficients).

2.5.3 Long Short-Term Memory (LSTM)

The previous section mentioned the RNN is a effective deep learning methods for the
mission which need to predict based on the context of a contact time series. But the RNN
still have some weakness. The “pover” of RNN for dealing with the previous informa-
tion will decrease with the growing of the distance between current timing and the timing
needed [168]. For example, if RNN is used to predict the thing based on the information
just beside it, it will be easy success. But if it need to predict the same thing based on
the information input before long time in time sequence, it will be high rate with wrong
prediction [169] [170].

However, the LSTM, which is one of the variant of RNN can solve this problem smoothly.
LSTM networks are well-suited to classifying, processing and making predictions base-
don time series data, since there can be lags of unknown duration between important
eventsin a time series. LSTM was proposed by Hochreiter Schmidhuber [169] and im-
proved and promoted by Alex Graves [171]. LSTM avoids long-term dependencies by
deliberate design. It improve the key cell f function in RNN structure with a three gate
cell layer, input gate, forget gate and output gate. These gates can filer the information
from the previous timing information and current timing information input and for the
output, the gates can keep the useful information stay in the layer cells [172]. The detail
of the LSTM deep learning method will proposed in following chapter 4.

2.6 Music Emotion Recognition (MER) Application

After the demand for new music classification, which because the old labels cannot meet
the needs of customers [28]. Emotion as the new third common label was started using in
some popular commercial music website [173]. Because emotional music-based retrieval
is receiving more and more attention in academia and industry. With the developing of
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research and theory in academia, some of the applications are used in real life of people.

For example, “i.MV” [174] [175] [176] and Mood cloud [177] [178] etc. used the mu-
sic emotion analysis in the multimedia system for better use experience. For the mobile
media production, the MP3 and cellphone can play the music which is most suitable for
the current emotion of the audience based on the MER [179]. Even the most comfortable
music which is according to the emotion of the customer can be play in a restaurant or
meeting room [180].

And there also are some applications for the HCI. Imaging, there is a multimedia system
can arrange the music and pictures automatically based on the emotion classification and
it even can use these graph and music to design an MV for the customer [181] [182].
Of course, the most commonly used function for users is to choose a song or music that
best suits emotions [183] of people. Because people always choose the music they want
to listen to according to the emotional state at the time. When searching and retrieving
music based on the user’s emotions, it is more accurate and reasonable [18].

Recently, the more features and more learning methods will be found and design after
research. There would be more application based on MER to make life of people more
convenient.

2.7 Summary

In this chapter, the literature review of the MER has been done for the research challenge.
The knowledge of music signals, emotions, features, learning methods and some of the
application have been reviewed. After doing the literature review of sound and audio, the
knowledge helped the pre-process part in following researches. The signal can be pro-
cessed based on different kind of audio signals and the literature of emotions guides the
researches focus on the discrete emotion data.In features part, the approach of features
extraction has been learned. The kinds of the features and the application field has been
understood, such as fundamental frequency, spectrum, ZCR and MFCCs. The machine
learning literature was mainly reviewed the 3 basic traditional machine learning methods
and 3 popular deep learning methods for support the following researches and field of the
MER are also reviewed for the applications and main direction of research.

.All the review work aim to learning and understanding the MER area and preparing for
solving the research challenge which mentioned previous chapter. Chapter 3 will focus
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the new features design and selection according to the reviewed paper. In Chapter 4, a
selected deep learning methods LSTM will be used for if it can provide better performance
for the system. Chapter will show and new kind of MER system building based on a music
theory element – chord.

41



Chapter 3. MER Based on Feature Combination and Random Forest Classification

Chapter 3

MER Based on Feature Combination

and Random Forest Classification

3.1 Introduction

After doing the reviews of literature, as one of the most classic human inventions, music
appeared in many artworks, such as songs, movies and theaters. It can be seen as another
language, used to express the author’s thoughts and emotion. In many cases, music can
express the meaning and emotion emerged which is the author’s hope and the audience’s
feeling. At the same time, music as a sound, it can express different meanings by changing
sound characteristics, such as frequency, amplitude, so that the audiences have different
feelings. In the famous TV show “I’m a singer”, a singer who can act only by the rhythm
of the song adapted, with the original tone to express different emotions. Most of the
audience will be affected with such sentiments, but they are not as accurate expression of
this change as professional judges. So a MER system will be helpful in this kind of sit-
uation. A piece of music with clear emotion information inside will be beneficial for the
entire entertainment industry and even the arts because the artist can use this information
for their design and performance.

A typical MER system is to process the music signal for audio features extraction, and
then these features are used for classification based on machine learning methods that is
based on the training of existing data. The system can determine what kind of emotion
this music belongs to.
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In this chapter, firstly, common audio features are extracted from both channels of the
music recordings and then other features extracted inspired by EEG signal features anal-
ysis. Finally, RF classifier is used to efficiently combine the features to boost the overall
performance.

The rest of the chapter is organized as the following. In the section 3.2 related works of
this field are reviewed. The proposed MER system is introduced in section 3.3. In section
3.4, the detailed experimental results will be illustrated and the work is summarized with
conclusions in last section.

3.2 Related Work

In recent years, there is a strong trend on emotion recognition from music due to the re-
quirement of the entertainment and digital media industry. Public open databases have
been produced and extensive researches have been done by researchers from all over the
world.

For this chapter, the aim is to provide a kind of system which can effectively recognise the
emotion from the audio, especially music, signal. After the review of lots of work, it can
be found that the most significant parts of the system to affect the efficacy are feature ex-
traction and machine learning. So, several papers for these two parts have been reviewed.

In 2009, the INTERSPEECH 2009 emotion challenge [184] has taken place in Germany.
In this challenge, the organisers provide a kind of features which include the 16 kinds of
LLD feature (MFCCs 1-12, ZCR, RMS, F0 and HNR). These features all extracted by
open source tool openSMILE [185] and are proved effective in future.

At the most recent MediaEval task in 2016 [186], the target of the task was changed to
recognise the emotions from a movie clip. This task uses the ACCEDE database to pro-
vide data for both sub-tasks. The global emotion prediction sub-task uses 9800 video
clips from 160 movies. This sub-task requires the contestant to use the data to predict the
AV affective region for each segment of the test set and the second sub-task is continuous
emotion prediction. It requires investigators to predict the complete 30 films in which the
emotional regions change over time.

In this competition, Chen and Jin [187] used the features called IS09, IS10 and IS13,
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which based on INTERSPEECH 2009 [184], 2010 [188] and 2013 [189] Emotion Chal-
lenge configuration extracted by OpenSMILE [185], and compared with MF-generated
Bag-of-Audio-Words (BoW) and Fisher Vector Encoding (FV) features. Then they com-
bined them with CNN extracted image features for SVR and RF to do classifications.
The final submission results show that the results obtained by using FV features combine
with IS09 features and CNN image feature, and using random forests as classification are
higher than other feature. So the IS09 feature from openSMILE is selected as one of the
features for the system.

After reviewed the paper from Robert Jenke, a kind of think has appeared. In his pa-
per [44] which was published in 2014, he did some features selection for the EEG data
signals. From these kinds of features, lots of global statistics features have been selected.
For example, mean, standard deviation, Hjorth features and fractal dimension. His paper
shows that these kinds of features are very effective for the EEG signal processing. These
features show a lot of global statistics features of the EEG signals. In other words, the
features give much effective information about the properties of the signals, which are
kinds of wave. Considering the similarity between audio signals wave and EEG signal
wave, these kinds of statistics features can be tried to use in the audio signal processing
part. That will provide some features to show what properties the music got and the per-
formance of the features were tested in the experiment of this chapter.

In 2010, Kim et al. [48] have done a comprehensive work in MER review. He started with
the psychology research on emotion with the AV space and the perceptual considerations.
In feature part, he described the lyrics feature selection and the acoustic features. Lyrics
features selection was based on Affective Norms for Chinese Words (ANCW) [190], Af-
fective Norms for English Words (ANEW) [191] and the Pleasure (Valence), Arousal and
Dominance (PAD) [192] to select the effective features from the signals. For the acoustic
features, he gave 5 types (Rhythm Timbre, Dynamics, Register, Harmony and Articula-
tion) 17 features (MFCCs [193], spectral contrast, RMS energy, spectral shape, Rhythm
strength and etc.). But he focused on the MFCCs to comment and in machine learning
part, he mentioned the RF, SVM, NB, kNNs and etc. In the end of his paper, he gave an
example of some combinations of the emotion types. For example, Yang and Lee [194]
combined the both audio and lyrics for emotion classification with 12 low-level MPEG-7
descriptors and increase 2.1% (82.8% vs 80.7% with only audio) of the results and other
review was for Bischoff [108] combining audio and tags (use Music-IR tasks as classi-
fication to make the tags like happy and sad [195]) by Bischoff with 240-dimensional
features and 178 mood tags. Then Bischoff proves that the combination is better than the
single one.
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In the reviewed paper in 2011, Khan and his partners [196] compared the kNNs and SVM
classification for the SER. In their experiment, 7 different emotions should be recognised
based on an English speech database. Two classification methods were tested separately
for predict these seven emotions. From the final result can be found that the kNNs got
91.71% while SVM got 76.57% accuracy in overall performance. However for the single
emotion, these two methods Win with each other.

In 2013, the researcher Vinay et al. [197] did an experiment in SAVEE database for
testing the performance of NB. The features, such as pitch, linear predicate coefficient,
MFCCs [198], DELTA etc., have been extracted for classification training based on 66%
data of the whole database. After machine learning process by NB with 10-fold cross
validation, the output predicted 7 emotions for comparing with the true labels. Can be
found from the final results, the system got 84% accuracy, which means the NB is highly
effective for this system.

In 2015, Song and Dixon [199] used the SVM and RF to test the different models of MER.
The 2 different databases which contain 207 songs has been used in this experiment. Then
the features, which included RMS, peak, MFCCs etc., were extracted by MIRtoolbox 1.5
from 2 kinds of clips groups (30 or 60seconds and 5seconds). The result showed that the
RF (40.75%) one in clips 5 seconds was better than the SVM (40.35%) one and the RF
also was used in following experiment for others model test.

And also in the Chen and Jins work [187], the combination features with CNN image
features and IS09 trained by RF methods gave the best result.

Apart from above work, Gao [200] used the 6552 standard low-level emotional features
which were extracted by OpenSMILE to compare with his multi-feature (GMM Super
Vector (GSV), positive constrain matching pursuitPCMP, multiple candidates and opti-
mal path) with the APM database. Then he does the machine learning by SVM classifiers
with RBF kernel and got good results. For the results, his working proved that his multi-
ple features are more effective than only use the openSMILE one by 5.25% (from 74.9%
to 80.15%)

In research of this chapter, another MER system is tried to build in advance of the pre-
vious system [200]. The main differences were that: 1).The system extracted the feature
from two channels; 2). The system extracted extra features of the statistics which inspired
by EEG analysis methods; 3). The system used the RF to combine these features together
in the classification efficiently.
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According to the review works done above, the IS09 audio feature was thought as the most
suitable audio part feature for this recognition system and in addition, the global statistics
features from EEG analysis will be tested in the research. For the machine learning part,
the RF method was looking as ensemble part of this system. RF is one of the machine
learning methods based on the decision tree. It contain several trees to decide the final
prediction according to the classes. It can assess the importance of variables when decid-
ing a category and it also keep the high accuracy even the data is not balance or lost some
information. Because this research is based on a four emotion tagging music database,
the RF as an effective classification with multiple components will suit for the database.
However, there is also a comparison part with two traditional and related methods (kNNs
and NB) in the research for proving the performance of RF.

3.3 Emotion Recognition System

Based on preliminary analysis of the music data, two channels of data are used for feature
selection. A better system will be tried to build for the musical emotion recognition with
better features and better classifiers.

3.3.1 System Overview

Figure 3.1illustrates the overview of the proposed system. Both channels of the music
signals are processed separately and typical audio features are extracted from them. In
addition, some statistics features used for EEG analysis are also extracted. Then these
features are combined together as the overall features for the classification. Finally RF
classifier is chosen to ensemble all these features together and to predict the emotion
categories of the music.

3.3.2 IS09 Audio Feature Extraction

There are many features existed for audio signal analysis. Here some of the common
emotion related features are selected based on “The INTERSPEECH 2009 Emotion Chal-
lenge” [184], in which these features can be very accurately reflect the most emotional
characteristics of the audio signal. These features include 12 functionals and 16 LLD.
Totally, there are 384 features selected. In the following, these features will be described
briefly. The detailed information can be found in [184]. Then the configuration of the IN-
TERSPEECH 2009 has been used in the features extraction open-source toolkit: OpenS-
MILE [201] for the features of INTERSPEECH 2009 which named as IS09, which is
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Figure 3.1: The overview of the MER system. (a). original signal, (b). left channel, (c).
right channel, (d). statistics features, (e). typical audio feature, (f). two channel and all
features combination, (g). random forest classifier) (h).emotion prediction.

used as main features for the low level features part.

The 16 LLD include 5 kinds of features which will shown follow and illustrated in Fig-
ure 3.2. Can been found form the Figure 3.2 that these 5 kinds of features are complete
difference in amplitude and demotions. Even they are extracted from same signal. RMS
Energy [202] is based on the amplitude of the peak value of the signal to calculate the
power of a signal, which shows the energy carried by the signal. It is one of the common
audio feature representation.In MFCCs [198], Mel frequency is a major concern for the
human hearing characteristic frequency. Because humans often unconsciously for a cer-
tain period of frequency is very sensitive, if the analysis of such frequency will greatly
improve accuracy. MFCCs is a linear mapping of the audio spectrum to Mel spectrum,
then the conversion factor cepstral frequency domain when available. ZCR of a signal
means the ratio that the signal crosses from one end of the axis 0 to the other side of the
axis. It is usually expressed by a signal of a predetermined value of 0, or as a filter are
searching for a rapidly changing signals. The F0 [184] means the fundamental frequency,
in a complex wave is a periodic waveform the lowest sum of frequency. In music, it is
usually the lowest pitch notes. The Voiceprob(VP) means that the voicing probability
computed from the Aggregate Channel Features (ACF).
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Figure 3.2: Five common audio features selected from IS09.

3.3.3 The Global Statistics Feature Inspired by EEG Signal Analysis

In the emotion recognition feature extraction, there are some interesting feature extraction
methods [44] by extracting features from the brain wave (e.g. EEG) signals.

If the people is stimulated external, such as music and voice, the emotion of mind will
changed with the EEG signal changing. So these features were extracted in this research
and find out whether this set of features will enhance the musical emotion recognition
accuracy or not.

a. Basic Statistics Features (STAT)

Through the reviews of the related work, it found that most of the research much focus
on the more representative and more specific features of the signals. For example, single
MFCCs feature can help to training the machine about the details of sound production
progress. It really works well in most time. But the common and macro features also
can contribute their usefulness for improve the recognition. According to [44], the basic
statistics features (STAT) of EEG signals works well in his work. So after considered
the similarity between EEG signal and an audio signal, these characteristics are the basic
statistical characteristics of the signal in the time domain. The figure of STAT feature can
be found in Figure 3.3.

For the statistical characteristics in STAT, there are 7 different characteristics features.
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Figure 3.3: Statistic Feature.

Their equations shown as follow from Equation 3.1 to 3.7. In these formula of features,
T is the time sample number of then recording. t means the time series. ξ means the
vector in single audio channel recording and ξ (t) means the vector changes with the time
changing.
Power:

Pξ =
1
T

T

∑
t=1
|ξ (t)|2 (3.1)

Mean:

µξ =
1
T

T

∑
t=1

ξ (t) (3.2)

Standard deviation:

σξ =

√
1
T

T

∑
t=1

(ξ (t)−µξ )
2 (3.3)

First difference:

δξ =
1

T −1

T−1

∑
t=1
|ξ (t +1)−ξ (t)| (3.4)

Normalized first difference:

δ =
δξ

σξ

(3.5)
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Second difference:

γξ =
1

T −1

T−2

∑
t=1
|ξ (t +2)−ξ (t)| (3.6)

Normalized second difference:
γ =

γξ

σξ

(3.7)

b. Other Four Kinds of Statistical Features

For the same thinking with STAT, other 4 kinds of statistical features have been proposed.
Hjorth features is another kind of statistical features for signal processing which based
on Hjorth’s [203]introduction. The Fractal Dimension (FD) [44] is used to describe and
measure the complex objects which is hard to describe by normal dimension because of
the irregular shape or volume in geometry.Higher Order Crossings (HOC) is in order to
use the high-pass filters, which called Herein, to zero-mean time series for oscillatory
pattern of the signals. The PSD shows that the features of the different frequency power
in time dimension. The researchers can obtain some statistical properties of the signal,
such as the tone and pitch of the sound, through power spectrum analysis.

3.3.4 Classification

The final step of whole system will be the machine learning part. Considering that the
huge amount of methods can be used in the system, the most effective classification meth-
ods will be select after the performance testing between some alternative options.

a. k-Nearest Neighbours (kNNs)

kNNs [148] classification algorithm is one of simplest data mining classification tech-
niques. The so-called kNNs is mean to say is that it can be used for each sample kNNs to
represent.

The core idea of kNNs algorithm is that if a sample of k in the feature space most adjacent
to the sample belongs to a category most, the sample also falls into this category, and
the category having the sample characteristics [149]. The method of determining the
classification decision based solely on the nearest one or several categories of samples
to determine the category to be sub-sample belongs. kNNs method when the category
decision, with only a very small amount of adjacent samples related [150]. Since kNNs
method is mainly limited by the surrounding adjacent samples, rather than discrimination
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class field method to determine the category for, so for overlap or class field of more
sample set is to be divided, the kNNs method is than other methods more suitable.

b. Naı̈ve Bayes (NB) Classifier

Bayesian classification algorithm is a classification of statistics, it is a kind of use of
probability and statistics knowledge classification algorithms. In many cases, NB [204]
classification algorithm with decision trees and neural network classification algorithm is
comparable, the algorithm can be applied to large databases, and the method is simple,
accurate classification rate of speed.

NB classifier is a very simple classification algorithm, called it NB classifier is because of
this approach is really thinking very simple, NB ideological foundation is this: For a given
to be classified items appear to solve the probability of each category under the conditions
of this appears, the largest of which, it believes this to be classified items belong to which
category.

c. Random Forest (RF)

RF [205] as a mainstream machine learning, it can handle high-dimensional data, and can
be used to assess the importance of each category according to the final results of forecast
accuracy. Most importantly, he can estimate the missing part of the sample, and provides
high accuracy results. This approach combines machine learning ’baging’ ideas and fea-
tures. It is possible to sample the original sample and the formation of a new training set.
Then they were randomly training for different tree. After a few times of packet classifi-
cation training, get the final result by voting the decision tree.

3.4 Experiment Results

The following experiments are to evaluate the proposed system for emotion recognition
from music recordings. APM database [200] was used this experiment. In this study,
firstly Matlab extracted one-dimensional audio signal, the signal and two channels sepa-
rately. Use OpenSMILE extracted five characteristics of the signal, RMS energy, MFCCs,
ZCR, F0 and Voice Prob and extract STAT. It features a total of 12 set last two channels
together. RF classifier using machine learning, and get the final accuracy of the confusion
matrix correct rate.
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The experimental results will be compared with the results in previous work [200] because
the same APM database was used.

3.4.1 APM Database

“APM Music” is the largest production music library in the industry as a production mu-
sic company. It contains more than 40 libraries, more than 475,000 tracks and CDs and
he almost contains almost every type and style of music. Therefore, this article chose the
APM database [200],which based on this huge music data, as this experiment database.

In order to make sure the effect of the features during the real situation, an experiment
based on APM MER database be started. APM music database is a music data in wav
format. The database including 4 kinds of emotion: happy, sad, relax and fear. Each of
the emotion has 100 audio samples with around 35 seconds long.

Figure 3.4: Four audio signals for 4 different emotions.(take continuous 45,000 sampling
points from the music recording for approximately one second).

3.4.2 Experimental Setting

At the beginning of the experiment, the audio data is processed as a set of data, and fea-
ture extraction is performed using OpenSMILE software tool. However, by observing the
audio data, it was found that two different channels of audio may have different effects on
the emotion recognition. Divided into two channels were tested.
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The system uses software to extract music emotion OpenSMILE part features. The two
channels of the audio signals are separated and input to OpenSMILE software, and then
IS09 was selected as the configuration

The second step, the obtained feature file was split into two parts, and experimented using
Weka software for machine learning and classification.

At the same time, for the statistics features, this experiment also carried out feature selec-
tion. At the beginning of the feature selection. statistics features has been selected five
alternative features for test. The features ware used MATLAB to extract individually and
combined with each others or IS09 features when needed.

Then, the classifier running setting is set as 5 times 2-fold cross-validation same as pre-
vious work [200]. Finally, the prediction results obtained with the actual results were
combined with confusion matrix accuracy of analysis to get the overall accuracy.

At last, all of the features were used to do machine learning in Weka for prediction and
got the result for comparison.

3.4.3 Performance Measurement

The performance is measured based on the classification rate of the prediction on the
testing database. The accuracy is defined by the following Equation 3.8 [206] (prediction
positive(P), prediction negative(N), true positive (T P), true negative (T N), accuracy (A)):

A =
T P+T N

P+N
(3.8)

a. Individual Feature Experiments

Firstly, IS09 features, STAT and other 4 kinds of statistic features which mentioned pre-
vious, are tested individually by machine learning methods kNNs, NB and RF classifiers.

The recognition accuracy is shown in Table 3.1. By comparing their results, it can be
found that the RF method much higher than other two classifiers in each feature selected.
For example, the result of RF working on the STAT features higher 10% than other two.
Therefor the RF was selected as the proposed machine learning method and for the fea-
tures, 6 individual features are compared in this table. The IS09 features shows the best
result as 77.6% and for statistic features, STAT features provide the highest accuracy as
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68.6%. Therefor the IS09 and the STAT features were selected to combine for better ac-
curacy.

Table 3.1: Accuracy of individual features and Combined features using three different
machine learning methods.

Features kNNs(%) NB(%) RF(%)

Individual features

IS09 68.3 73.3 77.6
PSD 46.6 51.6 50.9

Hjorth 44.1 47.9 46.1
FD 45.9 44.9 42.6

HOC 56.4 52.4 59.9
STAT 54.6 58.6 68.6

Combined features

IS09+PSD 65.8 73.1 76.3
IS09+Hjorth 64.3 72.8 75.8

IS09+FD 64.8 72.8 76.8
IS09+HOC 65.3 72.3 76.6
All features 70.3 73.6 81.3
IS09+STAT 70.8 74.1 83.8

b. Combined Feature Experiments

Table 3.1 also shows the comparison between the results of the Combination of statistic
features and INTERSPEECH 2009 Emotion Challenge features (IS09) reveals that the
best of other features, which is STAT. This may be due to the statistic feature based signal
characteristics that maximize the preservation of the original audio signal information.
While the other statistic features in the extraction of the loss of the key information. And
for the combination part, the best result due by the IS09 combine with STAT, which is
alliance between giants and shown the highest in combination features as 83.8%. The
reason for all features combination is not very good maybe is the useless features from
other features effect the final result.

For testing the performance of IS09 audio features and combination features, an exper-
iment base on APM database for both IS09 features and openSMILE standard features
(containing 6552 Low-Level features), which were used in previous work [200], has been
done. Table 3.2. show the results of both two kind of features working alone and combine
with STAT. As can be seen from the results, the IS09 features has highly effective than
the standard one, and the STAT features can improve both of them.

For development proving the STAT features work, an experiment based on another database
has taken in the same time. The DEAM database [207] is a new database which contains
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the three databases using in MediaEval challenge tasks from 2013 to 2015 for emotion
analysis on music. The details of the database can be found in [207]. There are total
1802 songs shaped in 45 seconds and the songs are given with the A-V standard deviation
label. For the data pretreatment, according to the A-V label of the database, four different
basic emotions(angry, happy, relax and sad) have been labeled for the song based on four
quadrants of A-V coordinate System. Because of that there only are 200 sad and relax
songs in database, 800 songs, with 200 songs for emotions for balance of the weight of
training samples, have been random selected.

Then an experiment which used the IS09 and STAT features with RF method have been
done. The results of the test can be found in Table 3.2. It shows that IS09 still works well
in this new database and the STAT feature can also effectively improve the performance.

Table 3.2: Comparison between IS09 Combination features and standard openSMILE
features in APM database and DEAM database with RF method.

Database Features Accuracy(%)

APM Database

Standard 56.6
IS09 77.6

Standard+STAT 61.1
IS09+STAT 83.8

DEAM Database
IS09 68.1

IS09+STAT 70.0

c. Parameter Chosen

Figure 3.5: The performance of RF with different tree numbers setting.

When the features were sent in to Weka, RF was selected as a machine learning classifier.
At the beginning of this section, the number of trees in the RF is set to the default value
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as 100, and the default numfeature value is set to 0. Then the parameter chosen testing
started. Numfeature value has been set as a number by experienced as 200 as usual. So
the value of the tree as a test item for a number of tests and found the best set value. From
the Table 3.3 and Figure 3.5, it can be seen that the best results the experiment got is the
accuracy for the combination feature with IS09 and STAT when tree number set to 300 as
83.8%. So, decision trees are set to 300 and the numFeature(the number of attributes to
be used in random selection) is changed to 200 as normal.

Table 3.3: The results of using RF in different tree numbers setting.
Tree number 200 300 400 500 600 700 800 900 1000
Accuracy (%) 82.8 83.8 83.5 82.8 83.0 83.3 83.3 83.3 83.3

d. Final Results Comparison with Existing Results

After the completing the feature extraction, parameter setting and machine learning, the
final results of experiment are illustrated in the Table 3.4. In this work, only a few of
these audio features were selected and the accuracy was 76.3%. Two channels have got
the same performance although the confusion matrix are different. The combined features
from two channels makes the accuracy of 77.6%. Although the STAT did not perform well
with 68.6% only, the combined performance is 83.8% that is better than all the results on
this database.

Table 3.4: Comparison with existing results on APM database.
Method Feature Accuracy (%)

SVM with RBF kernel [200]
Standard 74.9

Standard+PCMP 77.4
GSV+PCMP

+multiple candidates
+optimal path

80.2

Proposed method

IS09 (left channel) 76.3
IS09 (right channel) 76.8
IS09 (2 channels) 77.6
STAT(2 channels) 68.6

IS09 (2 channels)+STAT 83.8

The results of comparison with previous work [200] are illustrated in Table 3.4. In previ-
ous work on APM database, OpenSMILE was used to extract 6552 Standard Low Level
Emotional Features(Standard) with an accurate rate of 74.9%. The detailed results are il-
lustrated in Table 3.4 as follow. Further, PCMP feature [208] was used in combining with
Standard Low Level Emotional Features(Standard) form OpenSMILE and the accuracy
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is improved to 77.4%. In addition, he used multiple techniques (GSV+PCMP+multiple
candidates+optimal path) to get the best accuracy rate of 80.2%.

Although features from statistics property are not very good as single, its compensation
in feature space to the audio feature has made contributions on the performance improve-
ment. The result of the accuracy increases by 3.6% and the selected features in this system
achieved better performance. The proposed system achieved the best results for the over-
all performance.

3.5 Summary

In this chapter, an automatically musical emotion recognition system was proposed base
on the new features combination by IS09 selected traditional feature and selected STAT
statistic features and RF is chosen as the machine learning method according to the data
and methods comparison test. 16 LLD include 5 kinds of features and 7 different char-
acteristics features has been selected and combined from the APM database. The music
signals split by 2 channels before extracting from the music signal. Then, the 768 dimen-
sions IS09 LLD features and 14 STAT statistics features were extracted from the signal
and combined for the machine learning. For the machine learning, considering the ad-
vantage of the decision tree kind machine learning methods, RF methods was selected for
this system. The selected features combination classed by the RF under 300 tree numbers
setting for the final classification predictions. The comparison result with the existing
work can be seen from Table 3.4,, the same use OpenSMILE to do feature extraction, the
feature selection one (IS09) exceed all standard feature by 2%. After the combining with
statistics features, the IS09 + STAT combination features produce the best results over
performance of previous system [200] ratio higher 3. 2% with RF machine method. This
shows that this approach of feature selection and machine learning can indeed improve
the accuracy of musical emotion recognition and properly setting the reasonable parame-
ters will effectively improve the accuracy.

In addition, in this chapter, the research was shown that the machine learning model RF
model was chosen as the system classifier. Since the classification target of the APM
database is four different types of discrete, the RF model as a high-precision classifier in
the classical model is very effective for this classification task with a large amount of input
variable data. Because the RF model can make a weighted assessment of each variable
when making classification decisions. Thereby selecting the most likely classification
category. It can be seen from the comparison of the research in chapter 3. The effect of
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RF in this kind of emotion recognition task is much higher than the other two. Because of
the experimental discovery on the algorithm model, the machine learning model method
became next research goal after completing the research on data characteristics.
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Chapter 4

Emotion Detection Based on Dynamic

Deep Learning Models

4.1 Introduction

The music signals has 2 different domains features and information, just like Figure 4.1,
the time domain and the frequency domain. Time domain and frequency domain is the
most common and most effective approach to illustrate the property of an audio signal.

The time dimension is a dimension that exists in the world, and the amount of information
it contains is enormous. Every event or behavior that is happening will intersect with it.
This also means that a time dimension analysis of the music signal can yield a lot of useful
information. As a typical time-series signal, music signal only studies its information in
the frequency domain will lose useful resources for dressing up [66]. Moreover, because
of the close relationship between music and music, analyzing its continuous dynamic
characteristics is very helpful to explain the information carried by the signal. Therefore,
researching and analyzing the information in the time domain of the signal will be very
helpful for improving the emotional recognition of music.

Frequency domain, especially in radio and communications systems use more high-speed
digital applications will encounter in the frequency domain. The most important proper-
ties of the frequency domain is: It’s not true, but a mathematical construct. Time Domain
is the domain only exists objectively, and the frequency domain is a follow specific rules
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of mathematics category.

Figure 4.1: Time and frequency domain[11].

In the previous chapter, it is provided a effective features for music signal and the most
significant contribution is for the frequency part. For considered the property of the music
signal, the single domain analysis is not satisfied enough as a research. The time continu-
ity analysis should be set as the next research point for the project aim.

After done the literature review for the currently effective and advanced methods for re-
search the dynamic continuity signal, one of the most popular and reasonable deep learn-
ing method – LSTM [169] was been chosen as the dynamic deep learning model for the
music emotion detection.

4.2 Related Works

For improvement of the recognition affection, the single frequency domain thinking is not
enough to cover all the information the audio signal contained. The time domain and the
relationship between two neighboring frames should be consider as well. As a emotional
music, the single frame is meaningless when it is alone. But if large amount of it come
together and arrangement according to different time, it became a dynamic continuously
data and it will show us the total different meaning of the frames.
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For providing the dynamic feature of the signal, a dynamic model is necessary for re-
search. A dynamic model is a mathematical expression that describes the law of changes
in system quantities over time. Generally it is expressed by differential equations or dif-
ference equations. Describe system characteristics related to the time and sequence of
operations, events that affect changes, sequences of events, the environment of events,
and the organization of events. It is generally expressed in mathematical equations con-
taining continuous or discrete time variables.

For using the dynamic model to solve the continuously signals process thinking, the re-
searchers in all over the world build lots of model and use them in their experiment re-
search.

In March 2017, Haytham M. Fayek et al. [209] use the deep multi-layered neural net-
workcomposed of several fully-connected, convolutional or recurrent layers ingests a tar-
get frame (solid line) concatenated with a number of context frames (dotted line)to predict
the posterior class probabilities corresponding to the target frame. He build a SER system
for emotion recognition on Interactive Emotional Dyadic Motion Capture (IEMOCAP)
database [210]. In this system, Fayek use the DNN and ConvNet to process the number
of concatenated frames jointly to predict a class label and use the LSTM-RNNs as the
dynamic classifier of the multi-layer to deal with the different length context frames of
speech signals. The result shown that the system on frame-based got the 64. 78% accu-
racy which is around 12% higher than the SVM and single DNN.

In the October of 2017, Ye Ma et al. [211], who does the research in Tsinghua University,
use the Deep Bidirectional LSTM (DBLSTM) based on multi-scale fusion with the LLD
features which extract by Opensmile on the Medieval 2015 challenge database [164] for
the motion in the music task. His work considered that the dynamic continuous emotion
information in music is because of the a clip music but not the moment of the time. So he
use the LSTM model as the basic method, then use the propose the Multi-scale Context
based Attention (MCA) for link the information of the previous and the later music by
weights. As the result, his system shown the best performance, which is 0.285 in valance
and 0.225 in arousal of the Root Mean Square Error (RMSE).

In November 2017, Stefano Pini et al. [212] gave people a example which is using
the audio emotion recognition for cooperate working with the facial emotion recogni-
tion to predict the video emotions based on The Acted Facial Expressions in the Wild
(AFEW) database [213] (2017 edition), The Facial Expression Recognition 2013 (FER-
2013) database [214] and The eNTERFACE database[215]. In his research, he apply
LSTM networks in order to capture the temporal evolution of the audio features in audio
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part. He made use of a LSTM network to learn the temporal dependencies between con-
secutive audio snippets, and represent them with the last hidden state of the network. The
final result illustrate that his performance achieve an accuracy of 50. 39% and 49. 92%
which is much higher than the baselines (38. 81% and 40. 47%).

And in 2018 Panagiotis Tzirakis et al. [216] from Imperial College show us how to use the
CNN [217] and LSTM to build a model for recognizing the emotions from the RECOLA
speech database [218]. In this model , Tzirakis extract features from the database by a
3 layers CNN. Then a LSTM two layers network is working for the predictions in order
to model a temporal dynamics in the data, as to consider the contextual information in
the data. . As the result, the performance shown that the system got the 0.787 in arousal
and 0.440 for valance in Concordance Correlation Coefficient (CCC) which is higher than
other methods.

It can be found from the related work in recent few years, that the LSTM is become
very popular in audio emotion recognition area. Because it has the effective provide
the dynamic features of the continuously signals. It applies a very significant relation
and features between two following frame, which can be used to improve the system
performance from the single static classifier or features.

4.3 LSTM Based Emotion Detection System

In this research, the deep learning method, which are the a kind of advanced learning
methods, is used for MER. For looking for the approach to improve the performance of
MER, dynamic deep learning method is selected as the proposed method. After testing
the image based deep learning method – CNN, the accuracy is only half of the previous
RF method. It is believed that music signals are continuity and there are a lot of relation
and information during music running with time. It is dynamic. Therefore, it is selected
the LSTM as the main model of the experiment system. It is used the LSTM on the APM
database with the selected pre-processed features for research for the relation between
different time sequence. The research provides the performance and the testing of the
LSTM working on the APM database which can prove the applicability of using LSTM
on this database.
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4.3.1 System Overview

In this system, the classic and statistical static audio features has been extract from the
original AMP database before provide as the input data to the LSTM. Then, the LSTM is
using as a dynamic classifier for predict the emotion label for each song. After compare
the predictions and the true labels, the performance will be calculated.

Figure 4.2: LSTM based emotion detection system from music signals. (a) Music signal,
(b) Feature selection, (c) LSTM model, (d) Emotion classification.

4.3.2 Feature Extraction

a. IS09 Feature

As an affective feature bundle, Interspeech 2009 conference provided some classic and
useful features. There are 384 features selected. In the following, these features will be
described briefly. The detailed information can be found in [184]. Then the configuration
of the INTERSPEECH 2009 has been used in the features extraction open-source toolkit:
OpenSMILE [201] for the features of INTERSPEECH 2009 which named as IS09, which
is used as main features for the low level features part.

As illustrated in Figure 4.3, the 16 LLD include 5 kinds of features which will shown
follow. RMS Energy [202] is based on the amplitude of the peak value of the signal to
calculate the power of a signal, which shows the energy carried by the signal. It is one
of the common audio feature representation. In MFCCs [198], Mel frequency is a major
concern for the human hearing characteristic frequency. Because humans often uncon-
sciously for a certain period of frequency is very sensitive, if the analysis of such fre-
quency will greatly improve accuracy. MFCCs is a linear mapping of the audio spectrum
to Mel spectrum, then the conversion factor cepstral frequency domain when available.
ZCR of a signal means the ratio that the signal cross from one end of the axis 0 to the
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other side of the axis. It is usually expressed by a signal of a predetermined value of 0,
or as a filter are searching for a rapidly changing signals. The F0 [184] means the funda-
mental frequency, in a complex wave is a periodic waveform the lowest sum of frequency.
In music, it is usually the lowest pitch notes. The VP means that the voicing probability
computed from the ACF.

Figure 4.3: IS09 features extracted from APM database.

b. STAT Feature

Through the reviews of the related work, it found that most of the research much more
focus on the more representative and more specific features of the signals. But the com-
mon and macro features also can contribute their usefulness for improve the recognition.
According to [44], the basic statistics features (STAT) of EEG signals works well in his
work. So after considered the similar between EEG signal and an audio signal, these
characteristics as the basic statistical characteristics of the signal in the time domain.

For the statistical characteristics in STAT, which shown in Figure 4.4, there are 7 different
characteristics features shown as follow: Power, Mean, Standard deviation, First differ-
ence, Normalized first difference, Second difference and Normalized second difference.
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Figure 4.4: Statistic Feature for all the 400 music sample in APM database.

4.3.3 Long Shot-Term Memory (LSTM) Modelling

LSTM as the core part of the experiment system is a very effective deep learning method
for the dynamic continuity signal. LSTM is a RNN and suitable for processing and pre-
diction interval time series of important events and very long delays. LSTM is containing
LSTM block (blocks) or other kind of NN, document or other materials LSTM blocks may
be described as intelligent network unit, because it can memorize the indefinite length of
time values, block there is a gate input to decide whether to be important to keep in mind
and cannot be exported output [219].

In simple terms, for the key point, there are four function unit form right side (input) to
left side (output) in LSTM layer. According to the left-most function block input situation
may become, it will go through the gate on the right three input determines whether the
incoming blocks left for the second input gate, if there approximate output zero, where
the value of the block will not advance to the next level. The third is left forget gate, when
it produces a value near zero, there will remember the value of the block to forget. The
fourth is the rightmost input to output gate, he can decide whether to input in the memory
block can be output. The most important thing is LSTM Forget gate, followed by Input
gate, most times is Output gate. In order to minimize the training error, Gradient descent
and Backpropagation Through Time (BPTT), it can be used to modify each based on the
weight of the error.
For the details of LSTM model, it can be found from the Figure 4.5. It gives the over
view of the LSTM model. The network structure of this LSTM model is divided into five
layers of networks. The first layer is the sequence input layer, and the music signals of a
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single vector will be entered into the network here and each signal segment is input to the
input layer in chronological order.

Figure 4.5: LSTM model.

The second layer is the LSTM layer and the core layer of the entire LSTM network. This
layer consists of several LSTM hidden units. Each hidden unit is a repeating module.
The hidden cell module structure that has been enlarged in detail can be seen from the
Figure 4.6. This module achieves a filtering process for filtering useful information by
discarding and adding input information. Next, this article will explain how each individ-
ual module updates and records information.

LSTM replaces the underlying layers of a traditional RNN model with a unique cell con-
taining three different gates. In traditional RNN, the nonlinear activation function used by
the model which may be just tanh or ReLU. But LSTM replaced them with such unique
and complex structures, giving the entire network the ability to screen, remember and
store[12].

LSTM is also a structure like all of the RNN kind model, but duplicate modules have
a different structure. Which can be seen from Figure 4.8, there are four function in the
bottom of the middle block. Each of them is one gate for controlling the information.
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Figure 4.6: LSTM hidden unit.

In Figure 4.10, it illustrates that the main state of the information in the LSTM cell. The
stat from the input timing Ct−1 go through whole cell block to the output timing Ct . Dur-
ing this progress, the LSTM will change the stat of the cell based on the information
controlled by the gates.

LSTM has the ability to remove or add information to the state of the cell through a well-
designed structure called “gate”. A gate is an approach to make information choices pass.
They contain a Sigmoid function layer (Figure 4.11) and a pointwise multiplication oper-
ation. The Sigmoid function controlled the information passing or stopping. It can block
the input information go through or not based on the value it output.

The LSTM has three gates based on the Sigmoid function layer to protect and control
cell status, which shown in Figure 4.6. They are input gate, forget gate and out put gate.
Foget gate will check the information which inputs to the cell state. The input gate will
protect the checkpoint of update the cell state. Output gate will chose the information if
it is correct for the prediction.

In the forget gate, which is shown in Figure 4.12, the gate will filter the information from
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Figure 4.7: Normal RNN structure (The A block means the same structure unit in different
time sequence)[12].

Figure 4.8: LSTM structure[12].

the last timing cell state. If the information is still useful for the system, it will be keep,
either it will be removed from the cell. The gate makes the decision based on ht−1 and xt

and the outputs a value between 0 and 1 for each number in the cell state Ct−1. The value
1 will keep the information, or 0 will remove them.

ft = σ(Wf · [ht−1,xt ]+b f ) (4.1)

The next part is the input gate’s work. The tanh function in this gate will provide the new
information which input from the new timing C̃t . But not all of them will update to the
cell state. Another part of the gate, Sigmoid function will decide the final result: which
information can smooth entry the cell it . Therefore, the input gate can chose the informa-
tion which will add to the cell.
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Figure 4.9: Icon explanation[12].

Figure 4.10: The cell statement in the LSTM[12].

it = σ(Wi · [ht−1,xt ]+bi) (4.2)

C̃t = tanh(Wc · [ht−1,xt ]+bC) (4.3)

Then, the cell state will update based on the output of forget gate and output of input gate.
Ct−1 will be updated to Ct (Figure 4.14). the previous state will be multiplied by ft and
discard the information which is determined to be discarded. Then add it×C̃t . This is the
new candidate value, which varies according to the extent to which decide to update each
state.
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Figure 4.11: The sigmoid layer[12].

Figure 4.12: The forget gate[12].

Ct = ft ·Ct−1 + it ·C̃t (4.4)

At last, which can be found in Figure 4.15, the output gate will finally decide the informa-
tion which can be outputted from the layer. Based on the Ct which is updated by the input
gate, a Sigmoid function will cooperate with a tanh function to decide the final output of
this timing cell state. The Sigmoid function will still filter the information like it did be-
fore and the tanh function will normalize the information from the cell state for combine
with the output of Sigmoid function. At the end, the result will be output and moving to
the cell state in next timing.
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Figure 4.13: The input gate.

ot = σ(Wo · [ht−1,xt ]+bo) (4.5)

ht = ot · tanh(Ct) (4.6)

When the data has been processed by the LSTM layer, there will be an fully connected
layer for each hidden layer. The size of the fully connected layer is same as the number
of the classes.

Then, each fully connected layer send the output to the softmax layer. In this layer, each
input will be calculate the probability to the each classes.

Finally, based on the comparison of the probability for each prediction result in the classi-
fication output layer, a final unique prediction result is finally obtained. After comparing
this prediction with the true label, the LSTM network will re-weight each previous step
according to the true label. The system hopes to get the same result as the true label after
the input passes through the network with the new weight. When the system gets the
optimal weighting factor, the entire network will stabilize. This final weighting factor is
the basis for future prediction of the target data. So the whole LSTM model is like this.
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Figure 4.14: The update of cell state [12].

4.3.4 Parameter Setting

• Max Epoch

So the first test is for the max epochs. An epoch refers to the process of all data
being sent to the network to perform a forward calculation and back propagation.
Since an epoch is often too large for a computer to load, it is divided into several
smaller batches. It is not enough to iterative train all the data during training, and it
takes multiple iterations to fit the convergence [220]. In actual training, it is divided
all the data into several batches, each time sending a part of the data, the gradient
descent itself is an iterative process, so a single epoch update weight is not enough.

As the number of epoch increases, the number of iterations of the weight update in
the NN increases, and the result gradually enters the optimal fitting state from the
initial unfitting state, and finally enters the over-fitting.

Therefore, the number of epoch is very important. What is the right setting? There
is no definitive answer. The number of epoch is different for different databases.
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Figure 4.15: The output gate [12].

However, the size of the epoch is related to the degree of diversity of the database.
The more diversified, the larger the epoch should be.

• Output Size

Then the experiment move to the output size parameter. The output size is stand to
the amount of the Hidden unit size as known as the RNN cell size in LSTM.

• Mini Batch Size

The third part of test is the significant one – the mini batch size. Batch is a part of
the data that is sent to the network every time, and used to evaluate the gradient of
the loss function and update the weights. Batch Size is the number of training sam-
ples in each batch. The choice of Batch size is also crucial. In order to find the best
balance between memory efficiency and memory capacity, the batch size should be
carefully set to optimize the performance and speed of the network model. When
the amount of data is small and the computer performance can be loaded, it is better
to use one batch. Mini batch training accuracy is slightly lost, but greatly improved
performance. Random training runs fastest, but it is difficult to reach convergence.
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• Shuffle
The shuffle has some kinds of options in LSTM working process [221].

1. ’once’ Shuffle the training and validation data once before training.

2. ’never’ Do not shuffle the data.

3. ’every-epoch’ Shuffle the training data before each training epoch, and shuf-
fle the validation data

• Learning Rate
At last, the test comes to the learning rate part, the significant one. The correctness
of the learning rate also has a great impact on the final outcome of the LSTM. As
the learning rate increases, the faster the gradient adjusts the weight of the network,
the faster the gradient falls, and the shorter the convergence time, and vice versa.

4.4 Experiment

4.4.1 Data Preparation

“APM Music” is the largest production music library in the industry as a production mu-
sic company. It contains more than 40 libraries, more than 475, 000 tracks and CDs and
he almost contains almost every type and style of music. Therefore, this article chose the
APM database [200], which is based on this huge music data, as this experiment database.

In order to make sure the effect of the features during the real situation, an MER exper-
iment based on APM database be started. APM music database is a music data in .wav
format. The database including 4 kinds of emotion: happy, sad, relax and fear. Each of
the emotion has 100 audio samples with around 35 seconds long.

After researching and learning the basic principle of the LSTM deep learning method, the
first things need to be done is the music signal preprocessing for the LSTM input data.
According to the original signals of the APM database is too long to process as a input,
the signals must be split to the small segment for the experiment. So the 44100 sampling
point per second music signals was segment to the 1 second smell pieces.
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Figure 4.16: Four audio signals for 4 different emotions. (take continuous 44, 100 sam-
pling points from the music recording for approximately one second).

For test the correction of the LSTM program based in Matlab, an experiment used the
default setting, parameters and basic 12 features witch extracted from APM database has
began. When the LSTM program was started working, the input data split by test and train
and prepare the data to the cell type. Before running in the LSTM for the performance,
some parameter should be setting.

4.4.2 Experimental Results

The first step of experiment is to define the correction of the LSTM network architecture
in Matlab and the applicability of the model for the APM database. The preset database,
Japanese Vowels database [222], is used for the correction test.

Based on the LSTM network introduced before, the input size is need to decide first for
the input layer building. According to the dimension of input features from Japanese
Vowels database, the input size will be sequenced as 12, which is the size of features sent
into sequence input layer each time.

Then, the output size is setting to 100 as known as the number of the LSTM units in
LSTM layer. This value based on the experience.And, because the principle of the LSTM
layer working. The last element in the sequence is set as output parameter.

Next, the class of the Japanese Vowels database is 9. So the fully connected layer size
is decided as 9. Which is used for mapping distributed features obtained from network
training to sample mark spaces.
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At last, the The softmax layer is normalized the output of the upper layer, fully connected
layer, for the sample probability vector of each kind which is obtained. The classification
layer will output the final prediction for each sample based on the probability.

But before running the network, there are some training options should be specified. Value
27 is input as mini-batch size which controls the speed and the extent of convergence and
means the number every time running. Then set the maximum number of epochs to 100
and specify to not shuffle the data. At the same time, the learning rate has been setting as
the default value 0.001.

When all options settings are finished, the network can be run for the 270 sequences train
database for network training. After the network full training by the train data, the test
data runs in same setting for final prediction. Finally, the accuracy is calculated.

According to the test experiment for LSTM network, the network building is useful and
working well in audio dynamic sequence signals.
The experiment moves to the APM database.After using the default setting which used
in Japanese Vowels database, the base lane results of APM database which is classed by
LSTM shown that the LSTM model was working. Even the performance is terrible. But
it is usable.

When the program is ready for work, the first task for the experiment is how long the seg-
ment should be split as for the rest of the work. The total length of music in APM database
is from 30 seconds to 60 second, which means it is got a lot of choice in the length of seg-
ment. Then a testing has been set for confirm the length of the segment. There were 4
kind of segment prepare for the test: the one second segment, three second segment, half
length of signals and the original signals which will use 3 traditional machine learning
methods for performance . This test aim to make sure if its shorter or longer is better. It
can be seen form the Table 4.1, that the result shown that the original one got the best
performance and the 1 second segments worst, Which means that the longer segment will
provide the better result. Considering the dynamic and continuity property of the signals
and model, if the segment is too long, the dynamic information between the segment will
lost too much. The three seconds split methods has been selected as the default one.

The second purpose of input preprocessed data is features selection. In this step, lots of
features has been tested. Table 4.2 gives the result of the comparison of all the features
which was tested. The first turn comparison is the basic STAT features and MFCCs which
got similar perforce. Then the IS09 features which used in the previous work join into
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Table 4.1: The accuracy(%) comparison between different length segments running in
different learning methods.

Feature/Method kNNs(5) NB RF
STAT(12 domension) 1s segment 48.30 43.38 49.27
STAT(12 domension) 3s segment 49.66 44.78 49.91

IS09 1s 49.87 48.63 55.66
IS09 3s 52.20 38.00 56.83

IS09 half length 62.69 70.65 77.61
IS09 Original 67.16 72.64 78.11

the ’battle’ and which win obviously. For looking for the best features input, the IS09
original (384) features have been processed with PCA, normalization, hamming window
overlap split and the functionals split. At last, the normalization three second IS90 win
the final champion as the default input data.

Table 4.2: The accuracy(%) between different features and length segments on default
setting running in LSTM.

Feature 1 second 3 seconds
12feature 29.35 26.37
MFCCs 29.85 32.77

IS09 384 33.83 41.29
IS09 pca12 32.84 40.30

IS09 mfcc(288) 25.87 38.81
IS09 mfcc pca12 26.37 37.81
IS09 384 normal 42.37 59.70

IS09 384 window normal 39.80 46.77

After this it is done a lot of tests for the parameter test for looking for the best suitable
parameters which using in this database. There are totally 7 parameters which can be
edit in the LSTM model: input size, output size, number of the class, max epoch, mini
batch size, Shuffle and the learning rate. In all of these parameters, the number of class
has been confirm as 4, because APM database got 4 class of emotions and the input size
decided by the size of the input data. It is confirmed as well. For other parameters, several
experiments have been set for the suitable value of the tested parameter on same default
values on other parameters.

The first parameter got tested is max epoch. Table 4.3 illustrate that the effective is shown
fluctuations with the increasing of the epoch size. From the lowest size 100 to the reason-
able max size 600, the value on 300 provide the best result in this turn.

The next one is the output. It can be found in Table 4.4 that the results are similar on the
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Table 4.3: The accuracy(%) test on epoch parameter.
LSTM/Epoch 100 150 200 300 400 500 600

IS09 384 normal(3sec) 55.72 59.70 60.20 63.18 56.72 57.71 62.69

different step values. But the best result in a span of 300 test is the 250 value output size
provided.

Table 4.4: The accuracy(%) test on output parameter.
LSTM /Output 50 100 150 200 250 300 350

IS09 384 normal(3sec) 59.70 63.18 64.18 62.69 65.67 65.17 63.68

After output test, the most significant parameter mini batch size is been tested. Table 4.5
illustrate that the value of the mini batch size under 50 gives the similar result. But if the
value over 50, the result will be fast fall. After focus test the mini batch size value 5 to
20, the best result is provided by the 20 mini batch size.

Table 4.5: The accuracy(%) test on mini batch size parameter.
LSTM /Mini batch size 5 10 15 16 17 18
IS09 384 normal(3sec) 56.22 53.73 61.94 54.17 56.22 53.48
LSTM /Mini batch size 19 20 21 50 100 200
IS09 384 normal(3sec) 53.23 65.67 58.21 51.24 46.27 24.38

For providing the complete train data feature in every epoch for network training, the
’Shuffle’ value is set to ’never’.The results of comparison with discarding the data are
shown in Table 4.6. It can be found that using the full data will be better for this database.

After finish the parameters testing, the best performance are provided by using LTSM
to classify the normalized IS09 feature which extracted from the three second split seg-
ments with the following parameters which is shown in Table 4.7 and the final result also
illustrate in this table as 65. 67%.

4.4.3 Comparison and Discussion

After comparing the performances with the previous work and other works using the AMP
database, it can be found from Table 4.8. The final performance is not as good as other
two methods even using the same features. Considered the LSTM is a dynamic deep
learning methods and using the layers to feed back the information in next time point, and
the music in this database have not enough obvious association, the result is worse than
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Table 4.6: The accuracy(%) test on shuffle parameter.
LSTM /Shuffle never once every-epoch

IS09 384 normal(3sec) 65.67 29.85 31.84

Table 4.7: The final accuracy(%) with parameters.
Parameter Input Output Epoch

Parameter Value 384 250 300
Minibach Learning rate Shuffle Numclass

20 0.001 Never 4
IS09 normal 3sec(Accuracy) 65.67

other 2 previous works. Because the RF will focus more on the feature level information
which provide more effective information.

Table 4.8: The accuracy(%) comparison with other works in same database.
Method Feature Accuracy

SVM with RBF kernel GSV+PCMP+multiple candidates+optimal path 80.2
RF IS09+STAT 83.8

LSTM IS09+STAT 65.7

4.5 Summary

In is chapter, the segmentation music signal is used to extract the featrues in this sys-
tem. Then the LSTM deep learning method was provide to classification them. After
experiment for looking for the best features and parameter combination, the system look
forward to use the dynamic continuous information between the different time frame seg-
ments for more effective emotion recognition.

Different from the traditional discrete classifier, the purpose of the research in chapter
4 is to improve the performance of the MER system based on the dynamic persistence
characteristics of the music signal of the database, and the LSTM network model which
has great advantages for information persistence and long-term dependence. Because the
music signal is a long-term continuous time series data, there will be a great connection
between the context of the data information. Proper use of the dynamic information of the
signal will greatly help the emotional recognition task. At the beginning of the research,
based on the data feature conclusions of the previous chapter, the original audio signal
was selected and segmented. Because the LSTM model, as a variant model of RNN,
effectively uses the context information relationship of a complete dynamic continuous
signal for training. So the data must be processed as a chronological data format. In
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addition, due to the deep learning network model of LSTM, reasonable arrangement of
various parameters in the network will greatly improve the recognition accuracy. So these
two parts have become the focus of research.

A system based on the LSTM deep learning methods for the dynamic continuous signal
thinking has been proposed. The system look forward to use the dynamic continuous
information between the different time frame segments for more effective emotion recog-
nition. In the signal pre-process part, the segmentation music signal is used to extract
the featrues for this system. According to the LSTM network structure, the input of the
data need to be split in segment based on time. The comparison experiment was taken for
looking for the suitable length of the signal segment. After the IS09 and STAT extracting
from the segment, the LSTM deep learning method was provide to classification them.
The input features would go through the LSTM layer, fully connected layer and softmax
layer for the final classification prediction. But in order to the best result, the parameter is
also a significant element of deep learning network system. six most decisive parameters
were tested and decided by experiment. After experiment for looking for the best features
and parameter combination, the final prediction was proposed.

However, the final performance is not as good as expected. It may because the database is
not suitable to the LSTM as the previous thoughts. The information between the segments
is not good enough to improve the performance of recognition which compares with the
RF machine learning method.
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Chapter 5

Music Emotion Identification Through

Chords

5.1 Introduction

After the first two chapters on the frequency domain, time domain and continuity of music
signals, most of the signal’s own attribute information has been basically mined. How-
ever, music as an artificially created sound signal, the information it displays must be
derived from the thoughts and emotions that the creator wants to express. Just as humans
speak and write, music as a tool for transmitting emotional information must containing
its own as a ”language” in the law or structure to help it display the emotions that it wants
to express. Contrast the statement of human speaking, if a sentence wants to express a
complete meaning. He needs to have at least two of the grammatical units of the subject,
predicate and object. In the same way, the music wants to effectively feel the emotion it
wants to convey, at least to satisfy the complete structure of music. In these music struc-
tures, chords are known as an important role in turning a dull monosyllabic signal into a
rich and colorful piece of music. The chords, like the adjectives in the declarative sen-
tence, set up a display stand on a basic melody skeleton to show the emotions the author
wants to express.

The word “chords” are from Greek, the original meaning is the string. In music theory,
it refers to the sound of two or more different pitches combined together. In European
classical music and the music style influenced by it, more often refers to a combination
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Figure 5.1: Music and emotions [13].

of three or more pitches, and the combination of the two pitches is described by a pitch.
The chords that make up the chord are called the chords of the chord. In the basic form of
chords, the lowest sound is called the “root”. The remaining sounds are named according
to their pitch relationship with the root note. The composition of the chords can be played
separately or simultaneously. Separately played, it is called as decomposition chords (or
scattered chords). The chords are three-degree superposition and non-three-degree su-
perposition. The chords in the Western traditional harmony are formed according to the
principle of three-degree superposition. There are many types of chords. If them are
distinguished according to the number of constituent tones, chords can be divided into
triads, sevenths, and ninths. The triad is composed of three tones, the seventh chord is
composed of four tones, and the nine chord is composed of five tones. These chords can
be subdivided by the interval structure. For example, the triads can be divided into major
chords, minor chords, augmented chords, and diminished chords. In addition, the chords
composed of the same sounds will have different sound effects and usage modes when
the lowest sounds are different.

The chord, as a such significant point in music, some of the research is also already done
for it. For example, there is a research which did by Heng-Tze Cheng [223] and his group-
mates. Cheng and his team built a chord recognition system. He first extracted the Pitch
Class Profile (PCP) feature vector as the base featues. Then the HMMs framework with
the N-gram model was used based on the chord decoding methods, which is according to
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the musical knowledge, to extract the longest common chord subsequence and the chord
histogram as the Mid-level features. At the same time, the Low level features (such as
MFCCs) were extracted for combination. At last, their new features improved the accu-
racy by 7% in all over the application test.

For another work, in 2015, Xinquan Zhou [224] his partners is like a good link use deep
learning methods to deal with the chord detecting in 2015. In his work, he did the Con-
stant Q Transform (CQT) and PCA on original input audio signals, which from the 317
songs in 4 different databases. Then he used the time splicing and convolution to split
the signals to smaller pieces and pre training. Afer this, he used the pre-processing data
with bottleneck architecture to work through the Restricted Boltzmann Machines (RBMs)
and Gibbs sampling. At last, the HMMs and SVM was used as the classifier to deal the
final result. The final evaluation shown that accuracy of this model is more effective than
others.

However, for all of these related researches, nobody focus on the relation between the
chord and the emotions directly. After reading the book “Music and Emotions” [77], an
ideal appeared: which not just link the chords and the emotions together since they got
this close contact. This will be the first time use the chord to detect the emotion based
on the music theory. Then a system of directly mapping music and emotion based on the
Theory of Musical Equilibration [225] started researching.

5.2 Emotion of the Chords

The connection between music and emotion is more important than ever, and music re-
search is increasingly focused on understanding the complex features of this interaction.
After all, for a long time, the fact that music has an emotional impact on us is one of the
greatest mysteries, because fundamentally it consists only of inanimate frequencies. This
is a topic that it would not think of in everyday life, which is why the indescribable aura
is still in the music. There seems to be some taboo about how and why music can convey
feelings - and interestingly, musicians do the same.

Although people like to describe music as an international language, science still cannot
provide an explanation for explaining the nature of this language. For decades, it has left
the task of solving this mystery to a small group of people: Although music psycholo-
gists are equipped with statistical software and calculators, music psychologists have so
far been less successful than brain research that has been widely cited in recent decades
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because it solves the problem of why music can stimulate emotional reactions.

Theory of Musical Equilibration [225]called Strebetendenz-Theorie in the original Ger-
man is the first psychological paradigm to create an emotional effect on music. It breaks
down the music sequence into one of the most important components - harmony - and uses
this material directly as the basis for its argument. Harmony is essentially a concentrated
form of music, because in an instant it can reflect melody and other musical processes,
otherwise it can only be depicted in a given time interval. Harmony is the psychology
of music emotion. The use of selected examples in the book clearly shows that the emo-
tional characteristics of music and sound can be systematically deconstructed, and can be
reasonably proved and empirically proved.

In the book Music and Emotions by Daniela and Bernd Willimek [77], they summarize
the emotional mapping of each chord by letting children listen to alternative songs and
let them express the feelings they feel. The study selected six different chords as research
goals.

5.2.1 C Minor Chord

The root and third notes are major thirds, and the third and fifth notes are small thirds.
They are represented by the uppercase English alphabetic names of the roots. For exam-
ple, DO, MI, SOL and chords are represented by C, FA, LA, and DO chords are repre-
sented by F. , drop MI, SOL, drop SI, use Eb, rise FA, rise LA, rise DOL with F. Figure 5.2
shows the C minor chords in a music example segment.

By applying Theory of Musical Equilibration, it is also possible to logically explain the ef-
fects of minor chords. The Moser Music Dictionary describes the nature of minor chords
because the primary shadows of minors are obscured. When interpreting this definition
from the perspective of this monism, one third of the minor is not considered to be an in-
dependent interval, but rather regarded as one-third of the “cloudy”, it has been deprived
Its main tension. The Ullstein Music Dictionary describes a small chord as a professional.

When applying “Theory of Musical Equilibration” to the small chords here, it will be seen
a clear result if it is replaced the psychological image of Kurth’s balance effect (ie, the
impulse of music resolution) by the image of the recognized thing. In a major supplement,
it is determined the desire not to change the chords, but in the minor, this sense of will
now appears to be overcast and suppressed. The feeling of satisfaction is overshadowed
by dissatisfaction.
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Figure 5.2: C minor chord.

5.2.2 Minor Sixth Chord

The minor sixth chord, the first inversion of the third chord, the chord is composed of
three to five major three degrees, five to the root of the pure four degrees. Figure 5.3
shows the minor sixth chord chords in a music example segment.

The example of minor 6th shows that feelings can be conveyed not only through complete
chords, but also through a single interval. If minor 6th is played, the chords spontaneously
produce an unusual sense of anxiety. It is worth noting that if the listener’s expectations
can be affected in such a approach that they no longer expect to resolve the upper pitch
by dropping to the 5th of the consonant, then the sixth fear-inducing effect will disappear.
For example, this can be done by playing other harmony and using the sixth as part of the
consonant major chord.

In the context of the expected 5th resolution, the fear-inducing effect of minor 6th can be
found. Testing this phenomenon from the perspective ofTheory of Musical Equilibration
means that it is believed that it is not a balance from the sixth to the 5th, but that it rec-
ognizes the sixth desire to resolve without 5th. This raises a different question: the 5th
problem that it be thinked the chord’s desire can’t solve can be so frustrating – it makes
us feel anxious?

If it is turned to the professional literature to describe the defining characteristics of 5th, it
is can be quickly found an explanation. The Moser Music Dictionary cites an unexpected
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Figure 5.3: Minor sixth chord.

or dim example of a 5th sound. The Ullstein Music Dictionary calls the 5th Ghost effect.

If it is thinked of Ullstein’s ghost concept and use Theory of Musical Equilibration to
explain this interval, coming to the conclusion that after hearing the minor sixth degree,
the listener thinks that the desire for music will not become weird. However, the process
of identifying something that is not creepy is just another way of saying that it is a sense
of fear and therefore the fear inducing effect of the minor sixth world.

5.2.3 Natural Minor Chord

A natural minor chord is a diatonic chord that is built by starting on the sixth degree of
its relative major chord. Figure 5.4 shows the Natural minor chord in a music example
segment.

In the minor dominant of minor tonic, the listener believes that the minor tonic of the dom-
inant dominance remains unchanged. In other words, the audience recognizes the feeling
of tolerating unwelcome things. Although this intention initially seems contradictory, if it
is interpret the chord as an expression of courage, it will soon become reasonable. Brave
people do what they would rather do: they overcome their emotions.

5.2.4 Neapolitan Sixth Chord

The Neapolitan sixth chord is generally labeled N6. As a basic material in the minor and
vocabulary, it has been listed as an accent chord for almost all music textbooks for many
years. To be more precise, it is considered to be a variant chord of the minor subordinate
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Figure 5.4: Natural minor chord.

II. This chord is generally thought to have appeared in the works of the Italian Napoli in
the Baroque period. Farther away, it may be traced back to the Palestrina school in the late
European Renaissance. Figure 5.5 shows the Neapolitan sixth chord in a music example
segment.

The Neapolitan sixth chord has obvious painful effects. If Theory of Musical Equili-
bration is applied, considering the unique transformation that the chord undergoes while
playing, it can only fully understand its particularly strong influence. The Neapolitan
sixth chord had a different influence at the moment of its first vocalization, not after a
brief moment. The reason is that it creates a sense of chaos in the audience.

This confusion can be explained as follows: When playing for the first time, The Neapoli-
tan sixth chord sounds like a normal major chord, and the listener does not feel any un-
usual tone experience. If there is, they will feel Gustav Gldenstein’s “a person standing
upright in life”. The perception of the audience will then change, because they still feel
the influence of the original key. Chords seem to be getting more and more discordant
and full of increasingly strong impulses to solve. If it is insisted on the metaphor of “a
person standing upright in life”, Theory of Musical Equilibration shows that a Neapolitan
sixth chord symbolically turns this once-right person into a completely desperate person,
and he has lost all support. sense.

Until Theory of Musical Equilibration was apply to this chord, it is can be feeled the con-
tradiction between the sober satisfaction (equivalent to the major chord) and the clearly
defined recognition and the desire to change. This inner conflict explains the remarkable
effect of chords.

5.2.5 Subdominant Chord

The subdominant is the fourth pitch of the scale, which is called the subordinate because
it is one level lower than the subto. Figure 5.6 shows the Subdominant chord in a music
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Figure 5.5: Neapolitan sixth chord.

example segment.

In classical and popular music, the main sub-dominance is used as a approach to con-
vey relaxed and carefree emotions. In this study, passages with sub-optimal chords are
described as the warmest and most friendly passages. Modulation to sub-dominant keys
usually produces a sense of relaxation; instead of modulation into dominant (fifth note)
scale, which adds tension.

Figure 5.6: Subdominant chord.
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When it is heard the subdominant chord, it is agreed with the desire for things that do
not change, even though this feeling is very passive. From an emotional point of view, it
corresponds to the satisfaction of the present and the present, which is very noteworthy
because it does not seem to reveal. This mood coincides with a relaxed and happy mo-
ment, such as after an ecstasy or victory. This means that the secondary lead is also very
suitable for singing songs on a cheerful occasion.

5.2.6 Augmented Chord

Augmented chord is a chord that is superimposed by three tones + major third degree
intervals. The chord name is represented by the root name as aug. It can be also under-
standed as the third chord as a fifth degree raises the semitone in Major chord. Figure 5.7
shows the Augmented chord in a music example segment.

A typical feature of augmented chord is the ambiguity of the perceived effect of musi-
cal balance. Augmented chord has conflicting balances, which means that the emotional
characteristics it causes can vary according to the theory of musical balance. In other
words, when augmented chord is heard, it is cannot be clearly understanded that things
haven’t changed with the will: the audience is still questioning. This chord is used to
convey surprise, surprise or surprise. In film music, it is a good fit to illustrate some ex-
traordinary things happening in the plot. A series of augmented chords were played in the
scene where the twins first met, until that moment they were completely unaware of each
other’s existence.

Figure 5.7: Augmented chord.
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Table 5.1: The emotions in the chords.
Chords Emotions

Minor sixth chord Fear
C Minor chord Sad

Natural minor chord Exciting
Major subdominant chord Relax

Neapolitan sixth chord Despair
Augmented chord Amazement

In summary, these six kinds of chords are classed in six kinds of different emotions,
which can be seen in Table 5.1 and the six true label chords were selected from the piano
teaching tutorial music.

5.3 Chord Identification

In this system, based on “Theory of Musical Equilibration” in the book “Music and Emo-
tions” which designed and conducted by Daniela and Bernd Willimek [77], the different
kinds of chords is the core of this system. According to the book, the data for test is
extracted from the piano music teaching audio by using the Adobe Audititon.

The music segments have extracted by the chords styles in 6 types (Augmented, Minor
tonic, Minor sixth, Natural minor, Neapolitan sixth and Major Subdominant chord). Each
of the chord corresponds one emotion. So the whole music signal is split to single chord
segments.

Then the chord segments will be sent for identification though selected recognition Method,
which is correlation and Euclidean distance, after FFT and STAT feature extraction. The
chord identification system overview can be found in Figure 5.8.

5.3.1 Data Preparation

Based on the study of the book “Music and Emotions”, the mapping relationship between
chords and emotions is understood as the criterion for emotional classification. There-
fore, how to accurately detect accurate chords has become the purpose of research. For
this purpose, it is necessary to build a database with enough samples, accurate chord clas-
sification, and enough chord type to prepare for the next experiment. The details of the
database shown in Table 5.2 and Figure 5.10.The flow figure of the database building is
illustrate in Figure 5.9.
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Figure 5.8: Chord identification system (a.The chord database; b.The FFT features; c.The
STAT features; d.The identified chords).

Figure 5.9: Chord database build by piano music signals(a. Original music signals; b.
Chord split; c. The selected chord class).

In the first step, since chords can be expressed through various instruments, it is necessary
to select a uniform instrument standard for database preparation. So the most universal
piano is the best choice because it can play all the chords. Through the study of some
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Table 5.2: Chords database detail.

Number of chords

6 (Augmented chord, Minor tonic chord,
Minor sixth chord, Natural minor chord,

Neapolitan sixth chord
and Major Subdominant chord)

Number of segments per chord 10
Average sampling points per segment 78357

Types of emotion
6 (Fear, Sad, Exciting, Relax,

Despair and Amazement)

Figure 5.10: Six kinds of chords and their corresponding emotions.
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piano course teaching videos, it is found that because of the teacher’s demonstration pro-
cess in the teaching video, there is a clear indication of the type of chords and an accurate
interpretation of the chords. A large number of piano teaching videos containing target
chords were sought to prepare for the completion of the database.

In the second step, the audio portion of the found teaching screen is segmented using the
software Adobe Audition shown as the work space in the software in Figure 5.11. Because
the chord presentation part of piano music teaching is scattered throughout the audio file
portion of the entire screen. Professional audio segmentation software is required for ex-
traction processing Adobe Audition is a professional open audio processing software, and
its functionality and extraction accuracy can be recognized. Then, through the teacher’s
explanation and analysis in the audio, the part of the target chord is accurately extracted
and divided and saved, such as Figure 5.12.

Figure 5.11: Adobe Adudition work space.

In the third step, the extracted chords are classified and labeled. Based on the theory in the
book “Music and Emotions”, Augmented chord, Minor tonic chord, Minor sixth chord,
Natural minor chord, Neapolitan sixth chord and Major Subdominant chord are chosen
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Figure 5.12: Chord extraction.

as the type of target chord. These six chords correspond to six emotions of amazement,
sadness, fear, excitement, despair and relaxation. Based on these six chords, the data is
divided into 10 different chord segments for each emotion shown in Figure 5.13. A sam-
ple database of 60 different chords. After completing the classification and labeling of the
six chords, select the most accurate set of six different kinds of chords as the real label.
At this point, the experimental data is ready to end.

5.3.2 Chord Recognition Method

When the data has sample data and real tags, the goal of the study shifts to how the ac-
tual tag data has been tested to match whether the sample data in the database matches.
Because chords are a set of one-dimensional audio data, the problem to be solved is to
choose what method to find a similar one to the real tag in a bunch of audio data. There are
many approaches to compare one-dimensional data, the most common of which is the Eu-
clidean distance detection method. In mathematics, the Euclidean distance is the distance
between two points in Euclidean space, which can be found in Formula 5.1. Using this
distance, the Euclidean space becomes the metric space. In this method, the Euclidean
distance calculation is performed directly on the true label vector and all sample vectors.
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Figure 5.13: Six kinds of selected chords.

Then, compare the distance between each sample vector and the real label vector, and
observe which vector has the shortest distance, and consider the classification of which
real label the sample belongs to. This type of detection is very effective for comparing
two vectors with the same or similar orientation.

d (x,y) =

√
n

∑
i=1

(xi− yi)
2 (5.1)

But not every vector has a similar spatial position, so another set of detection methods is
needed to match it, thus reducing the error of detection. This method is correlation de-
tection. The correlation coefficient is the first statistical indicator designed by the statis-
tician Carl Pearson and is the amount of linear correlation between the variables studied,
usually expressed by the letter r. Due to the different research objects, there are many ap-
proaches to define the correlation coefficient. The Pearson correlation coefficient is more
commonly used, can be found in Formula 5.2. The correlation coefficient is a statistical
indicator used to reflect the closeness of the correlation between variables. The correla-
tion coefficient is calculated by the difference method. It is also based on the dispersion
of the two variables and their respective averages. The two differences are multiplied to
reflect the degree of correlation between the two variables. The linear single correlation
coefficient is studied in this study. The Pierce correlation coefficient was chosen as the
criterion for detected correlations.

r =
∑

n
i=1 (Xi− X̄)(Yi− Ȳ )√

∑
n
i=1 (Xi− X̄)

2
√

∑
n
i=1 (Yi− Ȳ )2

(5.2)
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5.4 Experiments

At the beginning of the experiment, for analyze the shape, distribution and features of the
six different chords, six benchmark labels are entered into Matlab for observation. At the
beginning, spectrograms were considered a good approach to observe and analyze audio
data.The segment of music is used with chord to do the spectrograms for find the fea-
tures. Then the correct spectrum and spectrogram are illustrated for the music chord. It
is aim to find the features of each different chord. The CNN features extraction methods
and classification was considered to be used on the spectrum as well in the beginning of
the experiment. However, because the recognition method based on the Theory of Mu-
sical Equilibration is first time to be used. Two more basic features and methods were
decided to be applied. The spectrums for the chords which based By Discrete Fourier
transform (DFT) have been got. It can be easily found from the spectrums, the specific
chord have the specific frequency feature. By observing the spectrogram, it is found that
the frequency characteristics of the audio data can better show the difference between the
different and the county. So the FFT of the target audio signal becomes the next step.

FFT have been done before interpolated 200 points in chord feature. Then 1000 points
features have been extracted from the both chord and sample FFT. After the distance
calculation between the chord and sample music, the results show the strange relation
between all the features. Might be that have not done the normalization after extract 1000
FFT points.

But when the work will move to the database testing, it was found that the AMP database
and all data are not suitable for the methods testing. Because the piano or single instru-
ment is playing the chord, the data got were that the music is extracted from the piano
tutorial video as the basic database which is mentioned previous.

Following, there is a problem: How can it be made sure that the different kinds of samples
are actually different? Six comparisons of different kinds of chord have been taken. The
graphs intuitive display the similar between the same kind of chord and the difference
between the other chords. Figure 5.14, 5.15, 5.16, 5.17, 5.18 and 5.19 illustrate that
the 6 kinds of chords have different frequency distributed and different frequency strength
after 1000 sampling point FFT, Which means that the unique frequency combination in
chords can distinguish the different kind of chords. So the selected FFT has been chosen
as the one of the significant features in chord identification.

After completing the production and preparation of the database, the experiment went to
the key part.In the next experiment, the audio data FFT of each true label is calculated
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Figure 5.14: The comparison figure between True FFT and Sample FFT of Augmented
Chord.(a. benchmark Augmented chord; b. sample Augmented chord)

Figure 5.15: The comparison figure between True FFT and Sample FFT of Minor sixth
Chord.(a. benchmark Minor sixth chord; b. sample Minor sixth chord)

with the EMF of each sample data and the result size is compared.It can be seen from
Table 5.3 that the matching results of the three chords of Augmented, C Minor and Minor
6th are much better than the other three.Taking into account the limitations of FFT and
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Figure 5.16: The comparison figure between True FFT and Sample FFT of C Minor
Chord.(a. benchmark C Minor chord; b. sample C Minor chord)

Figure 5.17: The comparison figure between True FFT and Sample FFT of Natural Minor
Chord.(a. benchmark Natural Minor chord; b. sample Natural Minor chord)

Euclidean distance calculations, the STAT feature is once again selected as a new feature
extraction to cover more efficient information selection.
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Figure 5.18: The comparison figure between True FFT and Sample FFT of Neapolitan
Chord.(a. benchmark Neapolitan chord; b. sample Neapolitan chord)

Figure 5.19: The comparison figure between True FFT and Sample FFT of Subdominant
Chord.(a. benchmark Subdominant chord; b. sample Subdominant chord)

Table 5.3: The Euclidean distance comparison test with FFT
features in Chord database (The meaning of abbreviation :
Aug - Augmented chord, m - Minor chords, m6 - Minor 6th
chord, Sub-d - Major subdominant chord).

Sample\True Aug m m6 Natural N6 Sub-d

Aug 0.870 1.547 1.761 1.603 1.269 1.861
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Table 5.3 continued from previous page
Aug 0.826 1.519 1.519 1.544 1.243 1.856

Aug 0.864 1.640 1.846 1.395 1.331 1.839

Aug 0.752 1.560 1.823 1.564 1.288 1.866

Aug 1.681 1.858 2.019 1.908 1.552 1.379
Aug 1.572 1.762 1.960 1.811 1.441 1.272
Aug 0.836 1.550 1.811 1.558 1.196 1.744

Aug 0.791 1.538 1.806 1.603 1.266 1.825

Aug 1.181 1.776 1.877 1.728 1.506 2.017

Aug 0.825 1.531 1.818 1.582 1.283 1.854

m 1.726 0.115 1.757 1.746 1.542 1.910

m 1.724 0.170 1.748 1.728 1.539 1.897

m 1.728 0.122 1.744 1.752 1.542 1.900

m 1.746 0.130 1.755 1.755 1.550 1.902

m 1.728 0.108 1.745 1.756 1.544 1.899

m 1.724 0.149 1.748 1.731 1.537 1.895

m 1.733 0.145 1.752 1.736 1.540 1.904

m 1.851 0.714 1.871 1.837 1.241 1.657

m 1.873 0.761 1.885 1.852 1.247 1.662

m 1.833 0.638 1.849 1.831 1.266 1.704

m6 2.000 1.818 1.109 1.988 1.967 2.155

m6 2.171 2.423 1.960 2.267 2.352 2.540

m6 2.054 1.906 1.101 2.051 2.051 2.218

m6 2.024 2.214 1.567 2.183 2.195 2.414

m6 1.830 1.857 1.437 1.921 1.887 2.146

m6 2.009 1.826 1.094 1.982 1.984 2.184

m6 1.879 1.927 0.971 1.978 1.969 2.158

m6 2.054 1.925 2.068 1.483 1.900 1.979

m6 1.814 1.570 1.883 1.650 1.518 1.956

m6 2.605 2.431 2.556 2.666 2.615 2.860

Natural 1.450 2.004 2.116 1.643 1.103 1.438

Natural 1.398 1.899 2.135 1.628 0.853 1.606

Natural 1.301 1.910 2.067 1.432 1.124 1.747

Natural 1.868 1.845 1.985 0.438 1.738 1.937

Natural 1.429 1.932 2.133 1.638 0.981 1.372

Natural 1.455 1.945 2.153 1.585 1.157 1.659

Natural 1.436 1.985 2.112 1.125 1.525 1.685
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Table 5.3 continued from previous page
Natural 1.315 1.874 2.125 1.666 0.988 1.849

Natural 1.515 1.886 2.149 1.542 0.895 1.916

Natural 1.485 1.920 2.096 0.842 1.148 1.585

N6 1.444 2.008 2.044 1.867 1.500 2.154

N6 1.571 1.490 1.834 1.655 1.298 1.839

N6 0.906 1.562 1.872 1.522 1.146 1.911

N6 1.999 2.007 2.089 1.448 1.672 2.083

N6 1.515 2.081 2.196 1.807 1.581 2.267

N6 2.009 1.826 1.994 1.585 1.157 2.184

N6 1.879 1.927 1.545 1.125 1.525 2.158

N6 2.054 1.925 2.068 1.666 0.988 1.979

N6 1.814 1.570 1.883 1.650 1.518 1.956

N6 2.605 2.431 2.556 2.666 2.615 2.860

Sub-d 1.865 1.732 1.980 1.742 1.123 0.521
Sub-d 1.985 1.866 1.934 1.286 1.843 2.089

Sub-d 1.933 2.517 2.134 1.942 2.283 2.641

Sub-d 1.833 0.638 1.849 1.831 1.266 1.704

Sub-d 1.455 1.945 2.153 1.585 1.157 1.659

Sub-d 1.301 1.910 2.067 1.432 1.124 1.747

Sub-d 1.572 1.762 1.960 1.811 1.441 1.272
Sub-d 1.851 0.714 1.871 1.837 1.241 1.657

Sub-d 1.873 0.761 1.885 1.852 1.247 1.662

Sub-d 1.429 1.932 2.133 1.638 0.981 1.372

The confusion matrix in Table 5.4 gives more clear illustration which is that the Aug-
mented chord, C Minor chord and the Minor 6th chord have better identification accuracy
than other 3 members.

Move the eyes to the STAT features.It can be seen from the Table 5.5 that in the case

Table 5.4: FFT Euclidean distance confusion matrix.
True \ Sample Aug m m6 Natural N6 Sub-d

Aug 8 0 0 0 2 1
m 0 10 1 0 1 3

m6 0 0 7 0 0 0
Natural 0 0 1 3 2 1

N6 0 0 1 7 5 3
Sub-d 2 0 0 0 0 2
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of using the STAT feature selection, the matching accuracy of the latter three chords is
greatly improved, but the matching accuracy of the Augmented chord is completely de-
stroyed.This may be due to the principle of extracting STAT features, resulting in the loss
of information in many Augmented chords.

Table 5.5: The Euclidean distance comparison test with
STAT features in Chord database (The meaning of abbre-
viation : Aug - Augmented chord, m - Minor chords, m6 -
Minor 6th chord, Sub-d - Major subdominant chord).

Sample\True Aug m m6 Natural N6 Sub-d

Aug 0.244 0.254 0.201 0.793 0.781 0.491

Aug 0.265 0.242 0.153 0.737 0.736 0.536

Aug 0.509 0.272 0.244 0.570 0.538 0.761

Aug 0.376 0.206 0.126 0.642 0.646 0.642

Aug 0.176 0.297 0.233 0.837 0.827 0.439

Aug 0.140 0.317 0.252 0.862 0.859 0.403

Aug 0.346 0.244 0.194 0.709 0.683 0.596

Aug 0.373 0.207 0.124 0.642 0.647 0.639

Aug 0.325 0.224 0.166 0.718 0.708 0.581

Aug 0.271 0.225 0.151 0.744 0.743 0.532

m 0.504 0.065 0.166 0.629 0.675 0.724

m 0.528 0.097 0.172 0.587 0.638 0.756

m 0.408 0.037 0.121 0.699 0.733 0.625

m 0.309 0.157 0.175 0.803 0.827 0.508

m 0.369 0.089 0.141 0.746 0.776 0.577

m 0.478 0.041 0.140 0.634 0.678 0.701

m 0.465 0.028 0.132 0.643 0.685 0.688

m 0.515 0.087 0.161 0.593 0.641 0.744

m 0.482 0.053 0.135 0.620 0.664 0.709

m 0.317 0.142 0.160 0.788 0.812 0.521

m6 0.431 0.114 0.094 0.623 0.639 0.669

m6 0.358 0.289 0.189 0.686 0.717 0.621

m6 0.361 0.108 0.085 0.704 0.724 0.590

m6 0.296 0.257 0.164 0.737 0.761 0.555

m6 0.293 0.231 0.138 0.734 0.759 0.550

m6 0.421 0.122 0.102 0.635 0.644 0.657

m6 0.349 0.136 0.055 0.681 0.707 0.595
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Table 5.5 continued from previous page
m6 0.815 0.440 0.453 0.290 0.378 1.061

m6 0.603 0.271 0.269 0.457 0.495 0.832

m6 0.400 0.211 0.183 0.670 0.645 0.625

Natural 0.901 0.525 0.543 0.312 0.409 1.152

Natural 0.983 0.662 0.645 0.025 0.269 1.242

Natural 0.982 0.683 0.658 0.090 0.263 1.239

Natural 0.990 0.674 0.656 0.033 0.253 1.248

Natural 1.000 0.673 0.662 0.145 0.214 1.265

Natural 0.986 0.625 0.563 0.041 0.162 1.357

Natural 0.913 0.684 0.624 0.154 0.266 1.117

Natural 0.977 0.613 0.659 0.421 0.365 1.266

Natural 0.984 0.513 0.615 0.095 0.266 1.215

Natural 0.922 0.698 0.684 0.149 0.217 1.369

N6 1.143 0.923 0.886 0.443 0.309 1.392

N6 1.023 0.679 0.676 0.101 0.254 1.277

N6 0.834 0.525 0.525 0.361 0.272 1.080

N6 0.943 0.616 0.613 0.246 0.217 1.198

N6 0.881 0.564 0.556 0.311 0.306 1.145

N6 0.921 0.541 0.812 0.216 0.206 1.148

N6 0.912 0.617 0.691 0.318 0.336 1.266

N6 1.117 0.624 0.600 0.358 0.265 1.369

N6 1.089 0.511 0.628 0.485 0.267 1.132

N6 0.965 0.933 0.599 0.266 0.302 1.356

Sub-d 0.286 0.660 0.631 1.247 1.233 0.002
Sub-d 0.268 0.664 0.626 1.241 1.231 0.079
Sub-d 0.263 0.657 0.620 1.237 1.226 0.069
Sub-d 0.265 0.667 0.622 1.249 1.327 0.065
Sub-d 0.280 0.665 0.637 1.269 1.258 0.052
Sub-d 0.265 0.672 0.613 1.299 1.270 0.066
Sub-d 0.271 0.641 0.700 1.278 1.361 0.052
Sub-d 0.281 0.637 0.662 1.296 1.266 0.037
Sub-d 0.265 0.665 0.679 1.315 1.215 0.070
Sub-d 0.285 0.679 0.622 1.326 1.255 0.074

The confusion matrix in Table 5.6 illustrate more details about this results.All the kinds
of chord shown the nice identification accuracy except the Augmented one.Especially the
C Minor chord and the Subdominant chord shown the perfect results.
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Table 5.6: STAT Euclidean distance confusion matrix.
True \ Sample Aug m m6 Natural N6 Sub-d

Aug 2 0 0 0 0 0
m 0 10 0 0 0 0

m6 8 0 9 0 0 0
Natural 0 0 1 8 3 0

N6 0 0 0 2 7 0
Sub-d 0 0 0 0 0 10

At the same time, the correlation coefficient detection method is proposed to be more
effective than the Euclidean distance method.Therefore, the results in Table 5.7 use the
Pierce correlation coefficient to calculate the correlation of STAT.From the results, it can
be seen that the results of the correlation method are basically similar to the results of the
Euclidean distance.It may be better than the Euclidean distance method in the matching
classification of some chords, but it is basically approximate accuracy.

Table 5.7: The Correlation by Pearson correlation coefficient
comparison test with STAT features in Chord database (The
meaning of abbreviation : Aug - Augmented chord, m - Mi-
nor chords, m6 - Minor 6th chord, Sub-d - Major subdomi-
nant chord).

Sample\True Aug m m6 Natural N6 Sub-d

Aug 0.988 0.993 0.992 0.839 0.826 0.944

Aug 0.983 0.995 0.997 0.862 0.843 0.929

Aug 0.941 0.982 0.984 0.915 0.917 0.865

Aug 0.968 0.994 0.997 0.894 0.879 0.902

Aug 0.993 0.991 0.991 0.823 0.806 0.953

Aug 0.996 0.990 0.990 0.813 0.790 0.960

Aug 0.973 0.991 0.992 0.871 0.867 0.915

Aug 0.969 0.994 0.997 0.894 0.878 0.902

Aug 0.979 0.994 0.995 0.867 0.857 0.922

Aug 0.984 0.995 0.997 0.858 0.841 0.933

m 0.967 0.999 0.997 0.887 0.865 0.909

m 0.960 0.998 0.997 0.902 0.881 0.896

m 0.979 1.000 0.997 0.860 0.836 0.932

m 0.991 0.994 0.990 0.817 0.791 0.958

m 0.985 0.998 0.994 0.841 0.815 0.945
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Table 5.7 continued from previous page
m 0.969 1.000 0.998 0.885 0.863 0.912

m 0.971 1.000 0.998 0.882 0.859 0.915

m 0.961 0.998 0.997 0.900 0.879 0.899

m 0.967 0.999 0.998 0.891 0.869 0.908

m 0.989 0.996 0.992 0.824 0.798 0.955

m6 0.966 0.997 0.997 0.892 0.876 0.906

m6 0.966 0.987 0.994 0.880 0.843 0.900

m6 0.980 0.998 0.998 0.861 0.840 0.931

m6 0.980 0.992 0.996 0.857 0.822 0.925

m6 0.982 0.994 0.997 0.856 0.823 0.929

m6 0.967 0.997 0.997 0.888 0.873 0.908

m6 0.978 0.998 0.999 0.874 0.850 0.923

m6 0.867 0.950 0.955 0.978 0.968 0.764

m6 0.913 0.977 0.977 0.944 0.926 0.836

m6 0.962 0.992 0.990 0.879 0.872 0.908

Natural 0.858 0.943 0.949 0.982 0.975 0.749

Natural 0.761 0.875 0.885 1.000 0.983 0.629

Natural 0.739 0.859 0.870 0.999 0.980 0.604

Natural 0.749 0.867 0.877 1.000 0.984 0.616

Natural 0.770 0.878 0.889 0.995 0.995 0.636

Natural 0.785 0.965 0.995 0.993 0.984 0.717

Natural 0.750 0.852 0.842 0.993 0.971 0.767

Natural 0.420 0.898 0.812 0.998 0.965 0.665

Natural 0.720 0.893 0.866 0.998 0.988 0.690

Natural 0.715 0.877 0.878 0.999 0.980 0.615

N6 0.578 0.726 0.738 0.959 0.976 0.417

N6 0.760 0.876 0.884 0.998 0.991 0.631

N6 0.836 0.922 0.925 0.965 0.981 0.728

N6 0.801 0.901 0.907 0.985 0.994 0.679

N6 0.839 0.923 0.931 0.977 0.984 0.720

N6 0.784 0.916 0.992 0.979 0.999 0.785

N6 0.842 0.931 0.848 0.967 0.919 0.660

N6 0.698 0.717 0.516 0.992 0.990 0.790

N6 0.655 0.699 0.698 0.942 0.980 0.800

N6 0.795 0.920 0.799 0.926 0.997 0.699

Sub-d 0.979 0.923 0.914 0.626 0.598 1.000
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Table 5.8: STAT correlation confusion matrix.
True \ Sample Aug m m6 Natural N6 Sub-d

Aug 2 0 0 0 0 0
m 2 10 3 0 0 0

m6 6 0 7 1 0 0
Natural 0 0 0 9 4 0

N6 0 0 0 0 6 0
Sub-d 0 0 0 0 0 10

Table 5.7 continued from previous page
Sub-d 0.982 0.923 0.917 0.628 0.596 0.998
Sub-d 0.982 0.925 0.918 0.631 0.599 0.999
Sub-d 0.982 0.928 0.915 0.636 0.599 0.995
Sub-d 0.980 0.915 0.930 0.632 0.579 0.992
Sub-d 0.989 0.925 0.920 0.630 0.600 0.992
Sub-d 0.992 0.927 0.967 0.619 0.600 0.999
Sub-d 0.975 0.925 0.925 0.629 0.575 0.998
Sub-d 0.982 0.928 0.915 0.700 0.600 0.992
Sub-d 0.982 0.915 0.928 0.655 0.580 0.992

It also can been found in Table 5.8, the confusion matrix of Table 5.7.The result of iden-
tification accuracy is similar as the Euclidean distance by STAT features.The Augmented
Chord identification is terrible but others are effective.

At last, the chords which extracted from the same music signal will be classification for
the main chord class in that music based on the majority voting results. Then according to
the Theory of Musical Equilibration, the emotion in this music should be recognized. The
flow figure is Shown in Figure 5.20. The results of the identification accuracy is illustrated
in Table 5.9.Can be found that the accuracy of STAT feature reaches 75%. However the
FFT feature only achieves 58.3%.

5.5 Summary

Table 5.9: The identification accuracy of both STAT and FFT chord feature.
Chord Features Accuracy(%)

STAT 75.0
FFT 58.3
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Figure 5.20: Emotion classification based on the chord. (a. Original music signals; b. The
identified chords; c. The Theory of Musical Equilibration; d. The emotions [14])
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The research in this chapter propose a new approach to use the chord theory – Theory of
Musical Equilibration building a system for recognise emotions from music signals. In
summary, the research in this chapter is based on Theory of Musical Equilibration in the
music theory book “Music and Emotions” which designed and conducted by Daniela and
Bernd Willimek [77], in order to identified the chords which is selected as the emotional
carrier. This research start as building a new chord database which use the Adobe audition
to extract the six different kinds of chords clip from the piano chord teaching audio. Then
the FFT features based on the 1000 points sampling pre-process data and STAT features
were extracted for the selected features from the database. In order to identified the clas-
sification of the chords in database, the selected features of theses chords would compare
with the benchmark chord by Euclidean distance and correlation. After calculating and
comparison the Euclidean distance and correlation, the results shown the STAT features
work well in most of chords except the Augmented chord. The STAT features resulting
in almost wrong results in Augmented chord. On the other hands, the FFT features pro-
vide the best results in Augmented chord, Minor chord and Minor 6th chord. However,
the other three chord basically was not work on it. The final result shown that the STAT
features achieves 75% accuracy in identification performance, which is 18% higher than
FFT feature.
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Chapter 6

Conclusion and Future Works

6.1 Conclusion

MER is an interesting part of the field of AI. After years of experimentation and improve-
ment by researchers, how to improve the components of the system more effectively and
improve the recognition rate has become the top priority of the research. Among the
many research directions, data features and machine learning algorithm models are the
most important part of the whole system and the two parts that have the greatest impact
on the system. As an important component to describe and display the characteristics of
the whole data, data features play an important role in the emotion recognition system.
Data characteristics are as important to data as height, weight and gender are the same for
a human. Reasonable use of data features can be very efficient and simple to describe a
specified type of data. So an excellent feature can play a decisive role if it can be used
in an appropriate recognition system. At the same time, the machine learning algorithm
model is also not negligible. If the data feature is an important indicator of the data, the
machine model algorithm model is a guide of features using for machine. An excellent al-
gorithm model is a reasonable operation for the known conditions of different recognition
tasks. The algorithm model is different when it works on different databases; different
recognition targets and different identification requirements. The core of this research is
how to properly use or improve a suitable algorithm model. Similarly, through literature
reading, it is also an effective method to analyze the characteristics of the data to be iden-
tified and the identity of the target itself, and then use these analysis results to transform
and simplify the recognition process.

In this thesis, three research directions are explored for the combination of data charac-
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teristics, machine learning models and music theory. In terms of data characteristics, new
feature selections and combinations are used and combined with the RF machine learn-
ing model, the performance of the system is effectively improved. In terms of machine
learning models, the most advanced deep learning model was chosen as the research di-
rection. The LSTM, which has a very significant effect on dynamic continuous signal
recognition, was tested as a research target. Research has been carried out from feature
processing suitable for models to model parameter selection. Although the recognition
rate is not ideal, the LSTM model has a very thorough understanding. In music theory,
the relationship between chords and emotions is used as the core of the system. The sys-
tem implements the identification of chords. Thus, the relationship between chord and
emotion can be used to infer the emotion that music containing chords should have. Next
is the details of the conclusions for three aspects of the study.

6.1.1 Feature Combination and RF Classification

As can be seen from the study in chapter 3, as a first step in the MER system, an excel-
lent feature can help the performance of the system. System performance has improved
significantly after using two different features including selected classical audio feature
features and statistical features. In the study of chapter 3, because the goal is to identify
and classify music signals, the selected features can embody various characteristics of the
audio signal and in the comparison of the no-select feature and the selected feature, it is
shown that the feature selection on feature extraction, which focuses on the target of the
recognition task, will greatly improve the accuracy of the system. The importance of fea-
ture selection is thus evident and in the study, it was found that the accuracy of using only
one of the features alone is much lower than the combination of the two features. This
shows that the binding feature contains more information that is helpful for identification.
It’s as if it is wanted to classify a fruit from a bunch of fruits, it’s easier to distinguish
between the taste and the shape than just using one. However, it cannot be said that the
more features, the better. Because the repeated part or the useless information part of
the various features will also increase when the features increase. Duplicate and useless
information can reduce the accuracy of the system. Therefore, a reasonable combination
of complementary data features will improve system performance.

6.1.2 Dynamic Deep Learning Models

For Chapter 4, from the final result, using the LSTM deep learning network model to
extract data based on basically the same features, the recognition efficiency of the sys-
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tem is not better than using the RF machine learning model. According to the analysis
of the experimental results at the end of the study, there may be two reasons for the re-
sults. First, due to the special requirements of the LSTM network model for input data
attributes, there are deficiencies in data preprocessing. For example, the input data may
be too long in length, or a more appropriate windowed segmentation method should be
employed. In addition, it is also possible that feature extraction should not be performed
in advance, resulting in the destruction of dynamic time-related information contained in
the data itself. Second, the parameter settings are not adjusted to the most perfect value.
Since parameter adjustments are affected by the input data pattern and network structure,
different inputs require different parameters. Therefore, in the case that the input data
may have drawbacks, the parameter settings may not be adjusted to the optimal value.
Third, since the attributes of the original data itself belong to a continuous repeating type
of music signal, it is possible that such a signal does not fit perfectly with the LSTM net-
work as a voice signal. It is possible to erroneously learn incorrect weighting when the
network trains continuously repeating data information.

6.1.3 Music Emotion Identification Through Chords

The inspiration for Chapter 5 of research comes from a book on music theory about the
relationship between chords and emotions. In the book, the author puts forward a series
of conclusions that are closely related to chords and emotions according to the theory of
the influence of music on human emotions and these conclusions are combined with the
fragments of famous music works as an example, and the investigation of the feelings of
children after listening to the works confirms the authenticity of this conclusion. Based
on this conclusion, an idea that can judge the musical emotion based on the type of chord
in the music is proposed by me. If this idea proves to be feasible, it will be of great help
in identifying the emotions in current music.

It can be seen from the experimental results that two different features can basically iden-
tify the exact chord type and, although the two features have their own advantages and
disadvantages, they can complement each other. However, since the dimension of the FFT
feature is too high, the dimension reduction process is required before the combination
can be performed. Two different calculation comparison methods also showed similar
results, indicating that the experimental results are reliable.

By summarizing the research of each chapter on each goal, it is found that the goals and
objectives set in the initial stage of the research have been basically completed, and some
studies have shown a certain contribution to the field of MER. In the aspect of extract-
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ing and combining data features, the new features can improve the accuracy of emotion
recognition in music signals. At the same time, the conclusions and results of this part
have greatly improved and helped the research of the latter two parts. In the study of dy-
namic deep learning models, the study of the temporal continuity and correlation of signal
data has helped the understanding of the LSTM model network and in practice, it is also
not recognized that the data of each dynamic time continuous signal can be effectively
recognized by LSTM. Finally, in the study of the part of musical emotion identification
in chords, music theory has proved to be an important part of the musical emotion recog-
nition system. Reasonable using music theory to assist in identifying emotions in music
will effectively improve the accuracy of recognition. Although this part of the study has
not been finalized until the end of the Ph. D.

6.2 Future Works

While scrutinizing the results of these successful studies, there are still some shortcom-
ings and flaws in these studies that cannot be ignored. These shortcomings will be future
improvements and research directions. In terms of data characteristics, the rapid devel-
opment of AI and mathematical theory will bring more new directions and possibilities
for feature extraction every day. Effective use of these new knowledge and theories to
extract more outstanding features will be the next step. Since this part of the research was
my initial work, by reading the latest literature, it is found that more and more new, more
effective, and more streamlined features have sprung up. Combining current new tech-
nologies and theories, discovering new and enhanced features of the MER system will be
highlighted in the future.

For deep learning, the new darling of AI, in so many deep learning models, how to choose
and use them reasonably will be the main research direction in the future. Of course, be-
fore that, the problems mentioned in the previous section that exist in the LSTM model
study will be solved first. New features and segmentation combinations [226] will be
tried. For example, Interspeech conference provide more extracted features for audio sig-
nals recent year in different approaches [227]. There is a new feature extracted based on
the musical texture and expressive techniques, which is proposed by Renato Panda [54]
last year and some methods for features fusion [228] may help as well in combination
part. Also, the research will try to improve the network structure and composition of the
LSTM model, making it more suitable for the APM database. For example, although the
single CNN and LSTM both shown the results are not good enough. If combine these
two deep learning methods together, using the image process think. The results will be
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better [229] [230]? Or just a improvement of the LSTM for music sequence [231]. At the
same time, the new database, such as ISMIR database [226], will also be used to experi-
ment with the effects of different types of dynamic continuous time signals on the LSTM
network. It is hoped that an effective MER system based on the LSTM model can be
completed after research and improvement.

For the MER based on chord, CNN features extraction methods will be test in the database
and CNN will also be tried as the classifier for the spectrum features. At the same time, for
the music theory, it was found that some part of the theory is really help for the MER from
the research [232]. Music has its own set of theoretical rules just like any language in the
world. Understanding and combining these theories to do research will definitely find an
effective approach to improve the emotional recognition of music. Research on the recog-
nition of emotions in music through chords will continue. The next step will be studying
how to identify chord segments in a complete piece of music and through experiments, the
recognition target of the chord emotion recognition method is emotional classification or
emotional regression. It is hoped that the final emotion recognition method using chords
can assist the conventional MER method to improve the recognition rate. Later, other
music theory will also be studied as an alternative auxiliary theory of musical emotion
recognition.

Finally, the ultimate goal of all research is to benefit human society and advance human
civilisation. My research is no exception. When my research results are basically mature,
these research techniques will be used in social practice. Musical emotion recognition
system has great practical value in human society. It can effectively solve some problems,
make people’s life more convenient and happy, and promote the development of science
and technology in the field of AI [50]. For example, the basic function of the MER is to
automatic class the new music in website and label them by their styles; For the medicine
field, the research may use to recognised and filter the sad music for the depressed patient
or anger music for Mania patient; and it can be used to detect some key points of the
strongest emotion in the music. Then extract them for other application, such as EEG
research.It is hoped that my research can benefit people.
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[80] Suvi Saarikallio and Jaakko Erkkilä. The role of music in adolescents’ mood reg-
ulation. Psychology of music, 35(1):88–109, 2007.

[81] Gordon C Bruner. Music, mood, and marketing. the Journal of marketing, pages
94–104, 1990.

[82] Lucy Green. How popular musicians learn: A way ahead for music education.
Routledge, 2017.

[83] David Brian Williams and Peter Richard Webster. Music Technology. Academic
Press, 1996.

[84] Neville H Fletcher and Thomas D Rossing. The physics of musical instruments.
Springer Science & Business Media, 2012.

[85] Ben Gold, Nelson Morgan, and Dan Ellis. Speech and audio signal processing:

processing and perception of speech and music. John Wiley & Sons, 2011.

120



Bibliography

[86] Alexander Lerch. An introduction to audio content analysis: Applications in signal

processing and music informatics. Wiley-IEEE Press, 2012.

[87] JM Blackledge. Digital signal processing: Mathematical and computation meth-
ods: Software development and applications. London: Horwood Publishing Lim-

ited, 2006.

[88] Peter W Alberti. The anatomy and physiology of the ear and hearing. Occupational

exposure to noise: Evaluation, prevention, and control, pages 53–62, 2001.

[89] Christopher Platt and Arthur N Popper. Fine structure and function of the ear. In
Hearing and sound communication in fishes, pages 3–38. Springer, 1981.

[90] Steven Errede. The human ear hearing, sound intensity and loudness levels. UIUC

Physics, 406, 2002.

[91] Hallowell Davis and Sol Richard Silverman. Hearing and deafness. Holt, Rinehart
& Winston of Canada Ltd, 1970.

[92] John R Franks. Hearing measurement. Occupational Exposure to Noise: Evalua-

tion, Prevention and Control. Geneva: World Health Organisation, pages 183–231,
2001.

[93] Elaine Fox. Emotion science: An integration of cognitive and neuroscience ap-

proaches. Palgrave Macmillan, 2008.

[94] Stanley Schachter and Jerome Singer. Cognitive, social, and physiological deter-
minants of emotional state. Psychological review, 69(5):379, 1962.

[95] Peter Goldie. Emotion. Philosophy Compass, 2(6):928–938, 2007.

[96] Lisa Feldman Barrett, Michael Lewis, and Jeannette M Haviland-Jones. Handbook

of emotions. Guilford Publications, 2016.

[97] Klaus R Scherer. What are emotions? and how can they be measured? Social

science information, 44(4):695–729, 2005.

[98] Paul Ekman. An argument for basic emotions. Cognition & emotion, 6(3-4):169–
200, 1992.

[99] John A Sloboda and Patrik N Juslin. Psychological perspectives on music and
emotion. 2001.

[100] Robert Plutchik. Emotions and life: Perspectives from psychology, biology, and

evolution. American Psychological Association, 2003.

121



Bibliography

[101] Robert Plutchik. Emotions: A general psychoevolutionary theory. Approaches to

emotion, 1984:197–219, 1984.

[102] Robert E Thayer. The biopsychology of mood and arousal. Oxford University
Press, 1990.

[103] Charles E Osgood. The nature and measurement of meaning. Psychological bul-

letin, 49(3):197, 1952.

[104] James A Russell. A circumplex model of affect. Journal of personality and social

psychology, 39(6):1161, 1980.

[105] Cyril Laurier, Mohamed Sordo, Joan Serra, and Perfecto Herrera. Music mood
representations from social tags. In ISMIR, pages 381–386, 2009.

[106] Zhongzhe Xiao, Emmanuel Dellandréa, Liming Chen, and Weibei Dou. Recogni-
tion of emotions in speech by a hierarchical approach. In Affective Computing and

Intelligent Interaction and Workshops, 2009. ACII 2009. 3rd International Confer-

ence, pages 1–8. IEEE, 2009.

[107] Hatice Gunes and Maja Pantic. Automatic, dimensional and continuous emotion
recognition. International Journal of Synthetic Emotions (IJSE), 1(1):68–99, 2010.

[108] Kerstin Bischoff, Claudiu S Firan, Raluca Paiu, Wolfgang Nejdl, Cyril Laurier,
and Mohamed Sordo. Music mood and theme classification-a hybrid approach. In
ISMIR, pages 657–662, 2009.

[109] Chih-Chung Chang and Chih-Jen Lin. Libsvm: a library for support vector ma-
chines. ACM Transactions on Intelligent Systems and Technology (TIST), 2(3):27,
2011.

[110] Alicja A Wieczorkowska. Towards extracting emotions from music. In Intelli-

gent Media Technology for Communicative Intelligence, pages 228–238. Springer,
2005.

[111] Yi-Hsuan Yang, Chia-Chu Liu, and Homer H Chen. Music emotion classification:
a fuzzy approach. In Proceedings of the 14th ACM international conference on

Multimedia, pages 81–84. ACM, 2006.

[112] Yazhong Feng, Yueting Zhuang, and Yunhe Pan. Popular music retrieval by detect-
ing mood. In Proceedings of the 26th annual international ACM SIGIR conference

on Research and development in informaion retrieval, pages 375–376. ACM, 2003.

122



Bibliography

[113] Y. H. Yang, Y. C. Lin, Y. F. Su, and H. H. Chen. A regression approach to music
emotion recognition. IEEE Transactions on Audio, Speech, and Language Pro-

cessing, 16(2):448–457, Feb 2008. doi:10.1109/TASL.2007.911513.

[114] Tao Li and Mitsunori Ogihara. Content-based music similarity search and emo-
tion detection. In Acoustics, Speech, and Signal Processing, 2004. Proceed-

ings.(ICASSP’04). IEEE International Conference, volume 5, pages V–705. IEEE,
2004.

[115] Densil Cabrera et al. Psysound: A computer program for psychoacoustical anal-
ysis. In Proceedings of the Australian Acoustical Society Conference, volume 24,
pages 47–54, 1999.

[116] G. Tzanetakis and P. Cook. Musical genre classification of audio signals. IEEE

Transactions on Speech and Audio Processing, 10(5):293–302, Jul 2002. doi:

10.1109/TSA.2002.800560.

[117] Dimitri P Solomatine and Durga L Shrestha. Adaboost. rt: a boosting algorithm
for regression problems. In Neural Networks, 2004. Proceedings. 2004 IEEE In-

ternational Joint Conference, volume 2, pages 1163–1168. IEEE, 2004.

[118] Alex J Smola and Bernhard Schölkopf. A tutorial on support vector regression.
Statistics and computing, 14(3):199–222, 2004.

[119] Ashish Sen and Muni Srivastava. Regression analysis: theory, methods, and appli-

cations. Springer Science & Business Media, 2012.

[120] A. Hanjalic and Li-Qun Xu. Affective video content representation and modeling.
IEEE Transactions on Multimedia, 7(1):143–154, Feb 2005. doi:10.1109/TMM.
2004.840618.

[121] Emery Schubert. Measurement and time series analysis of emotion in music. 1999.

[122] Mark D Korhonen, David A Clausi, and M Ed Jernigan. Modeling emotional
content of music using system identification. IEEE Transactions on Systems, Man,

and Cybernetics, Part B (Cybernetics), 36(3):588–599, 2005.

[123] Jeff A Bilmes et al. A gentle tutorial of the em algorithm and its application to pa-
rameter estimation for gaussian mixture and hidden markov models. International

Computer Science Institute, 4(510):126, 1998.

[124] Tin Lay Nwe, Say Wei Foo, and Liyanage C De Silva. Speech emotion recognition
using hidden markov models. Speech communication, 41(4):603–623, 2003.

123

http://dx.doi.org/10.1109/TASL.2007.911513
http://dx.doi.org/10.1109/TSA.2002.800560
http://dx.doi.org/10.1109/TSA.2002.800560
http://dx.doi.org/10.1109/TMM.2004.840618
http://dx.doi.org/10.1109/TMM.2004.840618


Bibliography

[125] Carlos Busso, Sungbok Lee, and Shrikanth Narayanan. Analysis of emotionally
salient aspects of fundamental frequency for emotion detection. IEEE transactions

on audio, speech, and language processing, 17(4):582–596, 2009.

[126] Yi-Lin Lin and Gang Wei. Speech emotion recognition based on hmm and svm.
In Machine Learning and Cybernetics, 2005. Proceedings of 2005 International

Conference, volume 8, pages 4898–4901. IEEE, 2005.

[127] Ronald Newbold Bracewell and Ronald N Bracewell. The Fourier transform and

its applications, volume 31999. McGraw-Hill New York, 1986.

[128] Siqing Wu, Tiago H Falk, and Wai-Yip Chan. Automatic speech emotion recog-
nition using modulation spectral features. Speech communication, 53(5):768–785,
2011.

[129] Yuan-Pin Lin, Chi-Hong Wang, Tzyy-Ping Jung, Tien-Lin Wu, Shyh-Kang Jeng,
Jeng-Ren Duann, and Jyh-Horng Chen. Eeg-based emotion recognition in music
listening. IEEE Transactions on Biomedical Engineering, 57(7):1798–1806, 2010.

[130] Lijiang Chen, Xia Mao, Yuli Xue, and Lee Lung Cheng. Speech emotion recog-
nition: Features and classification models. Digital signal processing, 22(6):1154–
1160, 2012.
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