MuG: A Multilevel Graph Representation for Big Data Interpretation
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Abstract— Our society is oriented towards data production. The increasingly massive spread of mobile devices and the Internet of Things is transforming our society into a data factory. Data, however, does not immediately lead to knowledge and, in fact we can become overwhelmed with a mass of information that is difficult to understand: often the desire to predict the future from data analysis turns into the nightmare of data overload. There are numerous approaches, automatic and manual, present in the literature that try to interpret data by extracting information. Among the various methodologies proposed, none seems to have resolved the problem in a definitive and universal way, perhaps because every data analysis problem needs to be faced from a different point of view. This paper introduces an approach for the interpretation of data from sensors located within a city. Three graphs (Ontologies, Context Dimension Tree and Bayesian Networks) were chosen for the representation of the scenarios both from the point of view of the sensors involved and of the services and events connected to the data. Through the Ontologies and the Context Dimension Tree it is possible to analyze the scenario from a syntactic and semantic point of view constructing Bayes networks that enable the estimation of the probability that some events happen. A first empirical analysis conducted on some districts of London seems to confirm the effectiveness of the proposed method.
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I. INTRODUCTION

An ever increasing digitization of our lives involves the production of such a large and rich amount of data which can not be processed by conventional methods. Being able to develop solutions and algorithms capable to interpret and interact with this huge amount of information is a key challenge which Big Data poses in today's world[1]. However many questions remain: How to conduct this transformation? How to properly use these data to increase the competitiveness and efficiency of services? And, how could they contribute to social development?[2].

Data management has grown along three dimensions: volume, velocity and variety [3]. According to Tole [4] the so-called “3Vs” represents key elements regarding the characteristics of Big Data systems. Volume refers to the amount of structured or unstructured data generated, which is being manipulated and analysed in order to obtain the desired results. Commonly, these data are generated by heterogeneous sources such as traditional databases, social media, sensors, logs, events, etc. Velocity refers not only to the speed of data generation, but also to the need, of this information, to be processed in real time. Variety deals with the different types of data that are generated, collected and used. These data, which belong to the most disparate codification, suggests the use of different storage and retrieval approaches.

Who is involved in the production of this huge amount of data? Such data are produced by human beings or generated by services or devices which aim to support human requirements. For example, data are produced from users accessing social networks, consulting web services or multimedia collections, from sensor networks that aim to capture some environmental information or for monitoring purposes. These pervasive data are mainly the result of two independent phenomena that reached critical mass simultaneously: the advent of the Internet of Things and the increase in volume of user-generated content produced by social networks and smart mobile terminals [5].

The internet has allowed us to create a powerful information network, through which more and more services are spread: from information to communication, from banking services to the purchasing. In addition, it has given us the opportunity to connect human beings to each other, to communicate and share anything anywhere instantly. In this sense, in 1999 Kevin Ashton defined the term Internet of Things (IoT) [6] which refers to the concept of a network in which human beings and machines are connected, using common public services. According to Atzori [7] the main strength of the IoT idea is the high impact it will have on several aspects of everyday-life and behaviour of potential users. The spread of low-cost sensors makes a significant contribution to create an impressive amount of data. Moreover,
thanks to their pervasiveness they appear able to influence our daily actions more and more. This leads us to pose further questions: How can we properly process this data? Is it necessary to understand the underlying processes generating the data precisely? How are the data sources linked with each other? Is it sufficient to have high level general views in order to mine useful results? How to turn these data into knowledge? Are there specific techniques and methodologies able to analyse this important amount of data? Much has been done regarding to manage these huge volumes of data (Hadoop, Spark, Storm, Google BigQuery, etc.), but what has been done for the interpretation of these data?

It’s been a while since the literature no longer refers to the 3Vs but to the 5Vs [8]. Value and Veracity are introduced as fundamental characteristics to analyse the problems related to the Big Data. Value is a key aspect of the data, which is defined by the added-value that the collected data can bring to the intended process, activity or predictive analysis/hypothesis; obviously this aspect is related to the capability to transform data into Knowledge Database. The veracity dimension of Big Data includes data consistency and data trustworthiness, related to a number of factors including statistical reliability, data origin, processing methods etc. It is important to ensure the reliability of the data considering that results may be generated on which important decisions are made. Assigning a veracity index to data on which the analyses are based is essential in order to have a measure of the general reliability of the system. These aforementioned issues are all key when dealing with data generated in a smart cities context.

Increasing populations and rapid large-scale urbanization creates a demand to increase the quality of life through economic development, environmental efficiency and stability. This could be performed by designing urban areas which take advantage of integrated technologies and the optimization of resources in order to improve some key objectives such as mobility, communication, economy, work, environment, administration and construction. It was 2008 when IBM, during the years of the global financial crisis, suggested a smart approach to deal with problems afflicting economic growth launching the concept of a smarter planet. Smart cities are able to use data such as traffic congestion, power consumption statistics, and public safety events, in order to upgrade the city services, through three foundational concepts: instrumented, interconnected, and intelligent supplies [9]. Instrumented is referring to sources of data from physical or virtual sensors. Interconnected refers to the capacity of the integration and management of those data into an enterprise computing platform and their communication. Intelligent refers to the capacity of complex analytics, modelling, optimization, and visualization in order to make better operational decisions.

Many applications, on smart cities concept, have been proposed in literature; in particular, Zanella et al present and discuss the technical solutions and best-practice guidelines adopted in the Padova Smart City project. Added-value services for citizens and the administration of the city have been highlighted in many areas of interest such as: Structural Health of Buildings, Waste Management, Air Quality, Noise Monitoring, Traffic Congestion, City Energy Consumption, Smart Parking, Smart Lighting [10].

How could these services, in their respective competence fields, improve liveability of the citizens and support the management of a city?

Information management environments, or more generally pervasive data contexts, may be supported by context representation approaches and enhanced through adopting probabilistic approaches such as Bayesian Network (BN) [5]. BNs can offer a framework for risk and maintenance analysis through their ability to model data transparently. Some of the advantages of probabilistic approaches are the capability to model complex systems, to make predictions as well as diagnostics, to compute the probability of an event, to update the probabilities according to evidence, to represent multi-modal variables and offer a user-friendly graphical and compact approach [11].

As previously mentioned, a further element of added value could be given by the introduction of methodologies capable to represent the context, in particular, the Context Dimension Tree (CDT). The CDT represents a valid tool used for applications which include the choices of places of interest [12]. In addition CDT, or more generally context-aware approaches, leads to the rationalization of information delivered to the users and to the personalized distribution of information [13]. An undisputed and widely used method for representation of reality are ontologies. An ontology can adequately support pervasive context-aware systems[14], in addition, there is a strong connection with Bayesian Networks [22]. In particular, according to Helmer et al is possible to build BNs through Ontologies [15], and vice versa Colace et al propose a novel algorithm for Ontology building through the use of BNs [16].

Thinking about the mentioned context representation methodologies and the ability of the BNs, which from experimental evidences and through probabilistic approach are able to identify probable events, it is necessary to introduce techniques and methodologies able to manage the context in real time, in order to improve the quality of life in smart cities. The aim of this paper is to introduce a methodology for merging context representation techniques, which are CDT and Ontology, and probabilistic approach based on BN in order to help expert user to handle emergency conditions or provide suggestions for the liveability of the citizens.

II. THE PROPOSED APPROACH

In a great number of cases, the problem we have to sort out is the following one: given a series of data, facts or observations, we are interested in identifying their most likely source and the reason that they have been generated, with a view to optimizing our own decisions. Although this seems quite a simple operation, making a decision in uncertain conditions is a process, which is far from being trivial.

In this respect, the goal here is to identify an architecture to be used as an extremely flexible inferential / decision-making tool. Such architecture will not only enable the managing of complex problems, featuring a great variety of variables inter-linked through both logical-deterministic and probabilistic relationships, but also provide an effective graphic representation of the phenomenon at stake, formulating a
A problem description that will enhance the degree of comprehension and allow the identification of key variables.

The innovative characteristics of the proposed architecture concern mainly the informational content that is intended to be made available to the end users with three point of view:

- Data management and organization
- Representation of the context
- Inferential engines

A. Data management and representation

Data represents the key to build up and enable services and actions to be made: the goal is then to implement a Knowledge Base (KB) with a view to collecting, elaborating and managing information in real time. In this respect, we use a Knowledge Organization System (KOS), by which we mean well known schemes such as Taxonomies, Thesaurus and further types of vocabulary that, together with Ontologies, constitute valid tools to shape the reality of interest into concepts and relations between concepts [17].

Many benefits stem from this: using ontologies, for instance, allows to fix a series of key concepts and definitions relating to a given domain that can be shared, thus making the appropriate terminologies available (collaborative knowledge sharing); furthermore, an ontology allows a full re-usage of the knowledge that it codifies, even within other ontologies or rather for their completion (non-redundancy of information) and, being susceptible to interpretation by electronic calculators, enables the automatic treatment of knowledge with relevant significant advantages (Semantic Web).

B. Representation of the context

The goal is primarily to deliver to different categories of users, in a given moment, information which is useful in a given context. In practice, the objective would be to set up an architecture characterized by a high degree of Context Awareness. Real time understanding of the context where users are, via a representation by means of graphs, enables the provision of a wide array of personalized, “tailored” services and suggestions regarding the decisions to make, that can help them in professional and private daily life, managing in the best possible way both the time and resources they have, hence meeting their needs [18].

Context Awareness should be understood as a set of technical features capable of providing added value to services in different operational segments. Context Aware Computing applications can exploit, in this specific case, such features in order to provide context-related information to users, or suggest them an appropriate selection of actions. In order to achieve a better representation of the various features, formal tools of context representation have been adopted, capable to define in details the user’s needs in the context where he is acting, through an approach « where, why, when, how ».

In detail, the representation of the context has been implemented by means of formal models of representation, such as the Context Dimension Tree (CDT).

The CDT is a tree composed of a triple \(<r; N; A>\) where \(r\) indicates its root, \(N\) is the set of nodes of which it is made of and \(A\) is the set of arcs joining these nodes. CDT is used to be able to represent, in a graphic form, all possible contexts that you may have within an application. Nodes present within CDT are divided into two categories, namely dimension nodes and concept nodes. A dimension node, which is graphically represented by the colour black, is a node that describes a possible dimension of the application domain; a concept node, on the other hand, is depicted by the colour white and represents one of the possible values that a dimension may assume. Each node is identified through its type and a label. The children of the root node \(r\) are all dimension nodes, they are called top dimension and for each of them there may be a sub-tree. Leaf nodes, instead, must be concept nodes. A dimension node can have, as children, only concept nodes and, similarly, a concept node can have, as children, only dimension nodes.

A Context Element is defined as an assignment \(dimension\_name = value\), while a Context is specified as an “and” among different context elements: several context elements, combined with each other, give rise to a context.

C. Inferential engines

The system collects data from various sources without interruption and immediately processes them, with a view to activating precise actions, depending on the users and on the events. These events, detected and analysed, will have to be translated into facts associated to specific semantic values: it is therefore necessary to use an inferential engine capable to draw conclusions by applying certain rules to reported facts, which could be imagined as a sequence of if-else statements. The approach selected to implement this inferential engine stems from Bayesian Networks: powerful conceptual, mathematical and application tools allowing the management of complex problems with a great number of variables interlinked by means of both probabilistic and deterministic relations. Such networks also allow the update of the probabilities of all variables at stake, any time that new information is collected, using Bayes theorem.

III. The system architecture

The system architecture, sketched out in figure 1, envisages functional blocks with three main phases.

In the first phase, defined as the Collection Phase, data (referred to as “rough data”), are provided by different types of sensors. The set of data that are most significant with a view to the analysis that is meant to be carried out, is saved within a database. Then, in the Pre-Processing Phase, data are transformed in order to adapt them to the system that will have to use them. In general, data arrives from different sources and therefore show inconsistencies such as, for instance, the usage of different denominations to identify the same value of a feature. In addition, this phase envisions the cleaning of the collected data, in order to eliminate any error, and the treatment of missing data. The phase ends up with sampling and discretization of data. Finally, the Elaboration Phase aims at providing a representation and interpretation of the acquired
knowledge, starting from information correctly memorized, which can easily be expressed in terms of if-then constructs. To this end, an approach is followed which is based on the three views previously described, leading to implementing and using “decisional models”. Such models are constantly improved based on newly collected data and experiences, or previously treated cases.

Summing up, the need to make a decision, in a given context, can be met through the fruition of the right information delivered by the architecture. This information is featured by innovative elements based on: knowledge management and organisation, formal context representation, inferential engines.

**IV. MOTIVATING EXAMPLE**

The technological equipment, consisting of networks, cloud computing, open data (TfL\(^1\), DataGovUk\(^2\), MetOffice\(^3\), etc.) and distributed sensor systems is the enabling factor, surely indispensable for the construction of ecosystems with an intelligence that supports transparency and economic growth, or to coordinate economic development models and of real and participatory local governance.

The human and social capital are the keystone of this model. A place is intelligent, smart, if its inhabitants are smart in terms of skills, interpersonal skills, inclusion and tolerance. But it is even if it has innovative activities, research, able to attract capital economic and professional, and also be a tourist attraction, to trigger a virtuous cycle in which innovation, competence and territoriality operate synergistically. The intelligence manifests itself even more effective if you are able to adopt a governance model centered on attention to the common asset that encourages civic participation in the creation of public value. A space anthropized, with its streets, squares, parks has always been characterized by social interaction supported by a platform of laws, rules and traditions. In this space the technology becomes a facilitator of interaction, becomes a means of connection between ideas, initiatives, skills and experiences to solve shared problems and create new social, economic and cultural conditions. In it, the conditions of governance, infrastructure and technology required to produce social innovation, solve social problems related to growth, inclusion and quality of life through listening and involvement of different local actors involved: individuals, businesses and associations. A smart community is based on the integration and sharing of data and services where technology represents the factor that accompanies the transition of the city from the industrial model to that of digital postindustrial city with work with:

- **Economy**: developing knowledge, promoting competence and competitiveness,
- **The population**: investing in human and social capital,
- **Governance**: promoting the participation and collaboration,
- **Mobility**: reducing the use of private vehicles,
- **Environment**: preserving the natural resources,
- **Life**: improving services and the overall quality of life.

This paper presents a model that aims to observe and measure the ability to be smart through interventions aimed at the economy, population, governance, mobility and the environment. With a deep focus on the role of social and relationship capital in the development of intelligence, a city will be so much more intelligent than his community has learned to be, adapt and innovate. The model aims to support such a plan by designing a set of ICT services integration capable of gathering information from all the action on the environment, energy saving and health, in order to measure the effects on the quality of life of the community.

**V. EXPERIMENTAL RESULTS**

This section presents the experimental results of the proposed approach; the architecture is designed to collect and analyse a vast amount of data, making it available to different categories of users. The results shown are aimed at highlighting the strength of the system, which would be the ability to adapt quickly and the exploitation of human-machine interaction in order to provide automatic and reliable answers.

The study area is the city of London where, for data availability reasons, it was possible to collect a sufficient number of data to provide a preliminary example that allow us to show the capability of the system to provide a reliable Bayesian Network capable to predict accident risk. In particular, the selected borough is Westminster, which is an inner London borough that occupies much of the central area of Greater London including most of the West End, and the observation period of data set is throughout the 2016 year. The data, obtained from sensors spread throughout the borough, were aggregated at 3-hour intervals, resulting in the observation period of one year being made of 2920 instances. The data are organized as shown below:

- **Interval**

This information refers to the time interval in which a day is divided, we refer to time intervals of three hours starting from midnight of everyday, and this data are organized as follows:

<table>
<thead>
<tr>
<th>Interval</th>
<th>Time Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>00:00 – 03:00</td>
</tr>
<tr>
<td>II</td>
<td>03:00 – 06:00</td>
</tr>
<tr>
<td>III</td>
<td>06:00 – 09:00</td>
</tr>
</tbody>
</table>

\(^{1}\) https://tfl.gov.uk/info-for/open-data-users/
\(^{2}\) https://data.gov.uk/
\(^{3}\) https://www.metoffice.gov.uk/datapoint
WeekDay
This data refers to the day of the week; therefore, the days of the week are specified for each instance.

Month
Like been done for the day of the week, even the month are specified for each instance.

Temperature
The temperature refers to the external air temperature, which comes from sensor protected by passive radiation shield. It is expressed in degrees Celsius, and has been aggregated according to the following ranges:

<table>
<thead>
<tr>
<th>Category</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freezing</td>
<td>&lt;0</td>
</tr>
<tr>
<td>Cold</td>
<td>0.1 – 10</td>
</tr>
<tr>
<td>Cool</td>
<td>10 – 15</td>
</tr>
<tr>
<td>Warm</td>
<td>16 – 25</td>
</tr>
<tr>
<td>Hot</td>
<td>26 – 30</td>
</tr>
<tr>
<td>Very Hot</td>
<td>&gt; 30</td>
</tr>
</tbody>
</table>

Wind
This figure refers to the wind speed measured in meters per second and is divided, according to the Beaufort scale, into the following ranges:

<table>
<thead>
<tr>
<th>Category</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light air</td>
<td>0.3 – 1.5</td>
</tr>
<tr>
<td>Light breeze</td>
<td>1.5 – 3.3</td>
</tr>
<tr>
<td>Gentle breeze</td>
<td>3.3 – 5.5</td>
</tr>
<tr>
<td>Moderate breeze</td>
<td>5.5 – 7.9</td>
</tr>
<tr>
<td>Fresh breeze</td>
<td>7.9 – 10.7</td>
</tr>
<tr>
<td>Strong breeze</td>
<td>10.7 – 13.8</td>
</tr>
<tr>
<td>High wind</td>
<td>13.8 – 17.1</td>
</tr>
<tr>
<td>Gale</td>
<td>17.1 – 20.7</td>
</tr>
<tr>
<td>Strong gale</td>
<td>20.7 – 24.4</td>
</tr>
<tr>
<td>Storm</td>
<td>24.4 – 28.4</td>
</tr>
<tr>
<td>Violent storm</td>
<td>28.4 – 32.6</td>
</tr>
<tr>
<td>Hurricane</td>
<td>&gt; 32.6</td>
</tr>
</tbody>
</table>

RainRate
This information refers to the precipitation intensity, which is measured in millimetres per hour, it is divided according to the following ranges:

<table>
<thead>
<tr>
<th>Category</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light Drizzling</td>
<td>0 – 0.1</td>
</tr>
<tr>
<td>Moderate Drizzling</td>
<td>0.1 – 0.5</td>
</tr>
<tr>
<td>Heavy Drizzling</td>
<td>0.5 – 1</td>
</tr>
<tr>
<td>Light Rain</td>
<td>1 – 2.5</td>
</tr>
<tr>
<td>Moderate Rain</td>
<td>2.5 – 6</td>
</tr>
<tr>
<td>Heavy Rain</td>
<td>6 – 10</td>
</tr>
</tbody>
</table>

Accidents
This data refers to the probability of accidents in the reference borough; this quantity can be Low, Medium and High.

To explain the capability of the presented system, the experimental phase is shown by comparing three different cases. The data set, in order to perform the analysis, is divided in a Train data Set (TrDS), which represents 75% of the data (2190 instances), and in a Test Data Set (TeDS), which represents 25% of the data (730 instances). The analysis is performed through R-Studio IDE [19].

The results of the analysis are provided in the form of Confusion Matrix, also known as error matrix, which is a specific matrix containing observed data and predicted results that allows valuation of the performance of an algorithm. Through Confusion Matrix is possible to give results in terms of:

- Sensitivity (also called the true positive rate or the recall) measures the proportion of positives that are correctly identified as such.
- Specificity (also called the true negative rate) measures the proportion of negatives that are correctly identified as such.

In this way three Bayesian Networks, obtained according to three different approaches, will be compared. The cases are the follows:

Case #1 Defined Bayesian Network
Case #2 Learned Bayesian Network
Case #3 MuG Bayesian Network

A. Case #1
An expert defined BN structure, shown in figure 2, is taken into account, it is combined with the TrDS in order to obtain the conditional probabilities. At this point we can test the obtained BN comparing the predicted results and the observed data.

Figure 2. Defined Bayesian Network
B. Case #2

The BN is defined and learned with a chosen structural learning algorithm through the TrDS. The so learned network is tested with the TeDS in order to obtain the confusion matrix. The Score-based Learning Algorithm chosen is K2 Hill Climbing [20]. It has been possible to use this algorithm through the bnlearn package [21] available for the programming language R. The Bayesian Network structure is shown in figure 3.

![Figure 3. Learned Bayesian Network](image)

C. Case #3

In this case, our approach has been applied combining CDT and Ontology in order to obtain a reliable BN.

In the first phase the CDT (figure 5) and the Ontological view (figure 6) are taken into consideration. The system automatically makes a selection of all the nodes in all possible combinations according to the target. Starting by selecting some nodes of the CDT, the same nodes will be selected on the Ontological view by extracting their relationships. These relationships are turned into a constraints list, which is an essential tool in the BN building process.

For example, a relation found combining CDT and Ontology is the following:

\[ \text{WeatherConditions has\_influence\_on Randomness} \]

This is automatically manipulated, obtaining:

\[ (\text{Rain is\_subclass\_of WeatherCondition}) \text{ has\_influence\_on} (\text{Randomness is\_subclass\_of RoadAccident}) \]

\[ \text{Rain has\_influence\_on RoadAccident} \]

Finally, it is turned into a constraint:

\[ \text{RainRate TO Accidents} \]

The same has been done in the next example:

\[ \text{Event has\_TemporalThing} \]

\[ (\text{RoadAccident is\_subclass\_of Event}) \text{ has} (\text{Month is\_subclass\_of TemporalThing}) \]

\[ \text{RoadAccident has\_Month} \]

Finally, the constraint obtained is

\[ \text{Accidents NOT\_TO Month} \]

In the second phase, the Bayes Network is defined and learned with a preselected structural learning algorithm, which is the same of the Case #2, and the constrains list through the TrSD.

In the third phase the so-learned network, which is shown in figure 4, is tested with TeDS in order to obtain the confusion matrix.

![Figure 4. The Bayesian Network obtained by the use of the MuG approach](image)

The results in terms of Sensitivity and Specificity for each probability of accident range is shown in table 1.

<table>
<thead>
<tr>
<th></th>
<th>Class: LOW</th>
<th>Class: MEDIUM</th>
<th>Class: HIGH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitivity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case #1</td>
<td>63.4%</td>
<td>NA</td>
<td>60.7%</td>
</tr>
<tr>
<td>Case #2</td>
<td>46.79%</td>
<td>29.83%</td>
<td>56.15%</td>
</tr>
<tr>
<td>Case #3</td>
<td>76.95%</td>
<td>49.93%</td>
<td>76.25%</td>
</tr>
<tr>
<td>Specificity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case #1</td>
<td>92.21%</td>
<td>NA</td>
<td>95.64%</td>
</tr>
<tr>
<td>Case #2</td>
<td>74.42%</td>
<td>70.02%</td>
<td>75.71%</td>
</tr>
<tr>
<td>Case #3</td>
<td>78.45%</td>
<td>62.10%</td>
<td>83.62%</td>
</tr>
</tbody>
</table>

VI. CONCLUSION

Although the learned Bayesian Network structure by our system is not complete, its reliability in terms of Specificity and Sensitivity between Case #1 and Case #3, as shown in the table, is certainly comparable. Therefore, we could argue that our system, which is ready to provide reliable answers, can raise its performance over time with increasing volumes of data. Moreover, the potential of such built systems lies in the fact that it is able to automatically update and adapt itself. In addition, it is capable, through Ontologies and CDT, to interface with other similar systems based on different contexts sharing and exchanging knowledge in order to improve its performance more and more.
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Figure 5. CDT View
Figure 6. Ontology View