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We propose a method of incorporating macroeconomic news into a predictive model for forecasting prices
of crude oil futures contracts. Since these futures contracts are more liquid than the underlying commod-
ity itself, accurate forecasting of their prices is of great value to multiple categories of market participants.
We utilize the Kalman filtering framework for forecasting arbitrage-free (futures) prices, and assume that
the volatility of oil (futures) price is influenced by macroeconomic news. The impact of quantified news
sentiment on the price volatility is modelled through a parametrized, non-linear functional map. This ap-
proach is motivated by the successful use of a similar model structure in our earlier work, for predicting
individual stock volatility using stock-specific news. We claim the proposed model structure for incorpo-
rating macroeconomic news together with historical (market) data is novel and improves the accuracy of
price prediction quite significantly. We report results of extensive numerical experiments which justify
our claim.
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1. Introduction and background

Commodity price and its price fluctuation both play crucial roles in affecting the global economy, even
though the impacts are irregular depending on different factors such as geographic regions, specific
commodity sectors, time periods etc. In particular, crude oil is an important commodity and a neces-
sary component for the economic development and growth for industrialized and developing countries.
Crude oil spot and futures contract prices can significantly impact inflation, unemployment rate, trade,
poverty, and other economic conditions in many countries. Crude Oil futures are exchange-traded con-
tracts in which the contract is an agreement to buy or sell a specific quantity of crude oil at a predeter-
mined price, on a future delivery date. The impact of crude oil price variation reaches a large number of
goods and services. Modelling the variation in price of spot and futures prices of crude oil is important
for a variety of market participants, from sovereign governments to futures traders. Central banks and
private sector forecasters consider the crude oil price and its futures prices as key variables in generating
macroeconomic scenarios. Airlines invest in oil futures in order to hedge their exposure to aviation fuel,
as fuel represents a large proportion of their cost. Given the overall importance of crude oil to economy,
tools to improve the quality of prediction of oil prices and oil futures prices are clearly desirable.

The aforementioned need for accurate forecasting of oil spot and futures prices have attracted a lot
of academic research. The relation between futures prices and spot price has been the centre of attention
for a large number of studies, and the literature is rich with several studies covering a range of aspects
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with respect to this relationship. As a result, the literature on using futures prices for forecasting spot
prices has grown rapidly over the past few years. Examples include approaches in McCallum (2005)
and Alquist (2010). The evidence on whether using risk adjusted futures prices are useful in prediction
is mixed. For instance, Moosa and Al-Loughani (1994) found evidence of a risk premium in crude
oil futures markets and conclude that futures prices are not efficient forecasters of future spot prices.
On the other hand, Pagano (2009) found that the use of risk premium adjustment improves forecasting
ability over long time horizons beyond six months. Apart from the models based on forecasting the
futures prices, one can identify the following different types of oil spot price forecasting models in the
literature.

• One can use spot price history directly to build a predictive model, e.g. based on a simple autore-
gressive moving average (ARMA) model structure. However, Reeve (2011) shows that futures-
based forecasting typically outperforms such spot price based approaches.

• Another alternative for spot prediction is to use relevant macroeconomic variables other than the
spot price in a regression framework, leading to vector autoregression (VAR) models; see e.g.
Baumeister (2012) shows that VAR models show good short term forecasting ability.

• Finally, structural models including a detailed structure of supply side dynamics are discussed in
Kilian (2009) and Kilian and Murphy (2011, 2012), among others.

Alquist et al (2013) provide a comprehensive overview of different oil spot price forecasting methods.
There is a large literature on evaluating the forecasting performance of futures markets. Particu-

larly, after a substantial review of the extant literature on crude oil, we found that great research efforts
have been expended in two areas: first is understanding the underlying mechanisms that determine the
spot price and second is the development of many models suitable for forecasting the spot price. The
idea of using oil futures prices to predict the spot price is based on the assumption that the futures
prices reacts faster to the new information entering the market than the spot price. For example, Kumar
(1992) presents evidence to support market efficiency and finds in favour of futures prices as unbiased
forecasters of crude oil prices. He investigates whether the forecasts from using futures prices can be
improved by incorporating information from other forecasting techniques. Brenner and Kroner (1995)
suggests that the inconsistencies observed between futures and spot prices may be as the result of carry-
ing costs rather than a failing of the efficient market hypothesis. Girma and Paulson (1999) discovered
that there are risk-arbitrage opportunities in petroleum futures spreads. Avsar and Goss (2001) observe
that inefficiencies are likely to be exacerbated in relatively young and shallow futures markets such as
the electricity market, where forecast errors may indicate a market still coming to terms with the true
market model. Moreover, Emery and Liu (2002) examine the relationship of futures prices between
electricity and natural gas, and moreover, they report that there exist opportunities to profit from trading
with futures spreads. According to Silvapulle and Moosa (1999) trading in the futures market has many
advantages when compared to spot trading, such as low transaction cost, high liquidity, and low cash in
up-front, among others. This makes it much more attractive for investors to react for new information
than taking position in the spot market. There are several studies have examined the modelling and
forecasting of crude oil futures prices in the recent years. For instance, Moshiri and Foroutan (2005)
examined the chaos and non-linearity in crude oil futures prices. Performing several statistical and
econometrical tests led them to conclude that futures prices time series is stochastic, and non-linear.

Since the development of electronic media, thousands of pieces of financial news are released on
different platforms every day. There is information available in terms of news sentiment which has an
impact on the asset prices. There is a strong, yet complex relationship between asset price movements
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and the news sentiment. Traders and other market participants digest news rapidly and update their asset
positions accordingly. Numerous studies have attempted to examine whether modern natural language
processing (NLP) techniques and news sentiment analysis can improve financial markets prediction.
For example, Joseph et al. (2011) examined the ability of online ticker searches (e.g. XOM for Exxon
Mobil) to forecast abnormal stock returns and trading volumes. They argued specifically that online
ticker searches serve as a valid proxy for investor sentiment. Oh and Sheng (2011) have attempted
to discover and evaluate the predictive power of stock micro blog sentiment on future stock price di-
rectional movements. They constructed a set of robust models based on sentiment analysis and data
mining algorithms. Zhang et al. (2016) proposed and applied a price shocks forecasting framework,
which simultaneously takes the influence of social network users and their opinions about stocks into
consideration. Specifically, they develop a new method to estimate social attention to stocks by influ-
ence modeling and sentiment analysis. Day and Lee (2016) investigated the influence of using different
financial resources to investment and how to improve the accuracy of forecasting through deep learning.
They showed that various financial resources have significantly different effects to investors and their in-
vestments, while the accuracy of news categorization could be improved through deep learning. Heston
and Sinha (2016) measured sentiment with a proprietary Thomson Reuters neural network. They found
that daily news predicts stock returns for only one to two days, However, weekly news predicts stock
returns for one quarter. Positive news stories increase stock returns quickly, but negative stories receive
a long-delayed reaction. Ren et al. (2018) integrated sentiment analysis into a machine learning method
based on support vector machine. They took the day-of-week effect into consideration and constructed
sentiment indices. Chiong et al. (2018) proposed a sentiment analysis-based approach for financial
market prediction using news disclosures. They built a predictive model, which uses a support vector
machine (SVM), that incorporate the extracted sentiment-related features from financial news. Xiang et
al. (2018) have provided a review that clarifies the scope of natural language based financial forecasting
(NLFF) research by ordering and structuring techniques and applications from related work.

The emphasis of the work presented in this paper is oil prices, oil futures prices and their volatilities.
These variables play a vital role in the global economy. In the literature, several studies have found
that higher oil prices have an unfavourable impact on the global economy (see for example, Morana
(2013), Timilsina (2015) and Archanskaia et al. (2012)). In order to make appropriate decisions about
the direction of economic policy, it is important to accurately forecast future oil prices with effective
models [Hsu et al. (2016)]. All the above approaches use price histories and/or numeric data on eco-
nomic variables in the predictive model. In addition, there is information available in terms of global
macroeconomic news which also has an impact on oil prices. The use of news or its proxy as an input to
forecasting has been increasing in the last decade. Galati and Ho (2003) investigated to what extent daily
movements in the euro/dollar rate were driven by news about the macroeconomic situation in the USA
and the euro zone. Kim et al. (2004) investigated the impact of scheduled government announcements
relating to six different macroeconomic variables on the risk and return of US bond, stock and foreign
exchange markets. Arshanapalli et al. (2006) investigated the effects of macroeconomic news on time-
varying volatility as well as time-varying covariance for the US stock and bond markets; they found
that stocks and bonds have higher volatility on the day of macroeconomic announcements. Nikkinen et
al.(2006) investigated how global stock markets are integrated with respect to the U.S. macroeconomic
news announcements. Hess et al. (2008) investigated the impact of seventeen US macroeconomic an-
nouncements on two broad and representative commodity futures indices. John et al. (2012) examined
the intensity, direction, and speed of impact of US macroeconomic news announcements on the return,
volatility and trading volume of three important commodities gold, silver and copper futures. Macroe-
conomic news is an important subset of all financial news; analysts qualitatively digest and apply this in
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financial decision making, automatic analysis of macroeconomic announcements are now finding appli-
cations, in the asset classes of Fixed income, Foreign Exchange (FX) and Commodities. For example,
Erlwein-Sayer (2017) has analysed the impact of macroeconomic news in predicting the yield spreads
of the European sovereign bonds. Their preliminary findings confirm that this approach improves the
analytic models for monitoring spreads.

In the present work, we utilize the Kalman filtering framework to build a model for forecast-
ing arbitrage-free (futures) prices. Kalman filter was first proposed in Kalman (1960) as a recursive
Bayesian estimator in engineering. Kalman filter is a method to reduce or eliminate the noise in ex-
perimental data. It has since been widely employed in applications outside engineering, especially in
econometrics. For example, Schwartz (1997) , Manoliu and Tompaidis (2002) and Lautier and Galli
(2004) have applied Kalman filter to forecast spot prices with futures prices. A multi-commodity im-
plementation is presented in Cortazar et al. (2008), where the futures prices of different commodities
are used simultaneously to forecast the commodity prices. Inclusion of jumps to the commodity price
process and a subsequent used of a particle filter for inference on commodity prices is advocated in
Aiyube et al. (2008). In Cortazar and Schwarz (2003), a three factor model for oil futures prices is
suggested which departs from Bayesian viewpoint used in filtering and infers prices using a numerical
(but simple) optimisation instead. Date and Ponomareva (2011) have provided a review of applications
of filtering within finance.

In addition to the Kalman filter mentioned above, we propose to use quantified macroeconomic news
sentiment to enhance the predictive power of the model. Crude oil prices are affected by many differ-
ent macroeconomic events, including major industrial accidents, natural disasters, wars and political
upheavals. We use news sentiment as an exogenous input which can change the volatility of the spot
price. Specifically we used the global macroeconomic news sentiment applied to a broad dataset of
the crude oil prices. We carried out empirical experiments for forecasting the futures contract prices of
crude oil using the global macroeconomic news sentiment. In Islyaev (2014) a random parameter one
factor model was proposed for commodity price modelling. We extend this approach by incorporating
macroeconomic news sentiment. To authors’ knowledge, forecasting the futures prices of crude oil us-
ing global macroeconomic news sentiment has not been reported in the literature before. We use a linear
state space model with logarithm of the spot price as the latent variable and a vector of logarithm of the
futures prices as the observed variable, where we look at multiple futures with different term maturities.
We use a one factor model with a constant risk premium, a random mean and a seasonality adjustment
in terms of an additive sinusoid. We use logarithm of the prices of twelve futures contracts as observed
variables. In addition, we assume that the volatility of spot price depends on macroeconomic news (our
model structure is described and justified later in section 3). The motivation for using a filtering-based
framework stems from the fact that the futures market for commodities is more liquid than the spot mar-
ket. Computational results of calibration and comparison for the models as well as the out-of-sample
forecasting will be presented.

The relationship of this research with the existing works on forecasting crude oil futures prices
is summarised in Table 1. Unlike the other existing works, our proposed model incorporates global
macroeconomic news sentiment into a Kalman filter framework to forecast spot and futures prices. The
algorithms proposed in this paper provide a very useful alternative to the existing methods for futures
price modelling and forecasting. Note that our method may also be employed for forecasting the futures
prices of other commodities such as metals, agricultural products and raw materials using relevant price
data and using an appropriately selected macroeconomic news data (see section 2.2 for more details on
news data selection).

The rest of the paper is organized as follows. In section 2 we explain the two streams of time series,
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Research paper Uses futures prices? Uses Kalman filter? Uses macroeconomic sentiment? Spot prices forecasted? Futures prices forecasted?

Manoliu and Tompaidis (2002) Yes Yes No Yes Yes

Lautier and Galli (2004) Yes Yes No No Yes

McCallum (2005) Yes No No Yes No

Cortazar et al. (2008) Yes Yes No Yes No

Alquist (2010) Yes No No Yes No

Islyaev (2014) Yes Yes No Yes Yes

This paper Yes Yes Yes Yes Yes

Table 1. Comparison of this research with recent existing works. ’Uses futures prices?’ is a shorthand for using the relevant prices
as measurements.

namely, the market data and macroeconomic news metadata that are used for numerical experiments.
In section 3 we describe the vector autoregressive (VAR) and the one factor models. We define the
linear state space representation for the one factor model. We also present our proposed model namely
macroeconomic news sentiment augmented model. In section 4 we describe the Kalman filter and the
issues of model calibration, model fitting and the performance measures. In section 5 we analyse the
computational results of the empirical investigation of the 12 futures contracts of crude oil comparing
the performances of the VAR model and the one factor model with and without the macroeconomic
news data using the chosen performance measures. In section 6 we set out the conclusion.

2. Data

We have conducted extensive numerical experiments for calibration of different models and comparison
of their performance when it comes to forecasting crude oil spot and futures prices. Two different types
of data has been used: market data about the prices of crude oil spot and crude oil futures and global
macroeconomic news data.

2.1 Market data

The historical market data used to estimate and validate the parameters of the models (described later in
section 3) consist of daily closing prices of WTI Crude Oil traded on New York Mercantile Exchange
(NYMEX) from January 2, 2014 to December 21, 2016. The time series, obtained from Thomson
Reuters, includes spot prices and 12 corresponding futures contracts which expire on various dates from
June 20, 2017 to May 22, 2018. Table 2 presents some statistics for the daily spot prices of WTI Crude
Oil. It is easy to observe that the spot prices are skewed to the right and are leptokurtic. These two
observations may be explained by seasonal characteristics.

Count Mean Std Skewness Excess Kurtosis Min 25% 50% 75% Max
Spot Prices 750 61.78 24.42 0.73 1.95 26.19 44.75 49.90 91.13 107.95

Table 2. Spot Price Statistics

Figure 1 shows both spot prices and futures prices of WTI Crude Oil. From January 2, 2014 to
October 31, 2014, the futures prices are below spot prices while from November 3, 2014 to December
21 2016, the futures prices are above spot prices. In futures markets, these situations are called as
backwardation and contango, respectively. Normally, the spot prices are lower than the corresponding
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Figure 1. Spot and Futures Prices of WTI Crude Oil

futures prices. Here, the Crude Oil market experiences both backwardation and contango, which means
that this market had experienced some unseen events during this time period.

Table 3 presents the corresponding relation between expiration dates and quotes for 12 futures con-
tracts. For brevity, futures contracts including futures prices are represented with corresponding quotes.

Table 4 presents basic statistics of WTI Crude Oil futures prices. From this table, we can observe
that futures prices data are slightly positively skewed and their excess kurtosis are all about 1.75, which
is very similar to that for spot price data. This means that both spot price data and futures prices data
have analogous statistical properties, and moreover there may be some seasonal patterned embedded in
these data.

Currently, the futures contract with the farthest maturity date expires at December 2025. However,
only the futures contracts with the latest 12 maturity dates are considered in this study. Having all the
futures maturing beyond the last date of spot price data set also avoids the problem of very high volatility
of futures price when it nears maturity.
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Quote Expiration Date Quote Expiration Date
1 CLN7 2017.06.20 7 CLF8 2017.12.19
2 CLQ7 2017.07.20 8 CLG8 2018.01.22
3 CLU7 2017.08.22 9 CLH8 2018.02.20
4 CLV7 2017.09.20 10 CLJ8 2018.03.20
5 CLX7 2017.10.20 11 CLK8 2018.04.20
6 CLZ7 2017.11.20 12 CLM8 2018.05.22

Table 3. Corresponding Relation between Expiration Dates and Quotes

Quote Count Mean Std Skewness kurtosis Min 25% 50% 75% Max
1 CLN7 750 63.11 15.24 0.39 1.74 37.22 50.51 60.82 79.78 90.27
2 CLQ7 750 63.2 15.11 0.39 1.74 37.47 50.69 61.06 79.79 90.16
3 CLU7 750 63.32 14.99 0.39 1.74 37.73 50.86 61.27 79.81 90.09
4 CLV7 750 63.46 14.89 0.38 1.74 37.97 51.05 61.45 79.75 90.06
5 CLX7 750 63.61 14.8 0.38 1.74 38.22 51.30 61.63 79.80 90.06
6 CLZ7 750 63.77 14.71 0.37 1.74 38.49 51.54 61.88 79.75 90.08
7 CLF8 750 63.81 14.61 0.37 1.74 38.66 51.66 61.96 79.66 89.98
8 CLG8 750 63.86 14.51 0.37 1.75 38.85 51.77 62.09 79.58 89.89
9 CLH8 750 63.92 14.41 0.37 1.75 39.06 51.91 62.27 79.47 89.81

10 CLJ8 750 64 14.31 0.37 1.75 39.30 52.04 62.45 79.41 89.73
11 CLK8 750 64.09 14.21 0.36 1.75 39.56 52.19 62.66 79.28 89.66
12 CLM8 750 64.19 14.11 0.36 1.75 39.83 52.36 62.87 79.21 89.60

Table 4. Futures Prices Statistics
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2.2 Macroeconomic news data

2.2.1 Macroeconomic news analytic data

The RavenPack News Analytics delivers sentiment analysis and event data most likely to impact finan-
cial markets and trading around the world. The service includes analytics of more than 192,000 entities
in over 130 countries and covers over 98% of the investable global market. All relevant news items
about entities are classified and quantified according to their sentiment, relevance, topic, novelty, and
market impact; the result is a data product that can be segmented into many distinct benchmarks and
used in a variety of applications.

RavenPack classifies news items using multiple sophisticated sentiment detection algorithms. In
addition, RavenPack generates a number of non-sentiment analytics including information about com-
panies, events, relevance and market impact. Outputs are often in the form of numerical news scores
that can be used as inputs in the calculation of company, sector and industry indicators.

The RavenPack News Analytics data is divided into two parts, the equity (company) related analytics
and the global macro analytics. Each record in the Global Macro News Analytics database, which is
used in this study, contains 34 fields including a times-tamp, entity ID, entitiy name, entity type, topic,
group, type, scores for relevance, novelty and sentiment, and unique identifiers for each news story
analysed. In the historical data files, each row in the database represents an entity-level record. Thus,
whenever an entity such as a company or currency is mentioned in the news, RavenPack produces an
entity-level record. A single news story can yield multiple records if more than one entity is mentioned.

For each entity RavenPack assigns a unique ID. The entities are classified into different types, cur-
rently RavenPack supports the following 9 entity types: Company, Organization, Currency, Commodity,
Place, Nationality, People, Products and Sports Teams.

Relevant stories about entities are classified into a set of predefined event categories following the
RavenPack taxonomy. There are over 2,000 types of event categories automatically detected by Raven-
Pack. They have been divided into different groups, such that each group contains a collection of related
categories. Furthermore, RavenPack classifies its data to six main taxonomy fields: Topic, Group, Type,
Sub-type, Property and Category. More details about entity types and taxonomy fields can be found in
the RavenPack user guide [RavenPack (2014)]. In the following subsection, we will briefly explain how
the high volume of macroeconomic news data have been filtered in this research.

2.2.2 Choosing macroeconomic news

In this study, we have used macroeconomic news sentiment from a commercial data provider Ravenpack
to enhance the predictive ability of the model, although the methodology is relevant for quantitative
news data from other sources. First we have to decide which news item should be included into the
macroeconomic news data. It is not practical to include all the available macroeconomic news items
to generate positive and negative time series, which reflect the impact of macroeconomic news on the
oil futures prices, one has to be careful in choosing the variables and eliminating the irrelevant news
items from the macroeconomic data. The basic elements of how we filter the high volume data from
Ravenpack is outlined below. The reader is referred to Ravenpack manual [RavenPack (2014)] for
further information on how the data is structured.

• Ravenpack data might be categorized according to different entity types. We focus on entities
related to crude oil price movements: company, organization, currency, commodity, people and
product. Macroeconomic news items coming only from these entity types is considered as a part
of our input.
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• For the chosen entity types, the data may also be categorized by chosen events. Out of 51
event categories available, we choose the following as those related to crude oil price move-
ment: “civil-unrest”, “commodity-prices”, “consumption”, “domestic-product”, “exploration”,
“foreign-exchange”, “industrial-accidents”, “interest-rates”, “taxes”, “transportation”, “natural-
disasters”, “production”, “products-services”, “war-conflict”.

• Finally, we restrict news items (for the above entity types and the above events) to the 15 biggest
oil importing and exporting countries.

After choosing macroeconomic news data in this fashion, Ravenpack news analytics generates time-
stamped news sentiment scores, novelty scores and relevance scores for each news item, for the specified
time period. The quantity of interest for this study is news sentiment scores, which range from +1 (most
positive news) to -1 (most negative news), with 0 as a neutral score. The novelty score ranges from
0 (least novel) to 100 (most novel) and indicates the novelty of the news item, whereas the relevance
score indicates relevance and also ranges from 0 (least relevant) to 100 (most relevant). We restrict to
news sentiment scores from those news items which have a novelty score of 80 or more and relevance
score of 100. We also separate out positive news sentiment scores and negative news sentiment scores,
as two separate time series. Finally, this gives us our time-stamped news sentiment score. This needs
to be processed further, as any day might still have multiple macroeconomic news items at different
frequencies and our price time series is on a day scale. The method to arrive at macroeconomic news
impact scores from macroeconomic news sentiment scores is outlined in subsection 3.3.1.

3. Models for spot and futures prices

This section presents a detailed description of dynamic models used in this work. The main emphasis
is on the one factor model as discussed in Manoliu & Tompaidis (2002). Three different models have
been used in this study, namely vector autoregressive model, one factor model, and one factor model
with microeconomic news. These three models are described in the following subsections.

3.1 Vector autoregressive model

The VAR model is one of the most successful, flexible, and easy to use models for the analysis of
multivariate time series. It is a natural extension of the univariate autoregressive model for dynamic
multivariate time series. Christopher Sims (1980) first proposed the VAR approach that reduced the
restrictions needed by earlier econometric models and allowed the data to be modelled in an unrestricted
form, where all variables in the model are considered as endogenous. The VAR model has proven to
be especially useful for describing the dynamic behaviour of economic and financial time series and
for forecasting. It often provides superior forecasts to those from univariate time series models and
elaborate theory-based simultaneous equations models. Forecasts from VAR models are quite flexible
because they can be made conditional on the potential future paths of specified variables in the model.

VAR models are used for multivariate time series. The structure is that each variable is a linear
function of past lags of itself and past lags of the other variables. A VAR(p) model of the m×1 vector
of time series yt = (y1t ,y2t , . . . ,ymt) with autoregressive order p is given by

yt = Bxt + εt , (3.1)

xt =
[
1 y>t−1 · · · y>t−p

]>
, (3.2)
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and the dimensions of B and xt are (m× (mp+ 1)) and ((mp+ 1)× 1), respectively. εt is a m× 1
vector of disturbances that have mean zero and covariance matrix Σε .

The VAR model has its own advantages and disadvantages. The first advantage is that the model is
easy to estimate even with commercial software. Another advantage is that the VAR model treats all
variables in the system symmetrically as endogenous, so there is no need to specify which variables are
endogenous or exogenous. Furthermore, the VAR model can assist identification of shocks, including
monetary policy shocks. Finally, VAR model has good forecasting capabilities. The main criticism
of the VAR model is that the model has a very large number of parameters. This leads to problems
in estimation such as over-fitting and inconsistent results with different estimation schemes. When it
comes to forecasting futures prices on the same underlying asset, VAR model does not impose no-
arbitrage condition on the forecasts, which is also seen as a limitation. This no arbitrage condition
is automatically imposed if we consider all the futures prices driven by a single source of uncertainty
affecting the spot price itself, as explained in the subsequent sections.

3.2 One factor model

To construct a one factor model for spot and futures prices of WTI Crude Oil, the log of spot price St ,
xt = log(St), is assumed to be driven by a stochastic process in the filtered probability space (Ω , P,
Ft ). Here, Ω is the set that containing all the possible realisations of xt , P is the objective probability
measure and Ft is the natural filtration. For brevity, tn, (tn : n = 0, . . . ,k, t0 < t1 < · · ·< tk,∆ := tn− tn−1)
is used to denote the discrete time.

Specifically, xt = log(St) is assumed to follow the mean-reverting process (Ornstein-Uhlenbeck,
OU):

dxt = (α− kxt)dt +σdW P
t , (3.3)

where κ is called the speed of mean reversion, α determines the long-run mean of xt , and Wt is the
Wiener process under objective probability measure P. Note that one factor model means that there is
only one Wiener process in it.

Oil futures prices include risk premia like any other risky asset. This risk reflects the possibility that
oil spot prices at the delivery time can be lower or higher than the contracted price. Therefore, the risk
premium can be counted as a reward for holding a risky asset rather than a risk-free one. Based on this
fact, equation (3.3) can be recomposed to another model that accounts for risk premium. The process xt
satisfies the following stochastic differential equation(SDE) if it is generated by the risk-neutral Wiener
process W R

t :

dxt = (α̃− kxt)dt +σdW R
t . (3.4)

These two drift items are associated with α̃ ≈ α −λtσ for some processes λt i.e., dW R
t = dW P

t +
λtdt: see, e.g. Duffie (1996) for the exact constraint on λt . For our purpose, we assume that λt is a
constant, which is commonly assumed in the literature.

By applying Ito’s lemma to the function f (xt , t) = eκtxt , it can be easily shown that xt+∆ has the
following mean and variance conditional on a past value xt :
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ER(xt+∆ |Ft) = xte−k∆ +
σ̃

k
(1− e−k∆ ), (3.5)

VarR(xt+∆ |Ft) =
σ2

2k
(1− e−2k∆ ). (3.6)

Here, we follow the modification of the above model as suggested in Islyaev (2014) to make it more
flexible at very modest increase in complexity. Specifically, we consider α ∼ N(µ0,θ

2) in equation
(3.3). This allows the logarithm of spot price to converge to a random mean and potentially improves
the forecasting ability of the model with only one parameter added based on the original model. We
will investigate whether this added parameter improves price prediction later in the results section. The
random mean is assumed to be uncorrelated with the Wiener process and has no risk premium. Hence,
we can re-write the expressions for conditional mean and variance as:

ER(xt+∆ |Ft) = xte−k∆ +
µ0−λσ

k
(1− e−k∆ ), (3.7)

VarR(xt+∆ |Ft) =
θ 2

k2 (1− e−k∆ )2 +
σ2

2k
(1− e−2k∆ ). (3.8)

Next, let T = (Ti : i = 1, . . . ,m,0 < T1 < T2 < · · · < Tm) be the collection of the futures maturity dates.
Then futures price for maturity Ti for a commodity with log-spot price xt at time t < Ti can be written as
a conditional expectation of the commodity price at the maturity time of the futures contract: F(t,Ti) =

ER(exi |Ft), i = 0, . . . ,m, where the expectation is taken under R measure and xi := xTi , for brevity of
notation. In case if t > Ti, F(t,Ti) > 0. The time to expiry of ith futures contract is represented by
∆ i

t = Ti− t. Since St is log-normally distributed, we have

F(t,Ti) = ER(exi |Ft) = eER(xi|Ft )+
1
2VarR(xi|Ft ). (3.9)

This allows us to derive an affine equation for vector of log-futures prices in terms of the log-spot price:

vec{yi
t}= xte−k∆ i

t +
µ0−λσ

k
(1− e−k∆ i

t )+
σ2

4k
(1− e−2k∆ i

t )+
θ 2

2k2 (1− e−k∆ i
t )2, (3.10)

where yi
t = logF(t,Ti) and the vec operator is defined by vec(zi) = [z1 z2 . . . zn]

T . Note that we do
not model the convenience yield explicitly and assume that it is already reflected in the prices of futures
contracts. This approach is followed in Islyaev (2014) and is consistent with the earlier framework
followed in Manoliu & Tompaidis (2002). In contrast, convenience yield is explicitly modelled in
Hyndman (2007).

Finally, since the futures prices of some commodities especially crop and energy commodities heav-
ily depend on the weather conditions, it is worth taking some seasonal characters into consideration.
Following Islyaev(2014), we consider a simple model for seasonality with a single sinusoid which is
parametrized as follows:

f (t) = exp(c1 + c2 sin(c3t + c4)), (3.11)

where c1 is a constant level, c2,c3 and c4 are constants representing amplitude, the frequency and
the phase of a seasonal pattern respectively. Accordingly, the prices of futures are modified as follows:

F(t,Ti) = f (Ti)EQ(exi |Ft), (3.12)
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and

vec{yi
t}= log( f (Ti))+ xte−k∆ i

t +
µ0−λσ

k
(1− e−k∆ i

t )+
σ2

4k
(1− e−2k∆ i

t )+
θ 2

2k2 (1− e−k∆ i
t )2, (3.13)

which denotes a vector of log-futures prices, with ith element of the vector denoting log-futures price
for time to maturity ∆ i

t , as before. In practice, one may parametrise seasonality using multiple sinu-
soids. However, this complicates parameter estimation without necessary improving the quality of out
of sample price forecasting.

For the one factor model described above, a linear state space representation will be used with a
measurement equation based on the observed time series of futures prices and a discretized transition
equation of the logarithm of spot commodity price, which is assumed to be latent. This allows us to use
the Kalman filter to estimate the parameters by constructing and maximising a likelihood function, and
to forecast the futures prices. The state space equations for one factor model that presented in subsection
3.2 can be written as

xn+1 = Bxn +g+Rwn+1 (3.14)
yn = Anxn +dn +Qzn (3.15)

where the state space model parameters may be expressed in terms of the original model parameters as:

f (tn) = c1 + c2 sin(c3tn + c4) (3.16)

B = e−κ∆ (3.17)

g =
µ0

κ
(1− e−κ∆ ) (3.18)

R2 =
σ2

2κ
(1− e−2κ∆ )+

Θ 2

κ2 (1− e−κ∆ )2 (3.19)

An =

e−κ∆ 1
n

...
e−κ∆ m

n

 (3.20)

dn =


µ0−λσ

κ
(1− e−κ∆ 1

n )+ σ2

4κ
(1− e−2κ∆ 1

n )+ Θ 2

2κ2 (1− e−κ∆ 1
n )2 + f (T1)

...
µ0−λσ

κ
(1− e−κ∆ m

n )+ σ2

4κ
(1− e−2κ∆ m

n )+ Θ 2

2κ2 (1− e−κ∆ m
n )2 + f (Tm)

 (3.21)

here, ∆ i
n = ∆ i

tn for brevity of notation and m is the number of futures prices available at each tn. Q = cIm,
where c is a scalar constant indicating the standard deviation of measurements and Im is an m×m identity
matrix. µ0, λ , σ , Θ and κ are as defined in subsection 3.2 and c1, c2, c3 and c4 are constants.
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3.3 One factor model with macroeconomic news data

Before proposing a method of incorporating macroeconomic news sentiment in a predictive model for
forecasting prices of crude oil future contracts, in the following subsection we illustrate the process of
generating two daily time series (positive and negative) that reflect the impact of macroeconomic news
on the oil futures prices.

3.3.1 Generating macroeconomic impact scores

After extracting the macroeconomic news data that is related to the crude oil price movements in the
first stage in subsection 2.2.2, we can select the macroeconomic news sentiment score for each news
items based on their relevance and novelty scores. In this study, rather than using the macroeconomic
news sentiment itself we are going to use the idea that was first proposed by Yu (2014) and used by
Yu and Mitra (2016) and Sadik et al. (2018) to construct news impact scores. We construct macroeco-
nomic news impact scores that can be used as proxies of global macroeconomic news impact in the new
model. To achieve this, the RavenPack’s macroeconomic news analytics database is used and some of
its quantitative sentiment scores are employed. In the second stage, the following steps have to be done:

1. The time-stamp for each news item has to be converted from UTC to EST time, which is the
timing convention of crude oil futures data from the New York Mercantile Exchange (NYMEX).

2. Then data has to be filtered such that choosing the macroeconomic news items that have relevance
score of 100, which indicates how strongly related the entity is to the underlying news story, and
novelty score of 80 or greater.

3. Separating the positive and negative sentiment scores so that two different time series can be
obtained.

4. After separating the scores, in a similar fashion to Yu (2014), we calculate the positive and nega-
tive macroeconomic impact scores for each sentiment score.

5. Finally, we generate two daily time series that represent the positive and negative macroeconomic
news impact scores.

In the last step one has to be careful in generating daily time series since we could get more than a
macroeconomic news item in a day. Thus, we have to find a way to produce a single positive score and a
single negative score for each day. In this study, in order to generate two daily time series that represent
the positive and negative macroeconomic news impact scores, in which each day ends up with only one
positive score as well as one negative score, we have attempted the following four different approaches:

(i) Aggregating all positive and negative macroeconomic news impact scores separately within a day
to generate a single daily score for each time series (positive and negative).

(ii) Taking the average of the aggregated scores, which was produced by the first approach, to produce
a single score for each time series for that day.

(iii) Giving weights to each macroeconomic news impact score based on how new is the news item
that the sentiment score was driven from it.
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(iv) The last approach is to give the highest weight to the last news item (here macroeconomic news
impact score) in the day, in which a weight of 75% to the last macroeconomic news item and 25%
to the rest of news items.

The following equations from (3.22) to (3.25) are representing the mathematical expressions for the
aforementioned approaches, respectively.

Aggregated =
n

∑
i=1

impacti, (3.22)

Averaged =
n

∑
i=1

impacti
n

, (3.23)

Weighted =
n

∑
i=1

wi ∗ impacti, (3.24)

Greater-Weight-To-Last-News = 0.25∗
n−1

∑
i=1

impacti +0.75∗ impactn, (3.25)

where {impact1, impact2, . . . , impactn} and {w,w2, . . . ,wn} are the macroeconomic news impact scores
and their weights in the day, respectively.

Having generated the daily macroeconomic news impact scores (positive and negative) using the
above approaches, we found that taking the averaged impact scores (equation 3.23) is the most appro-
priate approach to be used because it gives better out of sample performance in terms of the chosen error
measures. Therefore, all the experiments reported in this study have used this approach to generate the
two time series that represent the good and bad global macroeconomic news that impact the crude oil
futures prices, and have been utilized as proxies of positive and negative macroeconomic news impact
scores in the aforementioned models.

3.3.2 Macroeconomic news sentiment augmented model

In this study, we are interested in developing a forecast model for crude oil prices in which enables us
to use the relative information content of the global macroeconomic news data in order to improve the
predictive power of the one factor model.

To model the impact of the global macroeconomic news on the crude oil spot and futures prices,
we define a scaling factor of the volatility, where it is determined by utilising the macroeconomic news
sentiment score in the following way. The intuition behind this particular model structure is the same
as in the earlier related work [Sadik et al. (2018)] and is presented below for the sake of completeness.
The model structure needs to reflect the following economic realities: positive and negative news impact
the volatility differently. Furthermore, positive news tends to reduce volatility whereas negative news
tends to increase volatility. We also seek a functional specification which restricts the impact of news on
volatility form below and above to realistic limits. Finally, we are seeking a parsimonious model with
a small number of added parameters. Keeping these requirements in mind, we choose the following
functional form (which was also employed in our earlier work): First, we define a function of two
variables x and y:

f (x,y) = a+0.5∗b
(

ex−1
ex +1

− ey−1
ey +1

)
, (3.26)
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Figure 2. Plot of the scaling factor model against positive and negative impact scores

where a and b are constants. This function f (x,y) lies between (a,a+b) for any non-negative values of
x and non-positive values of y.

Second, we create two different time series {Pt} and {Nt}, as described in the previous subsection
(3.3.1), that represent the positive and negative macroeconomic impact scores, respectively. Finally, we
define the following function as a scaling factor of the volatility:

f (Pt ,Nt) = a+0.5∗b
(

eρPt −1
eρPt +1

− eγNt −1
eγNt +1

)
, (3.27)

where 0.5 is a scaling factor of the function, and a, b, ρ and γ are parameters of the model. For example,
if the parameters value are set as a = 0.8, b = 0.8, κ = 4 and γ = 4, the outcome will be as illustrated
in figure 2. In this example, it can be clearly seen that the function reaches its highest value only when
Pt = 1 and Nt = −1 (their highest scores). This can be interpreted in our model that the volatility
increases when the value of news impact scores (Pt and Nt ) are increasing and vice versa. This is in
keeping with the intuition behind our earlier work. For further details the reader is referred to earlier
related work [Sadik et al. (2018)].

The new model structure of the one factor models is chosen to be one with a direct multiplicative
effect of macroeconomic news on the volatility, as it is more natural to consider changes in percentage
will change the volatility of price relative to its “news-neutral” level, when looking at the macroeco-
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nomic news impact. The positive and negative news may amplify or attenuate volatility level. Therefore
we multiply the spot price volatility σ in equations (3.7) and (3.8) by the scaling factor in equation
(3.27). In the model enhanced by macroeconomic news, equations (3.19) and (3.21) are replaced by the
following two equations:

R2 =
(σ ∗ f (Pt ,Nt))

2

2κ
(1− e−2κ∆ )+

Θ 2

κ2 (1− e−κ∆ )2 (3.28)

dn =


µ0−λ (σ∗ f (Pt ,Nt ))

κ
(1− e−κ∆ 1

n )+ (σ∗ f (Pt ,Nt ))
2

4κ
(1− e−2κ∆ 1

n )+ Θ 2

2κ2 (1− e−κ∆ 1
n )2 + f (T1)

...
µ0−λ (σ∗ f (Pt ,Nt ))

κ
(1− e−κ∆ m

n )+ (σ∗ f (Pt ,Nt ))
2

4κ
(1− e−2κ∆ m

n )+ Θ 2

2κ2 (1− e−κ∆ m
n )2 + f (Tm)


(3.29)

In addition, we also need a constraint on the upper bound of the interval range that is specified by
summing up the parameters (a > 0) and (b > 0) to keep the macroeconomic news impact related scaling
in a reasonable range. As in our earlier work, the choice used here is 0 < a+b 6 2, i.e. the impact of
macroeconomic news is assumed to change the volatility of the prices at most by a factor of 2.

The chosen model structure adds only four more model parameters and offers a reasonable compro-
mise between increased model complexity and parsimony in terms of model parameters. The choice
of model structure is essentially heuristic, and is justified through numerical experiments in the present
work as well as in the earlier work on volatility prediction for stock prices, which has been reported in
Sadik et al. (2018). One can also reduce the number of parameters by keeping the value of a and b fixed,
for instance, a = 0.5 and b = 1.5. However, treating a and b as free parameters does improve results in
terms of predictive power of the models.

3.4 Summary forms for computational models

The main part of our study, we have compared the performance of two computational models, the one
factor model and the one factor model with macroeconomic news sentiment data. These two models are
explained in the earlier sections and summarized below:

• One factor model:
The model is given by equations (3.14)-(3.21).

• One factor model with macroeconomic news sentiment data:
The model is given by equations (3.14)-(3.18), (3.20), (3.28) and (3.29).

In both the models, futures prices are treated as observable variables and the spot price is treated
as a latent variable. The methodology to estimate the parameters of the models in both the cases is
described in the next section. We have also compared the one factor model with VAR model described
in subsection 3.1, and the results for this comparison are reported in the preliminary analysis subsection
(5.1). The VAR model is given by equation (3.1), and its endogenous variables are crude oil spot price
and twelve corresponding futures prices.

4. Methodology

In this study, the linear Kalman filter and the maximum likelihood estimation method are employed to
estimate parameters of the three aforementioned models. The following subsections give a more detailed
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explanation for these two techniques.

4.1 Kalman filter

In 1960, R.E. Kalman published his famous paper describing a recursive solution to the discrete data
linear filtering problem [Kalman (1960)]. The Kalman filter is a set of mathematical equations that can
be used to estimate the state of the latent state of a process recursively using noisy observations, in a way
that minimizes the trace of the covariance matrix of the estimation error. For the latent state equation
(3.14) and the measurement equation (3.15), Kalman filter equations for estimating the mean and the
covariance matrix of the latent variable can be summarised as follows:

Predict phase:

Predicted state estimate x̂n+1|n = Bx̂n|n−1 +g, (4.1)

Predicted variance estimate Pn+1|n = BPn|n−1BT +RRT −BPn|n−1AT
n S−1

n AnPn|n−1BT (4.2)

Update phase:

Innovation or measurement residual Vn = yn− (Anx̂n|n−1 +dn) (4.3)

Innovation (or residual) variance Sn = AnPn|n−1AT
n +QQT (4.4)

Optimal Kalman gain Kn = Pn|n−1AT
n S−1

n (4.5)

Updated state estimate x̂n|n = x̂n|n−1 +KnVn (4.6)

Updated estimate variance Pn|n = (I−KnAn)Pn|n−1 (4.7)

x̂n|n−1 is the best estimated value of xn at time n given observations up to time {n− 1} and Pn|n−1
is the corresponding conditional variance of x̂n|n−1 (a measure of the estimated accuracy of the state
estimate). It is assumed that x̂0|−1 and P0|−1 are known.

In the present context, Kalman filter allows us to predict the spot price xn as a hidden state, which
also gives an arbitrage-free prediction of the vector of futures prices (as Anx̂n|n−1 +dn).

4.2 Maximum likelihood estimation

4.2.1 Maximum likelihood estimation for one factor model

For the given log-futures prices measurements F = {y1, y2, . . . , yn} up to time tn, we can apply
the Kalman filter and maximum likelihood estimation algorithm to calibrate parameters of equations
from(3.16) to (3.29). Now we can write joint likelihood function for F as

L̂(F) = p(y1)
n

∏
i=2

p(yi|Fi−1). (4.8)

Since the measurements are jointly normal, the logarithm of the likelihood can be written as:

log L̂(F) =−
n

∑
I=1

(log |Si|+V T
i S−1

i Vi), (4.9)

where Vn and Sn are as defined in (4.3) and (4.4), respectively.
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For a given vector-value time series {y1, y2, . . . , yn} and a vector of unknown model parameters θ ,
the optimisation problem can be stated as following:

θ̂ = argmax
θ

(log L̂(F)). (4.10)

We implement the maximisation using Matlab’s in-built routine fminsearch, which relies on Nelder-
Mead method.

4.2.2 Maximum likelihood estimation for VAR model

To derive the maximum likelihood estimation of VAR model, we first consider a VAR(p) model of the
m× 1 vector of time series as given in equation (3.1). Since the disturbances are assumed to normally
distributed, the log likelihood in this case is:

l(B,Σε) =−
(

T m
2

)
log(2π)+

(
T
2

)
log |Σ−1

ε |− (
1
2
)

T

∑
t=1

[
(yt −Bxt)

′
Σ
−1
ε (yt −Bxt)

]
. (4.11)

The value of B that maximise the log-likelihood happens to be the same as the OLS estimator:

B̂ =

[
T

∑
t=1

ytx
′
t

][
T

∑
t=1

xtx
′
t

]−1

. (4.12)

The ML estimator for the variance is:

Σ̂ε =

(
1
T

)
Σ ε̂t ε̂t

′
(4.13)

where
ε̂t ≡ yt − B̂xt . (4.14)

4.3 Statistical performance measurements

There are many statistical methods which can be used to observe the prediction accuracy of a model; for
instance, Mean Absolute Error (MAE), Root Mean Square Errors (RMSE) and Mean Average Percent-
age Error (MAPE). For this study we have considered mean absolute error and root mean square errors
as the criteria for prediction accuracy to assess the forecasting performance of the different models that
have used in this study. The mean absolute error is given by

MAE =
1
n

n

∑
i=1
| fi− yi|=

1
n

n

∑
i=1
|ei|. (4.15)

The root mean squared error is given by

RMSE =

√
1
n

n

∑
i=1

( fi− yi)2. (4.16)

In both equations (4.15) and (4.16), fi is the predicted value and yi is the observed value. Since the
errors are squared before they are averaged, the RMSE gives a relatively high weight to large errors.
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The AIC is an approach of selecting the best model, in terms of fit to the data, among other models.
The selected model is the one which minimizes the Kullback-Leibler distance between the real data and
the model [Akaike (1974)]. It is defined as:

AIC(Θ̂) =−2(log(likelihood))+2M (4.17)

where Θ̂ is the set (vector) of model parameters, likelihood is the probability of the data given the
candidate model and M is the number of estimated parameters in the candidate model (length of Θ̂ ).

The second order information criterion (AICc) takes into account the sample size by increasing the
relative penalty for the model complexity with small datasets. It is defined as:

AICc(Θ̂) =−2(log(likelihood))+2M+
2M(M+1)
N−M−1

(4.18)

where N is the sample size. When the number of observations is quite small compared to the number
of parameters, such that N/M is less than 40, the use of the second-order corrected AIC (AICc) is
recommended (Burnham and Anderson, 1998)..

5. Computational results

5.1 A preliminary analysis

In this study, the daily closing prices of twelve crude oil futures contracts has been used. For each
future’s contract, 500 data points are used as in sample data, which covers from 2 January 2014 to 31
December 2015, to estimate the models parameters. 250 data points are used as out of sample data,
which covers from 2 January 2016 to 31 December 2016, to asses the forecasting performance of the
models. From figure 1 we can see that during the few past years the crude oil market has experienced
both backwardation and contango, both of which are totally different, meaning that this market had went
through unpredictable events.

First, a thirteen-dimensional VAR model for the endogenous variables (crude oil spot price and
twelve corresponding futures prices) has been utilized as alternative forecasting model to the one factor
model. Having specified the model, the appropriate lag length of the VAR model has to be decided.
In deciding the number of lags, the Akaike information criteria has been used, which is a common
statistical method to use. Having specified the thirteen variables and the appropriate lag length of three,
the VAR model has been estimated using the maximum likelihood estimation (MLE) method under
the assumption of normality of the errors. For one factor model of the form (3.14)-(3.15), we employ
Kalman filter and maximum likelihood to estimate the model parameters. The same data has been used
for the one factor models that was used in the VAR model, such as using the crude oil spot price as
a latent variable in the state equation (3.14) and a vector of its twelve corresponding futures prices
as observed variable in the measurement equation (3.15) at each time step. After calibrating the two
models, we compared them in terms of their forecast ability using the statistical measurement mentioned
in subsection 4.3. Table 5 shows the average errors of the predicted values of the twelve futures prices.
The results indicate that the one factor model has outperformed the VAR model by a factor of 5, on
both the error criteria. Therefore, we decided to utilise the one factor model to construct a model that
incorporate the global macroeconomic news data in its structure.
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Models MAE RMSE
1 VAR 26.18 27.22
2 One Factor 5.94 6.14

Table 5. Out of sample comparison of two forecasting models in terms of MAE and RMSE errors.

5.2 Estimation results

In this section, we present the empirical investigation of the estimated one factor model for the 12
contracts of oil futures prices. We analyse and compare the in-sample results obtained by the one factor
model and macroeconomic news sentiment augmented model, which are described in section 3. As we
mentioned earlier in subsection (2.2), we have used RavenPack’s news analytics database and exploit
some quantitative scores of its fields in our research.

After calculating the macroeconomic news impact scores for each sentiment score and generating
two daily time series that represent the positive and negative macroeconomic news impact scores, we fit
the one factor model to the observed time series of 12 futures prices via the Kalman filter and maximum
likelihood method under the assumption of Gaussian error distribution. Thereafter we incorporated the
macroeconomic news impact scores to the one factor model and recalibrate it again to re-estimate the
model parameters including those which come from the volatility scaling factor in equation (3.27).

Table 6 shows the parameter estimates of the one factor model (with and without the macroeconomic
data) for the 12 futures contracts of crude oil. We used the fminsearch function in MATLAB software to
estimate the parameters. For the sake of brevity, we give names to the models that have been estimated
in this study:

• Model 1: One factor model.

• Model 1-M: One factor model with Macroeconomic news sentiment data.

Common parameters
Models µ θ κ σ Q P λ c1 c2 c3 c4

Model 1 3.83E-01 2.35E-09 8.76E-02 1.30E-01 3.12E-03 1.71E+01 -1.35E-03 6.53E-03 -6.06E-04 1.01E-02 -4.52E-03
Model 1-M 3.87E-01 5.29E-03 9.19E-02 9.11E-02 2.83E-03 1.23E+01 3.91E-03 1.26E-02 -3.17E-02 -5.84E-03 3.70E-03
Macroeconomic parameters
Model ρ γ a b
Model 1
Model 1-M 3.06E-02 3.85E-02 2.00E+00 2.11E-05

Table 6. Parameters estimation values of the models.

To compare the two models in terms of goodness of fit to the data, we calculated the Log-Likelihood
values of the models and then applied the second order Akaike information criterion (AICc). The value
of the AICc alone for a given time series is meaningless. Nevertheless, it becomes useful when it is
compared to other AICc values of some other models, the model with the lowest AICc is described as
the ”best” model among all other models specified for the dataset. After applying this powerful tool in
comparing the one factor model with and without macroeconomic data, the results show that the one
factor model with macroeconomic news sentiment data (Model 1-M) seem to be slightly better fit to the
data. Table 7 presents the values of the log-likelihood and AICc for the estimated models.
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Models Log-Likelihood AICc

Model 1 57173 -1.20E+05
Model 1-M 61458 -1.22E+05

Table 7. The log-Likelihood and AICc value of the estimated models

5.3 Forecasting results

This section presents the results of forecasting crude oil futures prices for twelve future contracts using
the one factor model with and without macroeconomic data1. First we collected the prior information
of global macroeconomic news data based on some filtering in the data to take the noise out. Then we
created two time series that represent the positive and negative impact scores. To estimate the models we
employed the Kalman filter and the maximum likelihood estimation method. The forecasting method in
this study is dynamic, where the predicted future prices are used for lagged future prices instead of the
real prices when forecasting the next period.

In this study, we specifically chose the futures contracts whose maturities range from 1 month to
12 months. This way, we cover short term, mid-term and long term futures prices. The prices of long
term contracts have a much stronger dependence on macroeconomic news sentiment, as compared to
futures with short term maturities. Incorporating a broad span maturities allows us to capture the market
sentiment about the price evolution across the corresponding time spans.

As an alternative to the one factor model, the vector autoregressive (VAR) model was proposed and
estimated in this study, in order to to see the predictive power of the models. As demonstrated earlier in
section 5, the VAR estimation results show less forecasting accuracy than the one factor models. Thus,
we carried out our experiments using the one factor model only. See Moon(1997) for further drawbacks
of VAR based forecasting.

To asses the predictive power of the one factor model before and after incorporating the global
macroeconomic news data, we compared the performance of the one factor model with its macroeco-
nomic versions using some statistical measurements. The out-of-sample forecasting accuracy is mainly
evaluated by two measures MAE and RMSE, which were defined earlier in subsection 4.3. The bench-
marks in this study are the futures prices of crude oil. The MAE and the RMSE for each of the candidate
one factor models (with and without incorporating macroeconomic data) are presented in table 8. From
this tables, we can clearly see that in all cases the model with macroeconomic news data appear to out-
perform and give better prediction than the model which had not incorporated the macroeconomic news
data in its structure. A notable result from the table is that the macroeconomic version of the one factor
model have performed better for the long-term futures contracts than the short- and mid-term contracts
but the overall improvement was clearly noticeable.

We start measuring how much information could be extracted from the table about the range and
average of the errors for the futures contracts. For the one factor model, table 8, the MAE is ranged
from 1.98 to 2.53 and the RMSE is ranged from 2.57 to 3.15, whereas the MAE and RMSE of its
macroeconomic version are ranged from 1.8 to 2.07 and from 2.33 to 2.67, respectively. Both MAE and
RMSE for each of the 12 contracts is better for the news augmented model as compared to the model

1We have investigated forecasting the crude oil spot price using the one factor model with and without macroeconomic news
as well but we have not reported it. We have found that even though the one factor model with macroeconomic news performed
better then the one factor model without macroeconomic news in terms of MAE and RMSE for the spot price but it was not
significantly better.
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which does not use news sentiment. Subsequently, we looked at the averages of the errors for the models
and we observed that the MAE and RMSE for the one factor model averaged across all the 12 future
contracts are 2.24 and 2.86, respectively. These error values are significantly lower after incorporating
the macroeconomic news data to the model which results in 1.88 for MAE and 2.46 for RMSE.

Futures MAE RMSE
without with without with

Futures 1 2.53 2.07 3.15 2.67
Futures 2 2.46 2.02 3.09 2.61
Futures 3 2.42 1.99 3.06 2.58
Futures 4 2.39 1.96 3.02 2.55
Futures 5 2.35 1.93 2.99 2.52
Futures 6 2.29 1.88 2.91 2.46
Futures 7 2.20 1.82 2.81 2.40
Futures 8 2.14 1.79 2.75 2.37
Futures 9 2.10 1.78 2.71 2.35
Futures 10 2.06 1.78 2.67 2.34
Futures 11 2.02 1.79 2.63 2.34
Futures 12 1.98 1.80 2.57 2.33

Table 8. MAE and RMSE for One Factor Model, with and without macroeconomic news data.

6. Summary of contributions and future research

The first and the most important contribution of this study is our model for processing macroeconomic
news sentiment and its systematic incorporation into the crude oil spot price prediction model. We
have demonstrated that this approach improves the price forecasting of crude oil futures. Our numerical
experiments provide a strong evidence that macroeconomic news sentiment adds value to futures price
forecasting. While most existing numerical studies only focus on short term futures contracts, our study
includes the use of both short and long term futures contracts in model calibration as well as price
forecasting.

The results of our study has widespread uses for public and private sector entities which rely on
crude oil, and also for economic policy makers who need to incorporate future oil price behaviour
into their economic scenarios. As an example, enhanced futures price forecasting may be used by a
commodity futures trading firm as an aid for buy or sale decisions for futures, thus leading to better risk
adjusted returns. Similarly, these price forecasts can feed into overall picture of the short term financial
robustness of economy and can affect policy makers’ decisions on setting interest rates, setting capital
reserve ratios of financial institutions, scheduling required stress tests etc. While the numerical evidence
provided is for oil futures, the proposed methodology is clearly applicable for other commodities where
futures prices are more liquid that the underlying commodity price, and where macroeconomic news
data is available. This includes other commodity futures such as metals, agricultural products and raw
materials.
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