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Abstract In this study, a copula-based particle filter (CopPF) approach was developed for sequential
hydrological data assimilation by considering parameter correlation structures. In CopPF, multivariate copu-
las are proposed to reflect parameter interdependence before the resampling procedure with new particles
then being sampled from the obtained copulas. Such a process can overcome both particle degeneration
and sample impoverishment. The applicability of CopPF is illustrated with three case studies using a two-
parameter simplified model and two conceptual hydrologic models. The results for the simplified model
indicate that model parameters are highly correlated in the data assimilation process, suggesting a demand
for full description of their dependence structure. Synthetic experiments on hydrologic data assimilation
indicate that CopPF can rejuvenate particle evolution in large spaces and thus achieve good performances
with low sample size scenarios. The applicability of CopPF is further illustrated through two real-case stud-
ies. It is shown that, compared with traditional particle filter (PF) and particle Markov chain Monte Carlo
(PMCMC) approaches, the proposed method can provide more accurate results for both deterministic and
probabilistic prediction with a sample size of 100. Furthermore, the sample size would not significantly influ-
ence the performance of CopPF. Also, the copula resampling approach dominates parameter evolution in
CopPF, with more than 50% of particles sampled by copulas in most sample size scenarios.

1. Introduction

Hydrologic models are widely used for many water resource management applications such as water alloca-
tion, reservoir operation, risk assessment [e.g., Mateo et al., 2014; Fan et al., 2015a; Ma et al., 2016]. In such
models, simplified equations are often used to describe a variety of temporally dynamic and spatially dis-
tributed processes in watershed systems. Such descriptions may lead to uncertainties existing in model
parameters and structures, which further result in randomness in the resulting model predictions. It is of
great importance to deal with various uncertainty sources in hydrologic models in order to provide reliable
hydrologic predictions [e.g., Li et al., 2013; DeChant and Moradkhani, 2014; Fan et al., 2015b, 2015c; Yan
et al., 2015; Fan et al., 2016a].

In the past decade, a large number of approaches have been proposed to quantify uncertainties in hydro-
logic predictions, among which sequential data assimilation has been widely used for real-time hydrologic
prediction. Sequential data assimilation characterizes uncertainties associated with inputs, states, parame-
ters, and outputs of a given model through incorporating available observations of the system, state, or out-
put into prediction process [Moradkhani et al., 2012]. This kind of method continuously assimilates available
measurements to update states and parameters to improve model forecasts [Vrugt et al., 2005]. Ensemble
Kalman filter (EnKF) and its variants (e.g., ensemble square root filter, iterative ensemble Kalman filter), as
well as particle-based filters (e.g., particle filter (PF), particle Markov chain Monte Carlo) are two typical
sequential data assimilation categories. The EnKF and its variants use ensembles to approximate state
covariance matrices to achieve suboptimal state estimations in which the error statistics are predicted by
solving the Fokker-Planck equation using the Monte Carlo method [Evensen, 2003; Shen and Tang, 2015].
However, the EnKF can achieve good performances with small ensembles; but related studies have claimed
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problems with EnKF resulting from its inher-
ent assumptions [Moradkhani et al., 2005a;
Montzka et al., 2011; Plaza-Guingla et al.,
2012; DeChant and Moradkhani, 2012].

The particle filter (PF) method, as an example
of sequential Monte Carlo (SMC) methods,
has been suggested to be applicable for
those cases violating the assumption of
Gaussian errors in the EnKF approach [Morad-
khani et al., 2005b; Weerts and EI Serafy, 2006;
Noh et al., 2014; Plaza-Guingla et al., 2013; Fan
et al., 2016, 2017]. PF evolves the sample sets
of state variables forward using the SMC
method to approximate the predictive distri-
butions [Liu et al., 2012]. The PF and its var-
iants update particle weights instead of the
original values for state variables, which can
reduce numerical instability especially in phys-
ically based or process-based models [Liu
et al., 2012]. The implementation of PF is
based on the sequential importance sampling
(SIS) algorithm [Liu et al., 2001; Moradkhani
et al., 2012]. However, SIS generally leads to
severe deterioration for particles, which means
several particles are merely available with sig-
nificant weight values. Therefore, a resampling
procedure is usually used in PF to replace
insignificant particles with those with signifi-
cant weights. Such a procedure can mitigate
sample deterioration in PF and maintain the
effective sample size. Resampling techniques
mainly include residual resampling, multino-
mial resampling, and systematic resampling

methods. Details for resampling implementation can be found in Li et al. [2015]. Resampling algorithms are
able to eliminate weight degeneration in PF, but they may lead to sample impoverishment, in which the diver-
sity of particles is small and cannot sufficiently characterize posterior distributional information for states and
parameters. Recent studies proposed particle Markov chain Monte Carlo (PMCMC) approaches by combining
the strengths of SMC and MCMC to allow more sufficient representation of the posterior distribution, reduce
the chance of sample impoverishment, and lead to a more accurate streamflow forecast with manageable
ensemble sizes [Moradkhani et al., 2012; Vrugt et al., 2013; Yan et al., 2015; Yan and Moradkhani, 2016].

It is common that unknown parameters in hydrologic models are correlated with each other. Studies have
demonstrated that parameter correlation can have crucial effects on both parameter estimation and uncer-
tainties in model predictions [Pohlmann et al., 2002; Lemke et al., 2004; Xu and Gertner, 2008; Manache and
Melching, 2008; Rojas et al., 2009; Pan et al., 2011]. Full consideration of parameter interdependence in data
assimilation may be an alternative to improve posterior sampling procedure and mitigate particle impover-
ishment. Therefore, as an extension of previous research, a copula-based particle filter (CopPF) method is
proposed in this study. In CopPF, multivariate copulas are introduced into the resampling procedure to
reveal the multidimensional correlation structure of model parameters, and the new particles are resampled
based on the obtained copulas. Copula approaches have been widely used for multivariate hydrologic
modeling [e.g., Kong et al., 2015; Fan et al., 2016b, 2016c; Xu et al., 2017]. Recently B�ardossy and H€orning
[2016] introduced a copula-based method for Gaussian and non-Gaussian inverse modeling of groundwater
flow. Nevertheless, no previous research has been reported to introduce copulas into PF for particle rejuve-
nation. The developed CopPF approach is the first attempt to improve the resampling procedure in PF by a

Figure 1. Illustration of C-vine and D-vine copula structures for four varia-
bles: A C or D-Vine with four variables has three trees and six edges, with
each edge associated with a pair-copula.
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full characterization of parameter
multidimensional correlation struc-
tures. The applicability of CopPF is
illustrated through two case studies
by using a two-parameter regres-
sion problem and a hydrologic data
assimilation problem.

2. Methodology

2.1. Particle Filter Method
In a sequential data assimilation
process, the state variable in a
hydrologic model can be evolved
forward as follows:

xt; i5gðxt21;i ; ut;i ; ht;iÞ1xt;i (1)

where g is a nonlinear function
expressing states transition in the
hydrologic model; xt;i is a set of sam-
ple for model states (expressed as
xt); ut,i represents the forcing data;
ht,i is a sample set of model parame-
ter vector ht; and xt;i is the process
noise in the model prediction. The
model output ~y t related to real
measurements (e.g., streamflow) can
be obtained through the measure-
ment operator h(.), subject to model
states and parameters as follows:

~y t;i5hðxt;i ; ht;iÞ1vt;i (2)

where ~y t;i is the simulated value
for the observation (e.g., stream-
flow); vt,i indicates the observation
noise [Moradkhani et al., 2012].

The essence of the parameter and
state estimation problem in the
Bayesian filtering framework is to
construct the posterior probability
density functions (PDFs) of parame-
ters and states conditioned on all
previous observations (y1:t–1) and

current available observation (yt) [Gordon et al., 1993, Fan et al., 2016a]. Based on equation (1), the transition
probability p(xt, ht| xt–1, ht–1) can be obtained to describe evolution of model states and parameters, while the
likelihood (denoted as p(yt|xt, ht)) of yt given estimate for xt, ht can be obtained from equation (2) [Shen and
Tang, 2015]. Based on Bayesian law, the posterior of state xt, and parameter ht can be obtained as follows:

pðxt; htjy1:tÞ5
pðytjxt; htÞpðxt; htjy1:t21Þð

pðytjxt; htÞpðxt; htjy1:t21Þdxt dht

(3)

where p(xt, ht| y1:t–1) represent the prior information. When the model is assumed to be Markovian, the prior distri-
bution can be estimated via the Chapman-Kolmogorov equation expressed as follows [Moradkhani et al., 2012]:

Figure 2. The flow chart of CopPF.
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pðxt; htjy1:t21Þ5
ð

pðxt; htjxt21; ht21Þpðxt21; ht21jy1:t21Þdxt21dht21 (4)

where pðxt21; ht21jy1:t21Þ is the posterior distribution at previous time step. The optimal Bayesian solution
(i.e., equations (3) and (4)) is difficult to determine since the evaluation of the integrals may be intractable
[Plaza-Guingla et al., 2013]. Consequently, approximation methods are applied to address the above issues,
and particle filter (PF) is one of the most attractable methods.

The PF method is a sequential Monte Carlo method that calculates the posterior distribution of states and
parameters by a set of random samples. In PF, the posterior distribution of state variable xt and model
parameter ht, given observations y at previous t steps, can be expressed as a weighted function [Arulampa-
lam et al., 2002; Moradkhani et al., 2005b, 2012]:

pðxt; htjy1:tÞ5
XN

i51

w1
t;idðxt2xt;i; ht2ht;iÞ (5)

where {xt;i; ht;i} is a particle set for model states and parameters with posterior weight values of w1
t;i ; d is the

Dirac delta function which is equal to 1 when xt 5 xt,i and ht 5 ht,i, and equal to 0 otherwise; and N is the
sample size.

Assuming the system state to be a Markov process, the posterior weight w1
t;i in equation (3) can be obtained

through a Bayesian recursive expression as follows [Moradkhani et al., 2012; Yan and Moradkhani, 2016]:

w1
t;i5w2

t;i

pðytjxt;i; ht;iÞ
XN

i51

w2
t;i pðytjxt;i ; ht;iÞ

(6)

where w2
t;i is the prior weight for particle i. pðytjxt;i; ht;iÞ can be obtained through the likelihood function

Lðytjxt;i; ht;iÞ. Equation (6) holds when the transition prior is chosen as the proposal distribution in PF. More-
over, in the data assimilation process through PF, the Gaussian likelihood is widely used in a number of
fields [Moradkhani et al., 2005b; Weerts and EI Serafy, 2006; Salamon and Feyen, 2010; Fan et al., 2016a; Yan
and Moradkhani, 2016], which is expressed as

Lðytjxt;i; ht;iÞ5
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð2pÞmjRtj
p exp ð2 1

2Rt
½yt;i2~y t;i �

2Þ (7)

In hydrologic data assimilation through PF, a major challenge is the depletion of a particle set, which means
that, after a few iterations (time steps), all particles except one are discarded because their importance
weights are insignificant [Doucet et al., 2001; Moradkhani et al., 2005b]. To address the above issue, sampling
importance resampling (SIR) algorithms are usually applied to eliminate the particles with small importance
weights and replace them with particles with large importance weights.

2.2. Modeling Multiple Dependence Through Copulas
A copula functions is a multivariate distribution function with uniform margins on the interval [0, 1]. Sklar’s
Theorem states that any n-dimensional distribution function F can be formulated through a copula and its
marginal distributions [Nelsen, 2006]. Consider one a random vector (X 5 (X1, X2, . . ., Xd)) with the marginal
distributions denoted as F1(x1|c1), F2(x2|c2), . . ., Fd(xd|cd), where c1, c2, . . ., cd are parameters in probability dis-
tributions. The joint probability distribution of X1, X2, . . ., Xd can be expressed as

Fðx1; . . . ; xdjc1; . . . ; cd; hÞ5CðF1ðx1jc1Þ; . . . ; FdðxdjcdÞjhÞ (8)

where C(.) is a copula function and h is the parameter in the copula function describing dependence among
those correlated variables. If these marginal distributions are continuous, a single copula function C exists,
which can be written as [Nelsen, 2006; Aas et al., 2009]

Cðu1; u2; . . . ; unjhÞ5FðF21
X1
ðu1jc1Þ; F21

X2
ðu2jc2Þ; . . . ; F21

Xd
ðudjcdÞÞ (9)

Based on equations (8) and (9), the corresponding probability density function of random vector X can be
formulated as [Nelsen, 2006; Aas et al., 2009]
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f ðx1; . . . ; xdjc1; . . . ; cd; hÞ5cðF1ðx1jc1Þ; . . . ; FdðxdjcdÞjhÞ3f1ðx1jc1Þ3 . . . 3fdðxdjcdÞ (10)

where fiðxijciÞ is the probability density function of Xi and c(.) is the density function of copula expressed as
[Nelsen, 2006; Aas et al., 2009]

cðu1; u2; . . . ; udÞ5
@d Cðu1; u2; . . . ; udÞ

@u1 . . . @ud
(11)

One of most attractable advantages of copulas is that modeling of the marginal distributions can be conve-
niently separated from the dependence modeling, leading to flexibility in selection of both the marginal
and dependent models [Brechmann and Schepsmeier, 2013; Fan et al., 2016b, 2016c]. A great number of
bivariate copulas have been developed and investigated for bivariate cases such as Gaussian, Student’s t,
and Archimedean copulas [Nelsen, 2006]. However, for random variables larger than three, the available
copula families are rather limited and the standard multivariate copulas may not model their interdepen-
dence [Brechmann and Schepsmeier, 2013].

The pair-copula approach constructs the joint distribution of a d-dimensional multivariate random variable
through d(d – 1)/2 bivariate copulas [Aas et al., 2009]. There are a great number of possible pair-copula con-
structions, among which are the canonical vine (C-vine) and D-vine as two widely used decomposition struc-

tures [Aas et al., 2009; Xiong et al., 2015].
Figure 1 shows the structures of C-vine and D-
vine for four random variables.

Consider a random vector (X1, X2, . . ., Xd) with
FkðxkÞ and fkðxkÞ being the CDF and PDF
for random variable Xk, the joint PDF

Table 1. Performance of CopPF, PF, and PMCMC on the Toy Model

NSE RMSE CRPS

CopPF 0.9849 0.1334 0.2034
PF 0.9657 0.2164 0.2389
PMCMC 0.9839 0.1481 0.2241

Figure 3. Comparison of CopPF, PF, and PMCMC for the toy model. The canyon belt indicates the 90% predictive intervals consisting of
the 5% and 90% quantile values.
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f ðx1; x2; . . . ; xdÞ, constructed by a D-vine structure, can be expressed as

f ðx1; x2; . . . ; xdÞ5
Yd

k51

fkðxkjckÞ
Yd21

j51

Yd2j

i51

ci;i1jji11;...;i1j21ðFiðxijxi11; . . . ; xi1j21Þ;

Fi1jðxi1jjxi11; . . . ; xi1j21Þjhi;i1jji11;...;i1j21Þ

(12)

where ck denotes the parameters in marginal distributions and hi;i1jji11;...;i1j21 represents the parameters in
copulas. The pair-copula constructions decompose a multivariate probability density into bivariate copulas,
with each pair-copula chosen independently from the others, which allows for an enormous flexibility in
dependence modeling [Brechmann and Schepsmeier, 2013].

2.3. Copula-Based Particle Filter
Resampling steps are essential for particle filters to mitigate the particle degeneracy effect. Resampling
is a process in which a new random measure v�t 5fxði�Þt ;wði�Þt gN�

i�51 is created from the original random
measure vt5fxðiÞt ;wðiÞt gN

i51 and then replaces the original random measure vt [Li et al., 2015]. In this pro-
cess, particles with large weights are duplicated to replace those particles with small weights. A number
of resampling approaches have been developed, such as multinomial resampling, systematic resam-
pling, residual resampling, and grouping-based resampling approaches [Li et al., 2015]. However, tradi-
tional resampling methods may also lead to undesired effects. One of them is sample impoverishment,
which means the diversity of the particles is reduced due to the removal of the low-weighted particles
[Gordon et al., 1993; Beadle and Djuric, 1997; Bolic et al., 2004; Li et al., 2015]. For example, if only a few
particles of vt have significant weights, many of the resampled particles will be the same, i.e., the num-
ber of different particles in v�t will be small [Li et al., 2015]. Recently, some research works have investi-
gated sample impoverishment in the resampling process through combining the strengths of
sequential Monte Carlo sampling and Markov chain Monte Carlo simulation [Moradkhani et al., 2012;
Vrugt et al., 2013; Yan and Moradkhani, 2016]. However, the presence of parameter correlation and inter-
action is not efficiently considered in previous resampling methods, which may reduce the reliability of
those algorithms. Consequently, this study aims to propose a copula-based particle filter (CopPF)
method by incorporating multivariate copulas in the resampling procedure to reveal the multidimen-
sional correlation structure of model parameters and then rejuvenate particle evolution in a more rea-
sonable way.

In CopPF, the dependence structure of model parameters is quantified through copulas, and the resampled
particles are then generated based on the obtained copulas. In general, a hydrologic model has several

unknown parameters larger than
two, leading to dependence struc-
ture of multidimensional. Conse-
quently, the pair-copula method is
employed in this study to quantify
the multidimensional correlation
structure of model parameters. The
CopPF method improves upon pre-
vious PF methods through resam-
pling new particles based on the
joint probability function of the
parameters obtained by the pair-
copula method. This copula-based
resampling process can evolve
parameter samples by considering
their correlation structure, which
can lead to new particles located
in the high probability density
region. Such new particles are also
different from the old one, which
can keep diversity of particles,
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Figure 4. The dependence between a1 and a2 during the data assimilation process
measured by the Kendall’s s. The results suggest highly correlation between a1 and a2

in the data assimilation process after a short warm-up period (p< 0.05).
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mitigate particle impoverishment, and then may lead to better performance than traditional PF-based
approaches.

Figure 2 shows the description of the proposed CopPF approach, in which the detailed process is given
below.

1. The initial state variables and parameters are sampled from their corresponding uniform distributions:

x1;i � U xL; xU
� �

; i5 1; 2; . . . ; ne; x 2 RNx (13)

h1;i � UðhL; hUÞ; i5 1; 2; . . . ; ne; h 2 RNh (14)

where h (h 5 {h(1), . . ., h(d)}) denotes the model parameter vector, x denotes the state variable vector,
and ne means the sample size in data assimilation process. xL and xU denote the predefined lower and
upper bounds of state variable x and h L and hU denote the predefined lower and upper bounds of
parameter h.

2. Assign a prior weight for each particle. In general, the prior weights are assigned uniformly, with each
one being equal to 1/ne.

3. At any time step t, the model states for the current step can be forecasted based on the posterior states
in step t – 1 and the prior parameters in the current step, as expressed by equation (1). The simulated
observations are then obtained through equation (2).

4. The particle weights for model states and parameters are updated through equations (6) and (7).

Figure 5. Parameter dependence during the data assimilation process. The first row indicates the posterior distribution for a1 under different time step, the second row shows posterior
distribution for a2, and all marginal distributions are obtained by kernel smoothing approach. The last row shows the joint probability distribution for a1 and a2, which indicate significant
dependence between these two parameters.
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5. The particles with insignificant weights are removed through a sampling importance resample (SIR) pro-
cess. In this work, the multinomial resampling scheme proposed by Moradkhani et al. [2005b] is employed.

6. Based on the resampled particles ht112resamp;i , the marginal distribution is constructed for each parameter
expressed as hðiÞ � GiðhjciÞ, where ci are the unknown parameters in marginal distributions. For
ht112resamp;i , their distributions can hardly be quantified by some specific distributions (e.g., normal, lognor-
mal) since ht112resamp;i represent the posterior distributions of model parameters at time step t 1 1. Conse-
quently, the nonparametric kernel density estimator is employed to approximate the distributions of
ht112resamp;i . For a set of random sample {x1, x2, . . ., xn} from a distribution with unknown density of f(x),
the associated kernel density estimator can be expressed as [Malec and Schienle, 2014]

f
^
ðxÞ5 1

nb

Xn

i51

Kðx2xi

b
Þ (15)

where b is a smoothing bandwidth with b ! 0 and nb ! 1 and K is a kernel function with its integral

equal to 1, i.e.,
ð11

21
KðuÞdu51.

01

ET P

C

Cmax UT2
αUT2

(1-α)UT2
bexp

Qquick1

UT1 Rq

Qslow

Qquick2

Rq

Qquick3

Rs Streamflow

c(t)

(a) Structure of Hymod model
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Tension Water
Free Water
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SIR
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Routing

Streamflow

(b) Structure of SAC-SMA model

Figure 6. Description of Hymod and SAC-SMA models [adopted from Vrugt et al., 2003; Lakshmi et al., 2014].

Table 2. The Predefined True Values (Used in Synthetic Experiment), Initial Fluctuating Ranges of Hymod Parameters

Description Parameter Range Synthetic True Value

Maximum storage capacity of watershed Cmax (mm) [100, 700] 428.18
Spatial variability of soil moisture capacity bexp [2, 15] 8.79
Factor distributing flow to the quick flow tank a [0.10, 0.70] 0.28
Residence time of the slow-flow tank Rs (1/day) [0.001, 0.20] 0.042
Residence time of the quick flow tank Rq (1/day) [0.2, 0.99] 0.79
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7. Transform the original parameter values ht11-resamp to uniform values in [0, 1] by uðiÞ5GiðhðiÞt112resampjciÞ,
i 5 1, 2, . . ., d, where the superscript i denotes the ith parameter in the original hydrologic model, and Gi

(i 5 1, 2, . . ., d) represent the CDF of the sample marginal for ht11-resamp obtained by the kernel estima-
tion method in Step 6. This step is required because construction of a copula need to its margins on the
interval [0, 1]. In this step, the original samples of model parameters are converted to the corresponding
probabilities (denoted as u(i)) through their estimated probability functions (Gi). These probability values
are used for determining the multivariate copula function in the next step.

8. Based on {u(i)}, fit the joint probability density with a D-vine structure expressed as

c1:dðujgÞ5
Yd21

j51

Yd2j

i51

ci;i1jji11;...;i1j21ðFðuijui11; . . . ; ui1j21Þ; Fðui1jjui11; . . . ; ui1j21ÞjgÞ (16)

and the joint density function for parameter h can be expressed as

f ðhjg; cÞ5c1:dðG1ðhð1Þjc1Þ; . . . ;GdðhðdÞjcdÞ jgÞ
Yd

i51

giðhðiÞjciÞ (17)

9. Generate new samples for ~u through the obtained copula function c1. . .d(G1(h|c1), . . ., Gd(h|cd)|g), where
~u 2 [0, 1]d. A number of approaches have been proposed to generate samples from multivariate copulas.
In this study, the R package ‘‘CDVine’’ [Brechmann and Schepsmeier, 2013] is adopted to generate new
samples from a multivariate copula with a D-vine structure.

10. Generation of the original sample value for h(i) can be obtained by

hðiÞ5G21
i ð~u

ðiÞjciÞ (18)

11. Generate alternative particles through parameter perturbation by adding small stochastic errors around
the sample:

hðiÞ�t11;i5hðiÞt112resamp;i1st11;i; st11;i � Nð0; gSðhðiÞt11;iÞÞ (19)

where g is a hyperparameter indicating the radius near each sample being explored. This hyperparameter is
identified artificially [Moradkhani et al., 2005b; DeChant and Moradkhani, 2012] and set to be 0.1 in this
study. Also, such a parameter can be adjusted in data assimilation process through the variance multiplier
approach proposed by Leisenring and Moradkhani [2012]. SðhðiÞt11;iÞ is the standard deviation of particle
values.

12. Based on Steps 6–11, two sets of samples are available for model parameters in the next time step. One
set is generated through copula resampling method described by equations (15–18), and the other set
is obtained by stochastic perturbation method described by equation (19). The question is which set of
samples will be used for the next time step. A data mismatch index is employed to evaluate the perfor-
mance of the two sets of resampled particles, which is formulated as

Sðxt; htÞ5
Xne

i51

ðhðxt;i ; ht;iÞ2yt;iÞT R21
t ðhðxt;i; ht;iÞ2yt11;iÞ (20)

Such an index has been adopted in several data assimilation literatures [e.g., Gu and Oliver, 2007; Chen
and Oliver, 2013; Zhang et al., 2014] to evaluate history-matching results. In this study, this index is used
for two purposes: (i) it can ensure that the better parameter estimations are chosen in each step and
(ii) it can help avoid divergence of the resampled particles in the data assimilation process. Assume that
hðcopÞ

t11 are the particles generated through copula resampling method and h�t112resamp are the new particles
generated by the stochastic perturbation method. If Sðxt112resamp; h

ðcopÞ
t11 Þ� Sðxt112resamp; h�t112resampÞ,

xt115xt112resamp, and ht115hðcopÞ
t11 , otherwise, xt115xt112resamp and ht115h�t112resamp.

13. Let t 5 t 1 1 if measurements are still available in the next stage and then return to Step 2; otherwise,
stop.
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3. Case Study I: Simplified Model

A regression model with two unknown parameters, expressed as yt 5 a1x 1 a2 is employed to illustrate the
CopPF approach. This simplified model is similar to the one proposed by Vrugt and Sadegh [2013].
The purpose of this model is to explore the correlation of model parameters during the data assimilation
process. Since only two parameters are involved in this simplified model, the joint probability of model
parameters can be easily visualized. Synthetic observations are first generated from this model with
x 2 ½0; 10�, and a1 5 0.5 and a2 5 5.0. A total number of 100 observations are generated which are denoted
as Y 5 {y1, y2, . . ., yn} for n 5 100. The proposed CopPF approach is then employed to identify the posterior
distributions for a1 and a2 from their initial prior distributions, in which a1 is uniformly distributed within
[0, 1] and a2 has a uniform prior of [–10, 10].

Table 3. The Performance of CopPF, PF, and PMCMC in the Synthetic Experiment of Hymod Under Different Sample Size Scenarios

CopPF PF PMCMC

NSE RMSE CRPS NSE RMSE CRPS NSE RMSE CRPS

50 Mean 0.858 11.752 3.889 0.769 14.845 4.945 0.853 11.826 4.338
Min 0.747 9.376 2.919 0.486 10.020 2.676 0.722 8.105 2.758
Max 0.911 15.836 5.640 0.899 22.571 7.966 0.934 16.608 6.416

100 Mean 0.883 10.757 3.144 0.827 12.856 3.819 0.876 10.979 3.647
Min 0.833 9.405 2.505 0.614 9.660 2.569 0.798 8.419 2.515
Max 0.911 12.876 4.326 0.906 19.567 7.203 0.929 14.145 6.309

200 Mean 0.889 10.456 2.792 0.870 11.289 3.080 0.885 10.649 2.885
Min 0.841 9.123 2.380 0.786 9.786 2.523 0.864 9.648 2.493
Max 0.916 12.541 3.436 0.903 14.581 5.237 0.906 11.614 3.376

300 Mean 0.893 10.281 2.741 0.873 11.204 2.792 0.887 10.546 2.799
Min 0.867 9.400 2.434 0.824 9.646 2.480 0.857 9.092 2.455
Max 0.911 11.473 3.555 0.906 13.222 3.358 0.917 11.903 3.377

400 Mean 0.894 10.245 2.616 0.881 10.857 2.651 0.891 10.395 2.700
Min 0.873 9.268 2.443 0.837 9.758 2.478 0.869 9.570 2.469
Max 0.913 11.230 2.780 0.904 12.694 3.016 0.908 11.413 3.308

500 Mean 0.897 10.097 2.587 0.883 10.730 2.687 0.892 10.322 2.697
Min 0.884 9.413 2.414 0.854 9.328 2.436 0.863 9.114 2.482
Max 0.911 10.712 2.758 0.912 12.035 3.182 0.916 11.644 3.064
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Figure 7. Comparison between predictions from different data assimilation schemes and synthetic observations from Hymod: The red
stars indicate the synthetic observations while the dashed line shows predictive means. The cyan belt exhibits the 90% predictive intervals
consisting of the 5% and 95% quantile values. The results show that most observations are bracketed by the predictive intervals, demon-
strating the accuracy of all three approaches.
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Three indices including root-mean-square error (RMSE), the Nash-Sutcliffe efficiency (NSE) coefficient, and
continuous ranked probability score (CRPS) are used for the evaluation of the performance of data assimila-
tion approaches. RMSE and NSE are based on the ensemble average, which are expressed as

RMSE5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

i51

ðQobsi2QsimiÞ2
vuut (21)

NSE512

XN

i51

ðQobsi2QsimiÞ2

XN

i51

ðQobsi2QobsÞ2
(22)

where N is the total number of streamflow measurements (or predictions), Qobsi are the observations, Qsimi

are the predictions from the hydrologic model, and Qobs is the mean of observations. The CRPS is a mea-
surement of error for probabilistic prediction and defined as the integrated squared difference between the
CDF of forecasts and observations [Murphy and Winkler, 1987; Hersbach, 2000; Huang et al., 2017]:

CRPS5

ð11

21
½Ff ðxÞ2FoðxÞ�2dx (23)

where Ff and F8 are CDFs for forecasts and observations, respectively. A small CRPS value indicates a better
model performance, with the value of zero suggesting a perfect accuracy for model prediction.

Figure 3 presents the performance of the proposed CopPF approach for the simplified model. Since the
model is quite basic, the CopPF can provide accurate predictions. Comparison among the proposed CopPF
method, traditional particle filter (PF) method as well as particle Markov chain Monte Carlo (PMCMC) pro-
posed by Moradkhani et al. [2012] is also presented in Figure 3. The results suggest that CopPF lead to nar-
rower predictive intervals than PF and PMCMC. Table 1 shows the performance evaluation of CopPF, PF,
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Figure 8. Parameter evolution of Hymod in the data assimilation process through CopPF, PF, and PMCMC: The cyan region exhibits the 90% predictive uncertain ranges (bracketed by
the 5% and 95% quantiles). The black line denotes the predictive means and the blue triangles at the right-hand side suggest the actual parameter values to generate the synthetic dis-
charge data.

Water Resources Research 10.1002/2016WR020144

FAN ET AL. COPULA-BASED PARTICLE FILTER FOR SDA 4860



0.4

0.6

0.8

1

0

10

20

30

2

4

6

8

0.4

0.6

0.8

1

0

10

20

30

2

4

6

8

0.4

0.6

0.8

1

 50 100 200 300 400 500
0

10

20

30

 50 100 200 300 400 500
2

4

6

8

 50 100 200 300 400 500

NSE RMSE CRPS

Smaple Size Smaple Size Smaple Size

PMCMC

PF

CopPF

Figure 10. The boxplot of NSE, RMSE, and CRPS values for performance of CopPF, PF, PMCMC on Hymod under different sample size scenarios: six sample sizes {50, 100, 200, 300, 400,
500} are selected with 30 replicates run for each sample size scenarios. This boxplot indicates the reliability of the proposed CopPF approach. The CopPF can generally generate more
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and PMCMC on the toy model,
which indicates the good per-
formances of the three methods
on such a basic model. However,
the developed CopPF approach
can achieve a slightly better per-
formance in both deterministic
and probabilistic predictions than
PF and PMCMC.

To explore the dependence
between the two parameters in
the model, the values of Kendall’s
s are generated in each data
assimilation step, as plotted in Fig-
ure 4. The results exhibit that after
a short warm-up period, the two
parameters show statistically sig-
nificant (p< 0.05) correlation.

Moreover, such correlation is negative with the associated Kendall’s s value reaching 20.7. This negative
correlation can be easily explained from the structure of the simplified model. Both the true values of a1

and a2 in the simplified model are positive, which suggests that, once one parameter is overestimated, the
other one would get an underestimated value to balance the associated overestimation resulting from the
former parameter. Furthermore, the results from Figure 4 suggest a demand to fully consider the correlated
relationship between a1 and a2 to rejuvenate their evolution in a more reliable way.

Figure 5 shows the posterior distributions for a1 and a2, and their joint probability density function obtained
by copulas. The above two rows indicate the posterior PDFs for a1 and a2 at different time steps, which are
obtained by the kernel smoothing approach. The last row shows the joint PDF for a1 and a2. For this toy
model, the most appropriate copula for modeling dependence between a1 and a2 is automatically selected
through the R package ‘‘CDVine’’ [Brechmann and Schepsmeier, 2013] by using the Akaike information crite-
rion (AIC). For instance, the joint PDF for a1 and a2 at time steps of 20, 50, 80, and 100 are plotted in Figure
4, in which the corresponding copulas are the rotated Joe copula (908), the rotated BB7 copula (2708), the
rotated BB1 copula (2708), and the rotated BB1 copula (2708), respectively.

Figure 12. The location of the studied catchments: (a) the small catchment is located in the north part of Jing River basin and (b) the Jing River. The black triangles show the location of
national meteorological stations used to generate the potential evapotranspiration, the blue cycles indicate the location of rainfall station used to generate areal precipitation, and the
blue five-pointed star shows the location of the gauge station.
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Figure 11. The ratio of samples obtained through copulas in the synthetic experiment
of Hymod under different sample size scenarios: In each step of CopPF, two sample
alternatives are available, namely sample importance resampling (SIR) and copula sam-
ple approach. This figure shows that under small sample size scenarios (�100), a large
portion of samples are generated through copulas.
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4. Case Study II: Hymod

4.1. Synthetic Experiment of Hymod
To further illustrate the applicability of the CopPF approach, CopPF is applied to a hydrologic data assimila-
tion problem through the conceptual model Hymod, as shown in Figure 6a. Hymod is a probability-
distributed model running for several time steps (e.g., minute, hour, daily) [Moore, 1985]. This model is com-
posed of three components representing water storage and routing process in a catchment, in which a
Pareto distribution is employed to reflect soil storage capacity, a slow-flow tank is used to route groundwa-
ter flow, and three identical quick flow tanks are used to route surface flow. This model has five unknown
parameters, including the maximum storage capacity (Cmax), spatial variability of soil moisture capacity
(bexp), partitioning factor between the two series of reservoir tanks (a), residence time quick flow tank (Rq),
and residence time of slow-tank (Rs), as well as two inputs including precipitation (P (mm/d)) and potential
evapotranspiration (ET (mm/d)) [Vrugt et al., 2005; Remesan et al., 2014; Fan et al., 2015b, 2016a]. The struc-
ture of Hymod is described in Figure 5. More details about Hymod can be found in a number of sources
[Boyle, 2000; Moore, 2007; Gharari et al., 2013].

A synthetic experiment is initially adopted to test the ability of the CopPF approach. Table 2 provides the
‘‘true’’ model parameters predefined before the synthetic experiment. This table also presents the initial
fluctuation ranges for the five parameters before data assimilation. Stochastic perturbations are required in
a data assimilation framework to account for the uncertainties in model inputs, parameters, and structures.
In the synthetic experiment, uncertainties in the measurement of precipitation, potential evapotranspiration
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Figure 13. Comparison between predictions from CopPF, PF, PMCMC and synthetic observations from Hymod: the red stars indicate the synthetic observations while the cyan belt
exhibits the 90% predictive intervals consisting of the 5% and 95% quantiles from the ensemble. The first 250 iterations are used for spin-up. The results show that the performance of
CopPF is best with the NSE, RMSE, and CRPS values of 0.702, 10.782, and 3.159. The three evaluation indices from predictions of PF are 0.602, 12.456, and 3.213, respectively, and the indi-
ces of PMCMC predictions are 0.6444, 11.778, and 3.369 respectively. The computation time for CopPF, PF, and PMCMC are about 803, 31, and 50 s, respectively. The copula sample ratio
of CopPF is 67.9%.
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as well as streamflow observations are accounted for by adding random perturbations. For potential evapo-
transpiration and streamflow observations, Gaussian noise is recommended by a number of sources [e.g.,
DeChant and Moradkhani, 2012; Moradkhani et al., 2012; Chen et al., 2013; Rasmussen et al., 2015]. For precip-
itation, some previous studies have applied Gaussian noise [e.g., Rasmussen et al., 2015], while others have
concluded that lognormal noise may perform better [e.g., DeChant and Moradkhani, 2012; Moradkhani et al.,
2012]. In this study, the lognormal noise is adopted for the synthetic experiment. The proportionality factors
are assumed to be 0.2 for all measurements in the synthetic experiment.

In the synthetic experiment, the initial particle values for model parameters are randomly sampled from
their uniform distributions as predefined in Table 2. The sample size for this experiment was initially set to
be 100 and 1 year synthetic observations were used for assimilation into the hydrologic prediction process
through the proposed CopPF method. Figure 7 shows the comparison of synthetic observations and predic-
tions from CopPF, PF, and PMCMC. The results demonstrate that the 90% predictive intervals (consisting of
5% and 95% quantiles) from the three data assimilation schemes can generally bracket the synthetic obser-
vations and the associated predictive mean values can well track the fluctuation in the synthetic discharges.
Figure 8 presents temporal evolution of the five parameters in Hymod (i.e., Cmax, bexp, alpha, Rs, Rq) in the
data assimilation process through CopPF, PF, and PMCMC. The results indicate that all five parameters in
Hymod are identified well after a number of data assimilation steps. A discharge series larger than 200 days
appears to be sufficient to quantify parameter distributions with limited ranges. As shown in Figure 8, the
proposed CopPF can rejuvenate particle evolution in wider fluctuation ranges than those obtained by PF
and PMCMC, which suggests the potential of CopPF in mitigating sample impoverishment. However, in all
the three data assimilation schemes, some parameters may not converge to their true values (e.g., Rs for
CopPF, Rq for PF), and the estimations from PMCMC show apparent bias in this experiment.

In hydrologic models, their parameters are generally interrelated, and thus the optimal value of one param-
eter is dependent upon the values of other parameters. Similarly, such interrelationships among parameters
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Figure 14. Performance comparison among CopPF, PF, and PMCMC on Hymod in different sample size scenarios: the sample size changes from 110 to 490 with an increasing value of
20 in each time. In each sample size scenarios, 20 replicates are run with the first 250 iterations being the spin-up period and the associated minimum, mean, and maximum and quantile
values for NSE, RMSE, and CRPS are obtained based on these 20 replicates.
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exist in the data assimilation
process. Figure 9 presents the
interrelationships among differ-
ent pairs of parameters
(denoted as Cmax-bexp, Cmax-a,
Cmax-Rs, Cmax-Rq, bexp-a, bexp-Rs,
bexp-Rq, a-Rs, a-Rq, and Rs-Rq)
measured through Kendall s
values. As shown in Figure 9a,
the correlation among different
parameters is varied in the data
assimilation process. Taking the
interdependence of Cmax-bexp as
an example, these two parame-
ters are generally positive-
correlated in the former data
assimilation steps, then develop
a negative correlation structure
in the middle period, and then
return to a positive correlation
structure. The correlation
among other parameters also
shows similar characteristics.
This suggests that the five
parameters in Hymod may be
depending on each other, but
the dependence structures of
one pair of parameters are var-

ied in data assimilation process. Figure 9b presents the p-values associated with the Kendall’s s in Figure 9a,
in which the p-value less than 0.05 suggests the dependence of two parameters is significant. The results
indicate that the interdependence of the five parameters in Hymod is not always significant. In some data
assimilation periods, all the five parameters are independent. However, the developed CopPF can also han-
dle such conditions since resampling procedure through stochastic perturbation (expressed by equation
(19)) is also involved in CopPF. When the interdependence among parameters is not significant, the par-
ticles would be rejuvenated by the stochastic perturbation method, which would be determined by equa-
tion (20). In this experiment, the values of Kendall’s s for Cmax-bexp, Cmax-a, Cmax-Rs, Cmax-Rq, bexp-a, bexp-Rs,
bexp-Rq, a-Rs, a-Rq, and Rs-Rq would be 0.04, 20.11, 0.06, 20.01, 20.06, 20.01, 0.09, 20.07, 20.09, and 20.06,
respectively, at t 5 62, which shows independent structures among those parameters with all p-values
larger than 0.05. At this time step, the particles resampled by the stochastic perturbation method lead to a
data mismatch index value of 258.81, while the particles resampled by copulas generate a value of 884.60
for such an index. This indicates that the particles resampled by the stochastic perturbation method would
be chosen at this time step.

To further demonstrate the robustness of the proposed method, all the three data assimilation schemes
were tested for the synthetic experiment under a number of sample size scenarios. In detail, six sample size
scenarios, {50, 100, 200, 300, 400, 500}, were selected, in which 30 replicates were conducted under each
sample size scenario. Figure 10 presents the boxplot exhibiting the variations of NSE, RMSE, and CRPS val-
ues under different sample size scenarios. It indicates that the performance of CopPF is generally much reli-
able with limited fluctuating ranges for all the three indices when the sample size is larger than a few
hundred values. For instance, as presented in Figure 10, the generated NSE values are approximately larger
than 0.8 for all replicates when the sample size is greater than one hundred. For the probabilistic forecasts
obtained from CopPF, the associated CRPS would be less than 4.5 for all replicates when the sample size is
equal or larger than 100. For PF and PMCMC, they generally provide better forecasts when the sample size
increases. However, the performance of PF and PMCMC shows significant variation for low sample size sce-
narios, as presented in Figure 10.
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Figure 15. The resampling ratio through copula approach for Hymod: in all sample size
scenarios, the copula resampling scheme makes a major contribution in the CopPF for the
real-case study.
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Table 3 gives the minimum, maximum, and mean values of NSE, RMSE and CRPS for CopPF, PF, and
PMCMC performance under different sample size scenarios. The results suggest that reliable predic-
tions can be generated through CopPF with a sample size larger than 100. Moreover, optimal perfor-
mance can be achieved by CopPF with relatively modest sample sizes. As shown in Table 3, CopPF
can reach an optimal performance for the synthetic experiment with a sample size over 100, reaching
mean values of NSE, RMSE, and CRPS of 0.883, 10.757, and 3.144, respectively. Such a performance
will not change significantly as the sample size increases. For instance, the mean NSE values are
0.889, 0.893, 0.894, and 0.897 for the sample size of 200, 300, 400, and 500, respectively. Furthermore,
compared with PF and PMCMC, the proposed CopPF can achieve lowest mean values in NSE, RMSE,
and CRPS for all sample scenarios, which suggests the best predictions for both deterministic and
probabilistic cases.

In CopPF, there are two potential resampling schemes, namely the traditional SIR (i.e., stochastic pertur-
bation expressed by equation (19)) approach and the copula sampling method. At each time step, the
particles are resampled through these two schemes and the better sample set is chosen as the posterior
estimation for the current stage. The proportion of time steps using the copula sampling scheme is plot-
ted in Figure 11. It is indicated that more than 52% of the time steps (approximately 190 days) used the
copula resampling scheme in the synthetic experiment under a sample size of 50. Such a proportion
decreases as the sample size increases. In the extreme scenario with a sample size of 500, the copula
resampling scheme contributes less than 2% in the data assimilation process. This means that the copula
resampling scheme is more applicable for limited sample size scenarios in which serious sample impov-
erishment occurs. In terms of this synthetic experiment, the SIR scheme is sufficient to keep considerable
sample diversity when 500 samples are adopted and only a few steps are needed for the copula resam-
pling procedure.

4.2. Real-World Application for a Small-Scale Watershed
The developed CopPF approach is first tested for hydrologic data assimilation in a catchment located in the
north part of the Jing River basin in China. Figure 12b shows the location of the studied catchment, which
has a drainage area of 4640 km2 and two main tributaries converging together at Hongde station (107.198E,
36.768N). In general, the Jing River basin (shown in Figure 12a) has a semiarid and subhumid continental
monsoon climate, resulting in considerable temporal-spatial variations in precipitation [Xu et al., 2017].
From the north to south part of the basin, the annual precipitation ranges from 240 to 710 mm, with
approximate 50–60% precipitation occurring in the Summer and Fall seasons. In particular, the studied
catchment in this case is located in the northern part of the Jing River basin, and the annual precipitation
there fluctuates from 240 to 350 mm with a mean annual precipitation of approximately 309 mm. The areal
precipitation data for Hymod were interpolated from site precipitation (denoted as P) measurements

Table 4. Parameter Description of SAC-SMA

Parameter Description Unit Range
Synthetic

True Value

UZTWM Upper zone tension-water maximum storage mm [5, 200] 60.3
UZFWM Upper zone free-water maximum storage mm [5, 120] 70.3
UZK Upper zone free water lateral drainage rate day21 [0.1, 0.75] 0.49
PCTIM Impervious fraction of the watershed area (decimal fraction) [0, 0.1] 0.02
ADIMP Additional impervious area (decimal fraction) [0, 0.5] 0.3
ZPERC Maximum percolation rate (dimensionless) [5, 500] 289.0
REXP Exponent of the percolation equation (dimensionless) [1, 7] 3.4
LZTWM Lower zone tension water maximum storage mm [50, 500] 282.0
LZFSM Lower zone supplemental free water maximum storage mm [15, 300] 181.0
LZFPM Lower zone primary free water maximum storage mm [20, 600] 455.3
LZSK Lower zone supplemental free water lateral drainage rate day21 [0.03, 0.2] 0.06
LZPK Lower zone primary free water lateral drainage rate day21 [0.001, 0.015] 0.004
PFREE Fraction of water percolating from upper zone directly to

lower zone free water (decimal fraction)
[0.001, 0.5] 0.16

RIVA Riverside vegetation area (decimal fraction) 0.3 0.3
SIDE Ratio of deep recharge to channel base flow (dimensionless) 0 0
RSERV Fraction of lower zone free water not transferrable to lower

zone tension water (decimal fraction)
0 0
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distributed over the catchment, and the areal potential evapotranspiration (denoted as ET) data were inter-
polated from the ET data at the national meteorological stations in the Jing River basin. The streamflow
observations at Hongde station were used in this case study.

In this real-world case study, Gaussian noise with a mean value of 0 and 20% relative error was introduced
into the potential evapotranspiration to account for uncertainties in this kind of forcing data. Random per-
turbation was also added to the precipitation, which is assumed to be lognormally distributed with a 20%
relative error. Also, Gaussian noise was added to the streamflow observations with a relative error of 20% of
the actual observations. The sample size for this case study was set at 100.

Figure 13a presents the comparison between 90% predictive intervals from the CopPF method and real-
world streamflow discharge data. It can be observed that the obtained predictive intervals can generally
match the observations, except for some underestimations in high-flow periods. Moreover, traditional PF
with SIR and particle Markov chain Monte Carlo (PMCMC) methods proposed by Moradkhani et al. [2012]
are applied to this case study and the results are plotted in Figures 13b and 13c. The results indicate that
the predictions from PF and PMCMC can also fit observations well under low flow periods. At high-flow
periods, both PF and PMCMC provide underestimations. Even though all three data assimilation schemes
provide underestimations at high-flow periods, the proposed CopPF can generally provide better predic-
tions than the PF and PMCMC approaches. To further compare performances of CopPF, PF, and PMCMC,
all the three approaches would be run under different sample size scenarios. In detail, the sample size
changes from 110 to 490 with an increasing value of 20 in each time and 20 replicates are run for each
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Figure 16. Parameter evolution in the data assimilation process through CopPF, PF, and PMCMC for the SAC-SMA model: the cyan region exhibits the 90% predictive uncertain ranges
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sample scenario with the first 250 steps being the spin-up period. Also, these replicates are run based on
similar initial conditions. The corresponding minimum, maximum, and quantile values for NSE, RMSE, and
CRPS are generated based on those replicates and plotted in Figure 14. The results show that the perfor-
mance of CopPF is generally better than PF and PMCMC for nearly all sample size scenarios. Moreover,
the CopPF approach will generate more reliable predictions than PF and PMCMC in this case, with the cor-
responding NSE values larger than 0.5, RMSE values less than 14 and CRPS values less than 4 for all sam-
ple size scenarios. In comparison, the performances of PF and PMCMC vary significantly even under large
sample size scenarios.

In the previous synthetic experiment, most particles were evolved through the traditional SIR approach
with about 53% particles being generated through the copula sampling method for the sample size of 50.
In comparison, most particles were resampled through the copula sampling approach in the real-world
case study, as presented in Figure 15. In all sample size scenarios, parameter evolution was mainly con-
ducted through the copula resampling algorithm, evolving more than 65% time steps for low sample size
scenarios. As the sample size increases, the SIR algorithm makes a greater contribution in CopPF, but the
copula resampling approach still dominates parameter evolution. For instance, in those scenarios with sam-
ple sizes larger than 400, more than 50% of the parameter evolution steps are still performed by the copula
resampling method except for the sample size of 450. Compared with the results from the synthetic experi-
ment, the copula resampling method makes greater contributions in the real-world case study. This phe-
nomenon happens mainly because, for the real-case application, a large discrepancy between particle

ensembles and the respective observa-
tions may frequently occur. The tradi-
tional SIR procedure can merely evolve
each parameter in its adjacent area sep-
arately, which may not lead to preferred
particles with better matching observa-
tions. The copula resampling approach
infers a new set of parameters by
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Figure 17. Comparison between predictions from different data assimilation schemes and synthetic true observations from SAC-SMA
model: The blue stars indicate the true values while the black line shows predictive means. The cyan belt exhibits the 90% predictive inter-
vals consisting of the 5% and 95% quantile values. Such results are obtained by CopPF, PMCMC, and PF with a sample size of 100.

Table 5. Performance of CopPF, PF, and PMCMC on Synthetic Case of
SAC-SMA Model

NSE RMSE CRPS

CopPF 0.9721 1.6530 0.7197
PF 0.9274 2.6672 1.6877
PMCMC 0.8889 3.2991 1.3755
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considering interrelationships among these parameters and offers greater opportunity to access new sam-
ples that lead to a better match between predictions and observations.

5. Case Study III: Sacramento Soil Moisture Accounting Model (SAC-SMA)

5.1. Synthetic Experiment of SAC-SMA
The SAC-SMA model will be further applied for testing the applicability of the proposed CopPF approach.
The SAC-SMA model, introduced by Burnash et al. [1973], is a physically based conceptual model and is
used by the National Weather Service (NWS) for streamflow prediction in U.S. As presented in Figure 6b,
this model conceptualizes water storage with two vertical zones: (i) the upper zone accounting for the
short-term storage of water in soil and (ii) the lower zone representing the longer-term groundwater stor-
age [DeChant and Moradkhani, 2012]. Each zone has free water and tension water components, in which
free water is dominantly driven by gravitation forces but may also be depleted by evapotranspiration, per-
colation, and horizontal flow, while the tension water (slow-flow component) is driven by evapotranspira-
tion and diffusion [Hirpa, 2013]. This model has six state variable, including the upper zone tension water
content (UZTWC), the upper zone free water content (UZFWC), the lower zone tension water content
(LZTWC), the lower zone free primary content (LZFPC), the lower zone free supplemental content (LZFSC),
and the total tension water content including impervious area (ADIMC). Sixteen parameters are involved in
the SAC-SMA model and Table 4 summarizes the description, variation range as well as the synthetic true
value to generate the synthetic streamflow and soil moisture for each parameter. Thirteen parameters are
considered for data assimilation with the other three ones fixed at prespecified values according to some lit-
erates [Gan et al., 2014; Wang et al., 2016]. Similar to the synthetic experiment of Hymod, Gaussian noise is
employed to account for uncertainties in evapotranspiration and the synthetic ‘‘true’’ observations, while
lognormal noise is used for precipitation. A proportionality factor value of 0.2 is used for all measurements
in the synthetic experiment.

In this synthetic case, the initial particles for the parameters of SAC-SMA are sampled uniformly from their
prespecified intervals presented in Table 4. The sample size for this experiment is set to be 100. One year
synthetic observations are used for data assimilation with the first 50 step used as the spin-up period. Figure
16 compares temporal evolutions of UZTWM, UZFWM, LZTWM, LZFSM, and LZFPM in the data assimilation
process by CopPF, PMCMC, and PF. It can be observed that the CopPF can rejuvenate particle evolution in
wider fluctuation ranges than those obtained by PF and PMCMC, which can lead to less opportunities for
sample impoverishment. Such a conclusion is consistent with that obtained by the synthetic experiment of
Hymod. The comparison between ensemble predictions and synthetic observations is shown in Figure 17.
The results conclude that CopPF would produce 90% predictive intervals with larger uncertainties than
those from PMCMC and PF. This is mainly due to the wider spread ranges for model parameters as shown
in Figure 16. However, as shown in Table 5, the results of NSE, RMSE, and CRPS reveal that the proposed
CopPF can provide better results for both probabilistic and deterministic predictions than PMCMC and PF.

5.2. Real-World Case for a Large-Scale Watershed
The applicability of the developed CopPF approach is further demonstrated through hydrologic data
assimilation in a large-scale watershed by SAC-SMA model. As presented by Figure 12a, the Jing River

Table 6. Performance Comparison of CopPF, PMCMC, and PF on the SAC-SMA Model at Jing River

Sample Size Method NSE RMSE CRPS

100 PF 0.7082 45.8617 24.4407
PMCMC 0.7137 46.2676 24.1280
CopPF 0.7847 40.1186 21.4039

200 PF 0.6722 48.6064 23.1844
PMCMC 0.6770 49.1448 24.5307
CopPF 0.7641 41.9960 19.6568

300 PF 0.6585 49.6114 24.0295
PMCMC 0.7575 42.5775 20.6561
CopPF 0.8158 37.1033 16.9905

400 PF 0.7326 43.8964 16.4880
PMCMC 0.7825 40.3263 20.4384
CopPF 0.7526 43.0046 24.0494
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is one of the main tributary of the Weihe River, which is the largest tributary of Yellow River. It is
located in the middle of the Loess Plateau (100.98E–114.558E and 33.728N–41.278N), with a drainage
area of 45,421 km2. In this study, the inputs of the SAC-SMA model are obtained based on meteorologi-
cal measurements at the national stations (the black triangles in Figure 12a), while the streamflow measure-
ments at Zhangjiashan station (108.608E and 34.638N) are used for data assimilation by CopPF, PMCMC, and

PF approaches. Similar to its catch-
ment in the northern part, Gaussian
noise with a mean value of 0 and
20% relative error was introduced
into the potential evapotranspira-
tion and streamflow observations to
account for their inherent uncertain-
ties in this kind of forcing data,
while the precipitation is assumed
to be lognormally distributed with a
20% relative error. The sample size
for this case study is set at 100 and
observations of 3 years are
employed with the first 250 itera-
tions used for spin-up of the data
assimilation methods.
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Figure 18. Comparison between predictions from different data assimilation schemes and real observations at Zhangjiashan station at
Jing River basin: the Fuchsia stars indicate the true values while the black dashed line shows predictive means. The cyan belt exhibits the
90% predictive intervals consisting of the 5% and 95% quantile values. Such results are obtained by CopPF, PMCMC, and PF with a sample
size of 100 and the first 250 being the spin-up period. The NSE, RMSE, and CRPS values for PF predictions are 0.708, 45.862, and 24.441.
The three indices for PMCMC predictions are 0.714, 46.268, and 24.128. Those evaluation indices for CopPF are 0.785, 40.119, and 21.404.
The computation time for PF, PMCMC, and CopPF are 77.4, 115.3, and 1360.7 s. The copula sample ratio of CopPF is 57.1%.
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Figure 18 shows performance of ensemble predictions from PF, PMCMC, and CopPF. It is noticed that for all
three approaches provide accurate predictions during the low-flow periods. However, for high-flow periods,
both PF and PMCMC generate underestimations, while the proposed CopPF approach can offer better pre-
dictions. Moreover, it is observed that 90% predictive intervals from CopPF are wider than those from PF
and PMCMC, especially at high-flow periods. This is due to the fact that the wider spreads of parameter pos-
terior distributions from CopPF, as presented in previous synthetic experiments. To further characterize the
impacts of sample sizes on those three methods, three more sample scenarios are chosen, including 200,
300, and 400. As shown in Table 6, the proposed CopPF can generate reliable results for both deterministic
and probabilistic predictions at low sample size scenarios, and the sample size would not influence the per-
formance of CopPF significantly. Such a conclusion is consistent with the one from the first real case by
Hymod. In comparison, larger sample may be required for PF and PMCMC to achieve good estimations.
Moreover, the particles are mainly rejuvenated by the copula resampling procedure for data assimilation by
the SAC-SMA model for Jing River basin, as presented in Figure 19. This is also consistent with the conclu-
sion for Hymod in the small-scale watershed case.

6. Discussion

As illustrated in the case of toy model, the choice of copulas for describing the dependence among parame-
ters may be varied during the data assimilation process. This is also true for the application of CopPF for
hydrological data assimilation by Hymod and SAC-SMA models. Figure 20 presents copula options of CopPF
on the two real cases. It can be found that the copula choosing patterns are quite similar between Hymod
and SAC-SMA model. For both cases, Frank copula (i.e., x 5 5) would be chosen most frequently, followed
by the Gaussian copula (i.e., x 5 1). This may because that the parameters in these two copulas have least
restriction. For instance, the parameter in a Frank copula can be any value except zero, while the parameter
in a Gaussian copula is described by a specific correlation coefficient varied in [–1, 1]. In comparison the
parameter in a Gumbel (i.e., x 5 4) should larger than 1, which means that it can only be applicable for posi-
tive dependence structures (the parameter h in a Gumbel copula can be estimated by h 5 1/(1 – s), where s
is the Kendall’s correlation coefficient).
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Figure 20. Copula options in the data assimilation by Hymod and SAC-SMA hydrological models: the correspondence between xlabel values and copulas can be found in Brechmann
and Schepsmeier [2013]. In detail, for both Hymod and SAC-SMA models, Gaussian copula (i.e., x 5 1) and Frank copula (i.e., x 5 5) are used most frequently.
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One major issue of the proposed CopPF approach is its computation demand, since resampling by
copulas need additional computation for parameter estimation for both marginal distributions and
dependence structures. Such procedures would be extensive time consuming if the best copula combi-
nation is determined and then the associated model parameters are estimated by maximum likelihood
estimation (MLE) method. For instance, if the above procedures (i.e., include copula selection and
parameter estimation by MLE) are applied for Hymod, the computation demand would be about
1908.0 (s) for a sample size of 100, and this would increase to 5993.5 (s) for a sample size of 400. For
the SAC-SMA model, much more time is required (about 1.2 3 104 (s) for a sample size of 100, and
4.2 3 104 (s) for a sample size of 400) since for SAC-SMA with 13 parameters, 78 bivariate copulas
should be identified at each time step. Consequently, we recommend to use prespecified copula in the
developed CopPF. The Frank copula is used in this study for three reasons: (i) as presented in Figure
20, Frank copula is used frequently for both Hymod and SAC-SMA models and (ii) Frank copula can
model both positive and negative structures; (iii) Frank copula is a kind of Archimedean copula and its
parameter can be estimated by inversion of Kendall’s s, which is much faster than MLE. Also, using spe-
cific copula is acceptable for CopPF, since particles can be rejuvenated by traditional SIR scheme if
samples from the Frank copula are unreasonable. Figure 21 presents the computation demands for
CopPF, PF, and PMCMC methods for different sample size scenarios, in which CopPF is implemented
with the Frank copula. The results show that CopPF needs more computation time than PF and
PMCMC. However, compared with CopPF including copula selection, using a specific copula can signifi-
cantly reduce time consuming of CopPF, especially for the SAC-SMA model. Even though more compu-
tational demand is required for implementation of CopPF, it can still applicable since, as illustrated by
the two real-case studies, the developed CopPF can improve particle impoverishment and achieve reli-
able predictions with low sample sizes. Moreover, the sample size does not influence the performance
of CopPF significantly. This is meaningful for those models with limited parameters but extensive com-
putational demand.
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7. Conclusions

In this study, a copula-based particle filter (CopPF) approach has been proposed to improve performance of
particle filter (PF) in hydrological data assimilation by introducing copulas to describe parameter interde-
pendence. In data assimilation through CopPF, two resampling schemes are used for particle rejuvenation,
in which one set of samples is resampled by traditional sample importance resampling (SIR) procedure and
the other set is generated by copula resampling method. A data mismatch index is then employed to deter-
mine which set is used for the posterior estimation for current step. The introduction of copula resampling
method can generate new particles which are different from the old ones, and thus increase the diversity of
the particles and mitigate sample impoverishment.

To demonstrate the applicability of the developed CopPF method, three kinds of models with different
parameter dimensions have been considered for simple regression, as well as data assimilation in both
small-scale and large-scale watersheds. Comparison with PF and particle Markov chain Monte Carlo
(PMCMC) has also been performed through evaluation indices of root-mean-square error (RMSE), the Nash-
Sutcliffe efficiency (NSE) coefficient, and continuous ranked probability score (CRPS). Based on those case
studies, some findings can be concluded:

1. In data assimilation, posterior estimations for parameters can be correlated among each other, and for
one pair of parameters, their correlation structure would be varied and may be positive or negative in
data assimilation process.

2. The proposed CopPF can rejuvenate particle evolution in wider fluctuation ranges than those obtained
by PF and PMCMC, and thus lead to less chance for particle degeneracy and impoverishment.

3. The CopPF can provide more accurate results for both deterministic and probabilistic predictions than PF
and PMCMC at low sample size scenarios. Moreover, the sample size does not influence the performance
of CopPF significantly.

4. The computational time may be an issue for implementation of CopPF. But using prespecified copulas
can dramatically reduce the computational demand of CopPF. We recommend to adopting the Frank
copula in implementation of CopPF since it can describe both positive and negative correlation struc-
tures and has least restriction in its parameter estimation.

This study is the first attempt to incorporate copula methods into sequential hydrologic data assimilation to
fully describe parameter multidimensional correlation structures, and then generate new samples based on
the knowledge of parameter interdependence. The case studies for one simplified regression and two real-
world hydrologic data assimilation problems have demonstrated the significant potential of the proposed
CopPF approach. The results conclude that the developed CopPF can provide accurate predictions with low
sample size scenarios. However, the impacts of uncertainties in model inputs and streamflow observations
may have both individual and joint effects on the performance of the data assimilation schemes. Further
research work is required to characterize impacts from uncertainties of inputs and streamflow measure-
ments and reveal the main contributors for impacting CopPF’s performance.
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