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Abstract  

This paper examines the challenges of leveraging big data in the humanitarian sector in 

support of UN Sustainable Development Goal 17 “Partnerships for the Goals”.  The full 

promise of Big Data is underpinned by a tacit assumption that the heterogeneous ‘exhaust 

trail’ of data is contextually relevant and sufficiently granular to be mined for value. This 

promise, however, relies on relationality – that patterns can be derived from combining 

different pieces of data that are of corresponding detail or that there are effective 

mechanisms to resolve differences in detail. Here, we present empirical work integrating 

eight heterogeneous datasets from the humanitarian domain to provide evidence of the 

inherent challenge of complexity resulting from differing levels of data granularity. In 

clarifying this challenge, we explore the reasons why it is manifest, discuss strategies for 

addressing it and, as our principal contribution, identify five propositions to guide future 

research. 
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Exploring Future Challenges for Big Data in the Humanitarian Domain 

Introduction  

Aid is typically perceived to be of two basic types, development aid and humanitarian aid. 

Development aid concentrates on systematic change over the long-term in support of 

developing countries. In contrast, humanitarian aid concentrates on providing highly time-

sensitive and context-driven assistance to address the urgent needs of those affected by 

disaster. This distinction is increasingly challenged. From a practice perspective, for 

example, humanitarian actors often extend the boundaries of post emergency aid – 

potentially merging the original intent and the ultimate application of the aid provided 

(Buchanan-Smith & Fabbri, 2005; Riddell, 2008). From a policy perspective, the United 

Nations General Assembly has established 17 interconnected United Nations Sustainable 

Development Goals (UNSDGs) to extend global efforts beyond the flow of aid (United 

Nations, 2015c). Inherent in these goals is a need for joined-up thinking, made explicit by 

UNSDG 17 “Partnerships for the Goals” (United Nations, 2015b), which further blurs the line 

between development aid and humanitarian aid. As noted by the UN Secretary General – 

“Humanitarian actors need to move beyond repeatedly carrying out short-term 

interventions year after year towards contributing to the achievement of longer-term 

development results” (Ki-moon, 2016 p. 32). This is a direction of travel that is promoted by 

some (Grogan & Strohmeyer, 2016; UN News, 2018) and viewed with trepidation by others 

(DuBois, 2016).  

Implicit in the drive to meet policy goals is an imperative for "quality, accessible, timely and 

reliable dis-aggregated data” (United Nations, 2015c Para. 48). The UN Secretary General’s 

Report to the 2016 World Humanitarian Summit repeatedly stresses the importance of 

systematically tracking and collecting reliable data with deference to privacy as well as the 

need to securely collate and analyse said data (Ki-moon, 2016 Paragraphs 58, 60, 80, 93, 

120, 122–124, 128, 137, 150, 156 and Annexe pages 52, 56, 57–59). In practice, however, 

such imperatives present significant challenges that hinge around how to extract value from 

big data. In recognising such challenges, UNSDG targets 17.18 and 17.19 note the need for 

capacity building re (big) data, monitoring and accountability (United Nations, 2015b). 

Furthermore, and importantly, the UNSDG push on data represents a tacit 



acknowledgement that joined-up thinking needs joined-up data (Lisowska, 2017; Orrell & 

Lisowska, 2017). Here there is a recognition that the spectrum of domain sources will be of 

significant variety, volume and/or velocity – i.e., ‘big data’ (Laney, 2001; United Nations, 

2015d).  

In learning from industrial work in this area, studies note that a primary barrier to achieving 

value stems from a naive assumption that instrumentation alone is sufficient to deliver 

value (Lavalle et al., 2011). The value of data and analytics as strategic assets that can help 

organizations achieve their goals “depends on the questions that leaders ask and the 

capabilities they are looking to cultivate” (Lavalle et al., 2011). The causal link between 

analytics and value concepts such as organizational performance is neither clear nor 

straightforward and this is an issue that has attracted increasing attention (e.g., Huberty, 

2015; Popovič et al., 2018; Sharma et al., 2014). Addressing this link, Sharma, Mithas, & 

Kankanhalli (2014) make several important observations. First, they question an (implicit) 

assumption in the extant analytics literature that organizations can function as they did 

before – proposing that decision making and resource allocation processes will need to 

transform if organizational performance is to benefit from analytics. This is a point that is 

strongly echoed in Goal 17 (United Nations, 2015b). Second, they propose that insight does 

not emerge mechanically from the analytical process; rather it comes from an active process 

of engagement. Third, they propose that the pathway between insight and action is not 

obvious, involving creative, contextual and psychological factors in many instances. Last, 

they question a strong belief in the literature that, if the quality of decisions can be 

improved by analytics, then deriving value from those decisions is trivial – here uncertainties 

of successfully implementing decisions and of the success of strategic actions are raised. 

Underpinning these issues, however, is another that concerns the heterogeneous nature of 

big data – its generation and sharing mechanisms challenge the technical and expertise-

based models that have evolved to guide data practices and organisational intelligence to-

date (Constantiou & Kallinikos, 2015). Mismatches in granularity (level of detail) and the 

inability to predict a priori what data assets/resources may have to be integrated to answer 

certain questions significantly muddy the analytical picture (Almeida & Calistru, 2012; 

Sivarajah et al., 2017). In concentrating on value as an important outcome of (big) data 

analytics, we critically explore the intersection between the points raised above – in essence 



to answer the question of how does the vision of (big) data analytics translate to practice in 

the humanitarian domain. The UDSDG and policy on data makes strong demands in this 

regard and it is important to examine how and where the state-of-the-art falls short. In 

doing this, the paper is structured as follows. First, we review the big data literature with a 

particular focus on the causal link between instrumentation, analytics and humanitarian 

‘value’.  Second, we explore that causal link empirically via the synthesis of eight 

heterogeneous data sets from the humanitarian aid domain. We do this to illustrate the 

issues that arise from a lack of attention to the need for heterogeneous data integration and 

the resulting effect that has on the questions that can be asked of such data and subsequent 

limitation on value. Last, we discuss how the issues we identify can be addressed, 

presenting a call to arms through five propositions that form the basis of an agenda for 

future research. It is this call to arms, firmly based in issues arising from our empirical work 

that provides the principal contribution of the work. 

The Concept of Value in ‘Big’ Data  

In 2010, The Economist noted that data are becoming the ‘new raw material of business: an 

economic input almost on a par with capital and labour’ (The Economist, 2010). This was an 

observation on both the inexorable rise in the volume of data being generated and the 

potential of this data to do things that could not previously be done – unlocking new 

sources of economic and social value, providing fresh scientific insights and holding 

governments to account in doing so for example. The potential for ‘big data’ to generate 

value across a multitude of domains is echoed in management reports that argue it to be a 

key basis for competition – providing the foundation for ongoing productivity, innovation 

and competitiveness (Manyika et al., 2011). Industry interest and investment in big data 

technologies and skills has been significant as a consequence and, concomitantly, there has 

been an exponential rise in publications related to big data (see Ekbia et al., 2015). 

Rather than having a concrete definition – the understanding of big data revolves around its 

characteristics (the so called ‘V’s), which have expanded to include volume, velocity, variety, 

veracity, value, visibility, viability and variability (Bedi et al., 2014; Grimes, 2013; IBM, 2013; 

Laney, 2001, 2012, 2013; White, 2012). While all characteristics are arguably important, 

value has been highlighted as a key concern. From a business perspective, this concern is 

targeted at the conversion process between big data (and its associated technologies) and 



improved firm performance – proceeding on the assumption that big data adds value 

indirectly (Ylijoki, 2018). The insight from early studies examining this phenomena clearly 

connected (effective) analytics with performance – with top performing respondents 

proposing that it was their use of data and analytics that provided a key differentiator with 

industry competitors (Lavalle et al., 2011). Findings here (ibid) were that top performers (as 

defined): (a) Made decisions based on rigorous analysis; (b) were twice as likely to use 

analytics to guide future strategies than poor performers; and (c) were twice as likely to use 

analytics to guide day-to-day-operations than poor performers. In the extant literature, the 

way in which value manifests itself includes improved product development and faster time-

to-market cycles in product/service innovation cycles (Manyika et al., 2011); inventory 

accuracy (Bärenfänger et al., 2014); delivery accuracy (Dutta & Bose, 2015); improved 

customer relationship management (McAfee & Brynjolfsson, 2012). 

In the world of commerce, the perception of value from analytics is ultimately linked to the 

continued viability and success of a commercial entity (H. Chen et al., 2012; Sharma et al., 

2014). In the humanitarian aid sector, however, the value proposition of big data is 

inextricably linked to human survival and well-being (Kamper, 2019; Meier, 2015). In this 

sector, amongst other value-laden possibilities, big data analytics is seen as offering the 

means to overcome inherent weaknesses in humanitarian aid supply chains by improving 

visibility and coordination and thereby yielding the intrinsic value of saving lives and 

reducing the suffering of survivors (Dubey et al., 2018). Additionally, before, during and 

after a crisis event, big data analytics holds the promise of descriptive (e.g. crises mapping), 

prescriptive (e.g. routing) and predictive (e.g. shelter planning) solutions across 

humanitarian operations (Lycett & Monaghan, 2013; Swaminathan, 2018). Nonetheless, 

while the value dimension of business analytics may be anchored to human needs in the 

humanitarian domain, the underlying concepts, constructs, paradigms and limitations of 

business analytics remain applicable (Gandomi & Haider, 2015; Sharma et al., 2014).  

Researchers have suggested that business analytics can help organisations to better 

compete in the marketplace by understanding its needs and leveraging opportunities 

embedded in large amount of data to make fast and informed decisions (H. Chen et al., 

2012; Lavalle et al., 2011). Studies have also noted, however, that the causal link between 

analytics and value concepts such as organizational performance is neither clear nor 



straightforward. As noted in the introduction, Sharma et al. (2014) argue that business 

performance gains are not a direct result of business analytics: Instead, value is an outcome 

of the decisions that are based on meaningful insights that can be generated from data 

(Gandomi & Haider, 2015; Sharma et al., 2014): Perhaps, more properly, it is the actions 

resulting from such decisions. The impediments to direct performance gain are many, 

including: Developing organisational strategy appropriate to big data (Constantiou & 

Kallinikos, 2015; Elgendy & Elragal, 2014; Gandomi & Haider, 2015; Gantz & Reinsel, 2011); 

organisational social capital and dynamic capabilities (Blyler & Coff, 2003); the quality of 

decision making (Sharma et al., 2014); data quality (Hazen et al., 2017; Merino et al., 2016; 

Vidgen et al., 2017) and data maturity (Anand et al., 2016; Comuzzi & Patel, 2016); resource 

availability (T. Davenport, 2014; Janssen et al., 2017); organizational culture (Anand et al., 

2016; Sandberg & Aarikka-Stenroos, 2014); privacy and security concerns (Clarke, 2016; 

Newell & Marabelli, 2015); and regulations (Keen et al., 2013; Truyens & Eecke, 2014).  

These nuances of transforming data into value are developed as a process model by Ylijoki 

and Porras (2018), to better explain how big data can be transformed into economic value 

(see Figure 1). The model is founded in the observation that, with the exception of value 

measurement, data meets the International Financial Reporting Standard (IFRS) criteria for 

an intangible asset – in that data are ‘identifiable, non-monetary, non-physical, potentially 

valuable resources that a firm produces or harvests from different sources’ (Ylijoki, 2018 

p.73). The four key sub-processes in this model are as follows: 

• Asset creation process. This sub-process refers to what Lycett (2013) discusses as the 

dematerialisation aspect of datafication – essentially, the ability to separate the 

informational aspect of an asset/resource and its use in context from the physical world. 

Data are not objectively ‘out there’ and harvesting them is not quite the same as picking 

fruit from trees – thus the conceptualisation and codification of data is important (e.g., 

via schemas), including metadata aspects such time and location that relate to 

contextualisation (Piccoli & Pigni, 2013).  

• Capability creation process. This sub-process refers to the need to develop resources 

and capabilities that (dynamically) support the data asset creation. First, via investment 

in supporting technology assets (e.g., infrastructure) that help automate 

dematerialisation and the storage of resulting data assets spanning data cleansing, 



storage and distribution for example. Second, developing human-centric analytic 

capabilities (which may be embedded in algorithmic implementation) that are important 

in turning information into knowledge (Mithas et al., 2011). Third, developing innovation 

capabilities (Dyer et al., 2009) to provide the conditions necessary for effective digital 

transformation, including aspects such as information management, governance, 

dynamic resource allocation etc. 

• Transformation process. In this sub-process, firms combine their assets, capabilities and 

knowledge to produce outcomes of value (of the forms discussed above). This refers to 

what Lycett (2013) describes as ‘densities’ in the datafication process – the 

(re)combination of assets, resources and capabilities, mobilised for a particular context 

of application/use. Potential impacts here are strongly influenced by the innovation 

capabilities, which may serve as a seedbed for new business models as we discuss in 

more detail below.  

• Completion process. This sub-process addresses the earlier point that (big) data value is 

indirect and impacts need to be linked to concrete performance metrics. Firm 

performance depends on competition, which connects a firm to its wider ecosystem – 

e.g., the competitors, suppliers and customers relevant within its prescribed industry 

segments. While (big) data impacts might be a necessary condition for firm 

performance, they are not sufficient as the competition process is subject to a number 

of intervening factors. 

 
Figure 1:  Value creation with big data (adapted from Ylijoki & Porras (2018) 

The transformation sub-process highlights the importance of big data in the creation of new 

business models (e.g., Davenport, Barth, & Bean, 2012; Oestreicher-Singer & Zalmanson, 



2013). In its idealised form, big data sees organisations feeding from ecosystems of digital 

data (e.g., Constantiou & Kallinikos, 2015; Davenport, 2014). Business models are 

fundamental as, crudely, they determine how an organisation creates and captures value 

(Chesbrough, 2010) and are seen as a boundary-spanning unit-of-analysis (Zott & Amit, 

2010) – describing the system of interdependent activities that are performed by a focal 

firm and its partners alongside the mechanisms that link such activities together.  

In this context, Huberty (2015) makes an important observation re the process of refining 

data into business value. The core of his argument is that the successful business models 

that have been built on big data (e.g., Google, Amazon, Facebook etc.) are successful 

because: (a) They are self-referential – they use data about how people search, shop etc. to 

create or improve the focal firm’s services related to searching and shopping etc.; and (b) 

the consequences of failure are fairly low because, importantly, they can be internally 

managed by the focal firm concerned. In reality, therefore, big data appears more as an 

evolution than revolution – improving on the existing business models of a focal firm via 

description, prediction and inference rather than creating radically new business models. 

The point made (ibid) is that this happens because “having promised a first-order world, big 

data has delivered a third-order reality” (p.42). Value is not created from the direct 

exchange between producer and consumer but, rather, via a web of transactions that are 

removed from the creation of the data itself by several orders. His conclusion is that the raw 

materials required for big data engineering solutions need to originate from a first-order 

approach to studying and understanding the world.  

This is an important point, as it illustrates that some distance remains between the vision of 

big data and the current reality – it does not transcend borders quite in the manner that 

capital and labour currently do and is not as reusable as ‘new oil’ metaphors might suggest. 

Boyd & Crawford (2012) argue that big data is not of note because of its size but, rather, 

because of its relationality – its value comes from the patterns that can be derived from 

combining different pieces of data. Indeed, the value of big data for innovation increases 

when datasets are combined across organizations and sectors (van den Broek & van 

Veenstra, 2018). Huberty’s points arguably indicate foundational difficulties in this 

relationality however. In its idealised form, big data is somewhat haphazard in nature, very 

heterogeneous and, often, trivial, messy and agnostic (Anderson, 2008). In the value 



creation process noted above (and in the asset sub-process in particular), big data can be 

made business relevant, but this relevance may not derive in a straightforward manner from 

the original data records – in the majority of circumstances, big data is produced via a very 

heterogeneous user base and its generation and sharing mechanisms challenge the 

technical and expertise-based models that have evolved to guide data practices and 

organisational intelligence to-date (Constantiou & Kallinikos, 2015). 

The literature is waking up to these challenges noting, for example, that the heterogeneity 

of data and mismatches in granularity among and between internal and external (e.g., 

online) resources present significant data integration issues for big data projects (Almeida & 

Calistru, 2012; Elgendy & Elragal, 2014; Sagiroglu & Sinanc, 2013; Sivarajah et al., 2017). As 

data could be of any format, structured or unstructured, extracting appropriate metadata 

from the underlying resource is a necessary task (Sivarajah et al., 2017) – but heterogeneity 

poses a considerable challenge related to the automated generation of such metadata 

(Jagadish et al., 2014). In turn, heterogeneity necessitates the careful integration and 

aggregation of noisy, dynamic and inconsistent datasets (Khan et al., 2014) for meaningful 

representation (Sivarajah et al., 2017). Such process, however, often yields derived data that 

can pose additional challenges in tracking and representation (Jagadish et al., 2014). Thus 

demands are placed on capabilities related to the representation and analysis of big data 

and its interpretation in given contexts (Günther et al., 2017; Jagadish et al., 2014). Similarly, 

consideration needs to be given as to what to record and store (alongside what to forget) 

and deriving the measures that define the value of data itself presents a challenge (Jagadish 

et al., 2014). While such challenges are emerging, however, there is little to no work that 

examines their effects empirically and draws together strands of work that may present 

solutions. 

Big Data in the Humanitarian Domain 

It is a valuable exercise to examine such challenges in practice and understand their 

implications. In doing so, we draw on data from the humanitarian domain where the 

consequences of failure are significant and the responsibility for success is spread across a 

multitude of actors. We do this by attempting to integrate multiple datasets in that domain 

to examine whether global data on the occurrence and impact of humanitarian crises, and 

the monies that flow in response to these crises, can reveal the impact of given aid. This is 



an important question in the domain because tens of billions of dollars are spent every year 

in the humanitarian response to disasters (Lattimer et al., 2016), but shortfalls prevail – 

resulting in decisions to stop or cut humanitarian relief programmes (van der Zee, 2015). 

Resource limitations heighten pressure to achieve more with less humanitarian funding 

which, in turn, increases focus on measuring the impact of the humanitarian aid given – with 

a view to using this knowledge to improve the likelihood of survival and address the welfare 

of victims in future disasters (Moorhead & Sandler Clarke, 2015; Purvis, 2015; Völz, 2005). 

An assessment of the impact of humanitarian disasters also underpins initiatives in disaster 

risk reduction and their relationship to UN Sustainable Development Goals (IAEG-SDGs, 

2017; UNSD, 2018; Wahlström, 2015). 

Methodologically, we followed a standard data science lifecycle of obtaining data, scrubbing 

(cleaning the data), exploring the data to understand its properties and limitations, model 

construction and interpretation (e.g., see Lau, 2019). At the outset, the following six sources 

were selected because they hold differing disaster loss data, based on disaster type or scale: 

1. Emergency Events Database (EM-DAT) for humanitarian crises most of which are 

categorised as natural or technological disasters (Guha-Sapir et al., 2017); 

2. Disaster Inventory System (DesInventar), which holds disaster types that are believed to 

be of a similar ilk to those in EM-DAT, but unlike EM-DAT, DesInventar does not restrict 

the data collected based on inclusion criteria. Additionally, DesInventar is an open 

source solution that is deployed in multiple countries or districts, therefore it is a 

collection of databases and not centrally curated (DesInventar, 2017); 

3. Uppsala Conflict Data Program (UCDP), which provides a perspective of conflict-type 

global humanitarian crises for all countries except Syria, which is excluded because of 

unverifiable sources (UCDP, 2017); 

4. Violations Documentation Center in Syria, which plugs the gap in UCDP by providing data 

of the human effect of the conflict in Syria (VDC-SY) (VDC-SY, 2016); 

5. Global Terrorism Database (GDT), which provides a perspective of global terrorism-type 

humanitarian crises and the losses caused by these crises (GTD, 2017); 

6. United Nations High Commissioner for Refugees (UNHCR), which provides a view of 

people uprooted from their homes and/or their countries (UNHCR, 2017). 

The remaining two sources selected offer humanitarian aid flow data:  



7. Financial Tracking Services (FTS), which tracks the flow of international humanitarian aid 

and is managed by the United Nations Office for the Coordination of Humanitarian 

Affairs (FTS, 2017; UNOCHA, 2017).  

8. International Development Statistics (IDS) online databases, which also tracks 

humanitarian aid and is managed by the Organisation for Economic Co-operation and 

Development (OECD, 2017b). 

Scrubbing and data exploration involved rationalising, reclassifying, consolidating and 

aggregating data from these sources into a cohesive whole. This inevitably meant sacrificing 

detail and nuance as potentially valuable data points, discarded for consistency and 

coherence and reclassifications and summations, concealed the possibility of useful micro-

patterns in the data. Figure 2 illustrates the steps taken to build a coherent view of disasters 

and marry these integrated data to available humanitarian aid data. At each step, visibility 

was lost, either because the source withholds potentially valuable information or the 

process of integration necessitates decisions in favour of compatibility and coherence.  

 



 

Figure 2: Bringing Together Disaster Data and Humanitarian Aid Data 



To demonstrate the scale of data abandoned or modified in pursuit of conformity and 

cohesion we elucidate the steps taken in synthesising the datasets. 

Step 1: Developing a Global View of Disasters caused by Nature or Accidents 

This step entailed bringing together EM-DAT and the DesInventar datasets to create an 

initial Master Set of Global Disasters (MSGD) and a standardised Master Disaster 

Classification (MDC) dataset (DesInventar, 2017; Guha-Sapir et al., 2017). The latter of 

these, the MDC, being based on the Integrated Research on Disaster Risk Peril Classification 

and Hazard Glossary (IRDR, 2014). 

EM-DAT + DesInventar ➔ MSGD1 (MDC1) 

22,011 unique rows 
1 Row = Year/Country/Event 

9  variables accessible 
23 MDC disaster classes 

215 Countries (ISO 3166 compliant) 
1900 – 2015 

 322,489 unique (from 1,178,753) 
rows 

1 Row =  Date/Country/Event 
17 usable variables 

91 MDC disaster classes 
95 Countries (ISO 3166 compliant) 

1200 – 2017 

 344,500 unique rows 
1 Row = Year/Country/Event 

9  variables (derived or mapped) 
97 MDC disaster classes 

216 Countries (ISO 3166 compliant) 
1200 – 2017 

Figure 3: Humanitarian Crises caused by Nature or Accidents → Baseline MSGD and MDC 

Notably these two datasets were combined to provide a more comprehensive view of 

disasters cause by nature as both datasets have a limited overlap in the scale of disasters 

recorded. Ironically, the data loss in combining these datasets was significant and in 

showing this we classify the type of loss. Losses from EM-DAT: 

• Only 9 accessible/usable variables from 49 documented variables (loss of visibility). 

• Only Year is ‘reliably’ usable temporal data (loss of specificity). 

• 119 disaster ‘types’ standardised to 23 MDC classifications (loss of nuance). 

• 250 country variants standardised to 215 ISO 3166 country codes (ISO, 2017) (loss of 

historical changes to sovereignty/convention). 

Losses from DesInventar: 

• Only 17 usable variables from the 1,592 uniquely named variables across the various 

datasets (loss of visibility and nuance). 

• Date is not consistently populated and only Year is ‘reliably’ usable temporal data (loss 

of specificity). 

• Deaths and Missing combined to ‘Total Deaths’ for compatibility (loss of specificity and 

detail). 



• Injured, Victims, Affected, Relocated and Evacuated combined to ‘Total Affected’ for 

compatibility (loss of specificity and detail). 

• 75,631 disaster classes/descriptions standardised to 91 MDC classifications (loss of 

nuance). 

• 102 country variants standardised to 95 ISO 3166 country codes (ISO, 2017) (loss of 

historical changes to sovereignty/convention). 

Step 2: Expanding the Global View of Disasters to include Conflict-Related Disaster 

This step entailed integrating the UCDP dataset with the MSGD dataset and expanding the 

MCD dataset created in Step 1 as the previously combined disaster impact datasets do not 

routinely record humanitarian crises caused by conflict (UCDP, 2017). 

UCDP + MSGD1 (MDC1) ➔ MSGD2 (MDC2) 

128,264unique rows 
1 Row = Year/Country/Conflict 

7  variables 
3 MDC disaster classes 

115 Countries (ISO 3166 compliant) 
1989 – 2015 

 344,500 unique rows 
1 Row = Year/Country/Event 

9  variables 
97 MDC disaster classes 

216 Countries (ISO 3166 compliant) 
1200 – 2017 

 472,764 unique rows 
1 Row = Year/Country/Event 

9  variables 
99 MDC disaster classes 

217 Countries (ISO 3166 compliant) 
1200 – 2017 

Figure 4: Humanitarian Crises caused by Conflict → Expanded MSGD and MDC 

Again, the data loss in adding the UCDP data was significant: 

• Only 7 the 52 variables available were usable (loss of visibility and nuance). 

• Two usable variables hold deaths-related information, best_est and high_est, if best_est = 

0 then high_est is used (loss of visibility). 

Step 3: Expanding the Global View of Disasters to Include the Conflict in Syria 

• This step entailed integrating the VDC-SY dataset with the MSGD dataset and expand the 

MCD dataset created in Step 2 (VDC-SY, 2016). This dataset was needed because the 

main conflict dataset, UCDP, explicitly excludes the human impact of the current on-

going conflict in Syria (Croicu & Sundberg, 2015). 

VDC-SY + MSGD2 (MDC2) ➔ MSGD3 (MDC3) 

22,049 unique rows 
1 Row = Year/Location/Loss 

4  variables 
1 MDC disaster class 

1 Country (ISO 3166 compliant) 
1989 – 2015 

 472,764 unique rows 
1 Row = Year/Country/Event 

9  variables 
99 MDC disaster classes 

217 Countries (ISO 3166 compliant) 
1200 – 2017 

 494,813 unique rows 
1 Row = Year/Country/Event 

9  variables 
99 MDC disaster classes 

217 Countries (ISO 3166 compliant) 
1200 – 2017 

Figure 5: Humanitarian Crises caused by the Conflict in Syria → Expanded MSGD 

The data loss in adding the VDC-SY data was as follows: 



• The 226,341 entries in VDC-SY are at a ‘per person’ level, this needed to be aggregated 

and anonymised to create 22,049 entries (loss of specificity and detail). 

• Only 4 variables of 20 available variables used, of these 4 two are aggregations – Total 

Deaths and Total Affected to allow compatibility (loss of visibility, specificity, detail and 

nuance). 

• The type of victim, i.e. killed, killed, detained mapped to 1 MDC disaster class (loss of 

specificity, detail and nuance). 

Step 4: Expanding the Global View of Disasters to Include Acts of Terror 

This step entailed integrating the GTD dataset with the MSGD dataset and expand the MCD 

dataset created in Step 3 (GTD, 2017). This dataset was needed because UCDP, in which an 

event represents an action between two actors, does not include terrorist attacks (Croicu & 

Sundberg, 2015). 

GTD + MSGD3 (MDC3) ➔ MSGD4 (MDC4) 

156,772unique rows 
1 Row = Year/Country/Attack 

10  variables 
9 MDC disaster class 

191 Countries (ISO 3166 compliant) 
1989 – 2015 

 494,813 unique rows 
1 Row = Year/Country/Event 

9  variables  
99 MDC disaster classes 

217 Countries (ISO 3166 compliant) 
1200 – 2017 

 651,585 unique rows 
1 Row = Year/Country/Event 

9  variables  
105 MDC disaster classes 
223 Countries (ISO 3166 

compliant) 
1200 – 2017 

Figure 6: Humanitarian Crises caused by Acts of Terror → Expanded MSGD and MDC 

The loss in adding the GTD data was as follows: 

• Only 10 variables of 142 available variables are usable due to compatibility (loss of 

visibility). 

• 119 types of terrorist attack mapped to 9 MDC disasters classes (loss of specificity, detail 

and nuance). 

• 206 country variants standardised to 191 ISO 3166 country codes (ISO, 2017) (loss of 

historical changes to sovereignty/convention). 

Step 5: Expanding the Global View of Disasters to Include Refugee Crises 

This step entailed integrating the UNHCR dataset with the MSGD dataset and expand the 

MCD dataset created in Step 4 (UNHCR, 2017). This dataset was needed as all the disaster 

impact datasets integrated up to this step do not include the humanitarian crises of 

deracination. 



UNHCR + MSGD4 (MDC4) ➔ MSGD5 (MDC5) 

298,441 unique rows 
1 Row = Year/’From’ Country/’To’ Country 

5 variables 
7 MDC disaster class 

222 Countries (ISO 3166 compliant) 
1989 – 2015 

 651,585 unique rows 
1 Row = Year/Country/Event 

9  variables  
105 MDC disaster classes 

223 Countries (ISO 3166 compliant) 
1200 – 2017 

 950,026 unique rows 
1 Row = Year/Country/Event 

9  variables  
112 MDC disaster classes 
234 Countries (ISO 3166 

compliant) 
1200 – 2017 

Figure 7: Humanitarian Crises of Refugees  → Expanded MSGD and MDC 

The loss in adding the UNHCR data was as follows: 

• Only 5 variables of 11 available variables are usable due to compatibility (loss of 

visibility). 

• 195 country variants standardised to 222 ISO 3166 country codes (ISO, 2017) (loss of 

historical changes to sovereignty/convention). 

Step 6: Integrating Humanitarian Aid Flow Data to Evaluate against Disaster Loss Data 

The final step required integrating the humanitarian aid data from FTS and OECD  (FTS, 

2017; OECD, 2017b). The data from these sources are not provided at a level or with the 

references that would reconcile easily with humanitarian crises data. The version of OECD 

data that identified recipient countries can only be obtained as annualised values: As a 

result, for compatibility, the FTS data was also taken at the year/recipient country level for 

consistency. Even consolidated, these two datasets only provided a view of the annualised 

flow of humanitarian aid monies to 198 countries from 1990 to 2015, a total of 3,556 

records. 

Ultimately, to examine the impact of humanitarian aid involved rationalising, reclassifying, 

consolidating and aggregating data from multiple sources into a cohesive whole of 950,026 

records that were in and of themselves distilled views of disaster data. To marry the 

available humanitarian aid data to this distilled view of disaster data required further loss of 

detail through aggregation of losses to the year/country level and a restricted view of years 

1990 – 2015, resulting in 5,002 records. Of these another 1,446 records had to be discarded 

as they do not have any corresponding flows of humanitarian aid.  

Returning to the research question of empirically assessing the impact of aid by finding 

patterns in integrated disaster effect and humanitarian aid data, this question was 

constrained to 3,556 aggregated records limited to year, country and additive variables that 

can be aggregated. Even with these records, anomalies were found in humanitarian aid data 



with some country/year combinations exhibiting disproportionate aid flows. For example, 

30 year/country combinations appear to have received aid of over US$250,000 per person 

affected by disasters and 146 year/country combinations appear to have received aid of less 

than US$1 per person affected by disasters.  This suggests a possible misallocation of aid 

flows that makes analysis even at the year/country level of aggregation non-viable. In the 

end this dataset was used to calculate mean survival rate (people affected expressed as a 

percentage of total human effect, i.e. killed and affected) against humanitarian aid per 

person (calculated as total humanitarian aid divided by total human effect).  

Figure 8 displays a scatter plot and polynomial line of fit of mean survival rate and 

humanitarian aid per person. R2, F-Ratio, and Prob>F indicate that the polynomial line of fit 

is statistically significant.  

 

Figure 8: Mean Survival Rate x Humanitarian Aid per Person  
Polynomial Line of Fit (Degree=3) 



From the plot it appears that the mean survival rate peaks at 70% with ~US$50 per person 

and then steadily falls to 50% as humanitarian aid moves towards ~US$120 per person. 

From this model it appears that increasing humanitarian aid above US$50 per person does 

not necessarily result in a higher likelihood of surviving a disaster. This is worthy of further 

investigation, which in turn accentuates the data losses that had to be accepted when 

integrating datasets and the role reconcilable and granular data could have played in 

explaining the model. As a result, it can reasonably be argued that only a fragment of the 

much of the hoped for value proposition of analysing this data is realised.  

Five Core Research Propositions (RPs) 

In discussing datafication, Lycett (2013) concludes that it is a technology-driven sense-

making process, two interlinked aspects of which have particular salience – plausibility and 

enaction. Plausibility is embodied in accounts (Maitlis, 2005), which construct order among 

sets of entities (e.g., data assets), making tangible a perceived reality that can be enacted, 

e.g., via Ylijoki & Porras's (2018) process model. The nature of big data hampers plausibility, 

however, and the empirical example provides ample illustration of the noisy, dynamic and 

inconsistent nature of the datasets that needed to be integrated in attempting to answer 

the research question posed (i.e., whether global data on the occurrence and impact of 

humanitarian crises, and the monies that flow in response to these crises, can reveal the 

impact of donated aid). This, in point of fact, is the limitations of relationality at work (Boyd 

& Crawford, 2012a) as the account of value here is severely limited by the foundational 

differences of the data available. In short, the innovative possibilities and/or insights 

generated by big data in the humanitarian domain are left wanting. As a consequence, the 

ability for the humanitarian domain to learn and predict from data is an obstacle to the UN 

call to contribute to the achievement of longer-term sustainable development. 

In coming face-to-face with the limitations of relationality, we have illustrated that a 

number of different types of ‘loss’ were experienced. These types were as follows and their 

scope shown in Table 1:  

a) Detail, e.g. when records were aggregated to achieve compatibility;  

b) Visibility, e.g. when variables were abandoned for the sake of consistency;  

c) Specificity, e.g. when dates were discarded for the sake of cohesion;  



d) Nuance, e.g. when variables were merged and events reclassified for the sake of comparability; 

e) History, e.g. when historically accurate country names were updated for current-day relevance. 

 Loss of… 

Detail Visibility Specificity Nuance History 

 e.g. because of…. 

Data Source aggregation 
discarded 
variables 

discarded dates 
grouping & 

reclassification 
discarded geopolitical 

history 

EM-DAT  ✘ ✘ ✘ ✘ 

DesInventar ✘ ✘ ✘ ✘ ✘ 

UCDP  ✘  ✘  

VDC-SY ✘ ✘ ✘ ✘  

GTD ✘ ✘ ✘ ✘ ✘ 

UNHCR  ✘   ✘ 

Table 1: Scope of loss in pursuit of data relationality 

These losses stem from the fact that the individual datasets concerned were not designed 

(and/or developed) with external integration in mind: Thus, our key point of learning from 

the empirical work is that, in the context of the UNSDGs, the asset creation and capability 

creation processes (at least) need to be considered and addressed from an ecosystem 

perspective, rather than from the perspective of a focal organisation (where transformation 

and completion processes are more likely to be enacted). Unsurprisingly perhaps, the big 

data vision of ‘ecosystems of digital data’ requires that assets and capabilities (to some 

degree) are addressed from that same perspective if (potential) value is to be maximised. 

An added challenge in this respect, however, is that the ways that big data assets might be 

used are not necessarily known at the time the assets is created – that challenge places 

additional burden on capabilities. 

Thus, to guide future research in this area and as our principal contribution, we outline five 

research propositions (RPs) in Table 2 that we see as core research propositions. In relation 

to the value process model (Figure 1), we restrict these propositions to the first two of the 

value creation sub-processes, namely:  

• Capability Creation: as related to the governance of data assets such that they can be 

trusted and managed outside their initial context of use; and  

• Asset Creation: as related to the construction of data assets such that they can be 

shared effectively outside their initial context of use.  

We then discuss the (limited) existing work that is relevant to each proposition to provide a 

platform upon which future research can build. 



RP Research Proposition 
Sub-Process 

Literature 
Capability Asset 

1 Ecosystem Data Governance 

Models of governance need to be developed 
that are appropriate to the sharing of data 
across humanitarian ecosystems 

✓ 

 (Chatterjee & Ravichandran, 2013; 
Hansen & Porter, 2017; Lycett & 
Monaghan, 2013; Marelli et al., 2017; 
Provan & Kenis, 2008; Riddell, 2008; 
Stephenson, 2005; The Lancet, 2010; 
United Nations, 2015d; van den Broek & 
van Veenstra, 2018) 

2 Evaluating Data Veracity 

The veracity of data assets requires 
transparent evaluation if trust is to be 
established and maintained. 

✓ ✓ 

(Berti-Equille & Borge-Holthoefer, 2015; 
Berti-Equille & Lamine Ba, 2016; Boyd & 
Crawford, 2012b; Clarke, 2016; Claverie-
Berge, 2012; D’Mello, 2016; Grimes, 
2013; Laney, 2013; Lee et al., 2002; 
Lukoianova & Rubin, 2014; 
Normandeau, 2013; Powers Dirette, 
2016; Rubin & Vashchilko, 2012; 
Schroeck, 2012; Strong et al., 1997; 
Wand & Wang, 1996; R. Y. Wang & 
Strong, 1996) 

3 Value and Data Privacy 

Mechanisms are required for addressing the 
conflict between value in the humanitarian 
domain and the privacy, autonomy and liberty 
of individuals ✓ 

 (Boyd & Crawford, 2012b; Cooper, 
2015; Cukier, 2019; Dubey et al., 2018; 
Ki-moon, 2016 Paragraphs 58, 60, 80, 
93, 120, 122–124, 128, 137, 150, 156 
and Annexe pages 52, 56, 57–59; Lycett 
& Monaghan, 2013; Marelli et al., 2017; 
Nissenbaum, 2004, 2010, 2018; Privacy 
International, 2018; Raymond et al., 
2016; Swaminathan, 2018; UNHCR, 
2017; United Nations, 2015a; VDC-SY, 
2016; Winter & Davidson, 2019) 

4 Data Transparency 

Mechanisms are required to manage and 
maintain data transparency across ecosystems. 

✓ ✓ 

(EDRIS, 2017; FTS, 2017; Global 
Campaign for Aid Transparency, 2017; 
HDX, 2017; HXL, 2019; IATI, 2017; IRDR, 
2014; Lattimer et al., 2016; Maiers et 
al., 2005; Mayer et al., 2016; O’Neill, 
2018; OECD, 2017a; Proctor, 2006, 
2008; Riddell, 2008; Tatham & Hughes, 
2011; The Lancet, 2010; William & Mary 
University, 2018) 

5 Data Granularity and Boundaries 

Data assets require well-defined boundaries 
and clear interfaces to the data they contain to 
deliver data at clearly defined levels of 
granularity 

 

✓ 

(Baldwin & Clark, 1997; Pal et al., 2015; 
Reyes-Galaviz & Pedrycz, 2015; G. Wang 
et al., 2017; Yao, 2000).  

Table 2: Five Core Research Propositions 



RP 1: Ecosystem Data Governance 

Our empirical example illustrates that big data in the humanitarian and developmental 

domains involves relationships that span organisational and national borders that, aside 

from the material data assets discussed, also tread upon many norms and ideologies 

(Hansen & Porter, 2017). Moving toward the UN 2030 vision requires bringing together big 

data from diverse jurisdictions and deploying the outcomes of data analysis transnationally 

(United Nations, 2015d). In broad terms, big data in the humanitarian domain makes strong 

demands on our current conceptions of data governance. Existing work that addresses 

inter-organisational governance defines it as – the arrangement of institutions and 

structures ensuring that individual parties behave in line with collective goals with means of 

conflict resolution in place and collective resources effectively and fairly used (Provan & 

Kenis, 2008; van den Broek & van Veenstra, 2018). In achieving the promise of big data, and 

in the empirical case here however, those (implicitly) participating in data integration have 

no formal authority over each other (Chatterjee & Ravichandran, 2013) and the ways that 

their (open) data assets were combined in the attempt to produce insight/innovation were 

not definable a priori. Arguably, therefore, work is required on models of data 

sharing/governance that are appropriate from an ecosystem perspective.  

The humanitarian ecosystem as a whole can be argued to contain three core groups of 

actors defined by their relationship to the flow of aid: (1) Donors, the governmental and 

multilateral agencies, as well as the individuals, who are the sources of aid; (2) executors, 

the non-governmental organisations and not-for-profit entities who compete for aid and on 

receiving it control its distribution and allocation; and (3) beneficiaries, the victims of 

disaster who are in need of aid. Unsurprisingly, the data assets in this ecosystem are 

predominantly generated, collated, held and selectively shared by actors from Groups (1) 

and (2). Now consider some of the relevant characteristics of this ecosystem: Vying for aid 

(a finite resource) from Group 1 (donors) by Group 2 (executors) to address the needs of a 

seemingly limitless Group 3 (beneficiaries) creates a dynamic that engenders competition 

when sourcing supply (i.e. aid and resources) and not when securing demand (i.e., the needs 

of victims) (Lycett & Monaghan, 2013). Group 2 (executors) must therefore strive to 

distinguish themselves – e.g., through reputation, impact, innovation, trust, transparency, 

flexibility etc. – to be seen as worthy of being entrusted with other people’s money to 



satisfy the needs of those struggling to survive (Riddell, 2008; Stephenson, 2005; The 

Lancet, 2010).  Consequently, this is not an ecosystem that is conducive to data sharing 

when there is a possibility of competitive disadvantage in the acquisition of aid and 

resources.  

Other factors likely to affect the fit of a humanitarian ecosystem data governance model are 

the need for privacy and the effect of power. While there is a genuine need for data privacy 

(and  security), especially where the data pertains to the extreme vulnerabilities of the 

victims of disasters that it may help locate and identify (Marelli et al., 2017), the effect of 

power can be less obvious. When it comes to money, common sense dictates that the flow 

of power correlates with the flow of aid (funds), with the source of aid – i.e., Group 1 

(donors), having the most power and Group 3 (beneficiaries) having the least. Data assets 

however can obscure the power of those who: (a) Create them; (b) intervene to recalibrate 

them; (c) use them to reinforce and/or leverage their power; or (d) use the data that is 

generated to extend their power into new spaces (Hansen & Porter, 2017). Arguably, and 

likely unwittingly, the limitations of the data assets integrated in our empirical case provides 

good example of the exercise of such power that limits the greater good in relation to the 

analysis and action in the humanitarian domain.  

Governance models from an ecosystem perspective have received little consideration to 

date. In inter-organisational situations the extant literature points to four potential models 

of governance that differ in their balance between the need for control (e.g. privacy and 

security; development and enforcement of standards) and fostering innovation (e.g. 

flexibility; collaboration; independence). Table 3 maps facets of an ecosystem to the types 

of data governance models that may suit. 

Facets 
Type of Model 

Market Bazaar Hierarchy Network 

Normative Basis Intellectual property Open license 
Bureaucracy/ 

centralised control 
Social contracts 

Incentives Competition 
Community 
reputation 

Power/Position Trust 

Control 
Moderate/Mixed: 
dyadic contracts 

Low: reputation in 
the community 

High: administrative 
power 

Moderate: reciprocity 
and social contracts 

Reasons for 
Adoption 

Low coordination 
costs; high flexibility 
in participants 

Innovation and low 
coordination costs 

Negotiation position; 
strategic 
differentiation 

Low cost access to 
resources; joint 
solutions 



Flexibility of the 
Collaboration 

High High Low Moderate 

Duration Short-term Unlimited Unlimited Long-term 

Social Contract Formal, distrust 
Informal, focus on 
public value 

Formal, bureaucratic 
Informal, focus on 
common objectives 

Relation between 
Network 
Members 

Independent Independent Dependent Interdependent 

Table 3: Inter-organisational Governance Arrangements (from van den Broek & van Veenstra, 2018) 

The humanitarian ecosystem is not a neat fit to any of the four models. For example: 

• The need for control in support of data privacy and security would suggest a hierarchy 

model, but there is no overarching transnational bureaucracy in place to enforce this 

control.  

• The competition for aid and resources would suggest a market model, but there is an 

increasing demand from donors for transparency and accountability, which makes 

questionable typical methods of facilitating competitive advantage, such as the 

proprietary withholding of data as intellectual property.  

• The need to innovate in order to build and maintain reputation requires levels of 

flexibility and independence that would suggest a bazaar model, but this model 

challenges the levels of control needed for data privacy and security. 

• The need to meet a common objective (i.e. the survival if those affected by disaster) 

leans towards a network model, but competition for aid and resources challenges levels 

of trust needed to make the exclusive application of this model viable. 

This leads us to the following future research proposition: 

1. Models of governance need to be developed that are appropriate to the sharing of data across 

humanitarian ecosystems 

RP 2: Evaluating Data Veracity 

Data veracity is a key determinant of the level of credence and trust that can be placed on 

the models and insights that data enables, which in turn suggests the value the data can 

yield is reliant on establishing the veracity of the data employed (Lukoianova & Rubin, 

2014). Our empirical example showed that, in bring together data from numerous disparate 

sources, there was a significant sacrifice in levels of detail and nuance. The folding-in of each 

unrelated set of disaster data to form a cohesive whole of 950,026 disaster entries required 

rationalising, reclassifying, consolidating and aggregating data from six sources. With each 



keep, change and/or drop decision the consolidated disaster dataset’s veracity was in 

jeopardy of errors of omission, misrepresentation and obfuscation. Going on to align 

disasters with aid required further aggregation and the discarding of more source 

information, the final usable dataset being no more than 3,556 records of indeterminate 

veracity.  In our case, as the overall distillation, consolidation and aggregation of the data 

could yield only macro-level informational, as opposed to actionable insights, the entries 

assessed as being of questionable veracity were flagged to allow appropriate levels of 

credence to be placed on outputs from the data. 

It is worthy of note that there is risk associated with any tacit assumption that data from 

highly reliable sources will be equally as reliable. Questions of veracity can extend beyond 

those related to the mechanics of consolidating and aggregating structured data from 

disparate sources. Even with governed data from credible sources, pre-existing conditions of 

poor data veracity related to errors introduced during data creation, collection and/or 

curation are not unknown. If social media data is included in the search for insights it is 

important to cognisant of challenges to veracity caused by inherent bias and falsehoods that 

can be human and/or machine generated (Rubin & Vashchilko, 2012). As noted by Boyd & 

Crawford (2012 p. 668), “Large data sets from Internet sources are often unreliable, prone 

to outages and losses, and these errors and gaps are magnified when multiple data sets are 

used together”. Therefore, establishing veracity should be a prerequisite to the pursuit for 

value from data, big or small (Lukoianova & Rubin, 2014).  

Reliance on the existence and accessibility of data alone falls short of offering credible and 

actionable insights in support of the UNSDGs if its veracity cannot be evaluated - eroding 

trust in outputs created from data that are of questionable or unknown veracity.  Logic 

dictates that data that are not veracious are likely to lead to insights that are misleading or 

incorrect (Clarke, 2016). Creating algorithms, models and visualisations without 

understanding the veracity of the data on which these artefacts are based is to risk analyses 

that form false perceptions, or potentially worse, trigger erroneous actions (D’Mello, 2016). 

Hence, regardless of the scale or magnitude of the data being analysed there is a need to 

(openly and transparently) gauge the extent to which the data can be trusted and identify 

any weaknesses that must be addressed or accepted (or that may in fact render the data 

unfit for purpose). 



Having stressed the importance of knowing the veracity of the data being used, the extant 

literature offers no consensus as to the definition of data veracity. The concept is often 

described in the negative – e.g., ‘misinformation’, ‘data in doubt’, ‘uncertain’, ‘abnormal’, 

‘untruthful’, ‘noisy’ and ‘biased’ (Berti-Equille & Borge-Holthoefer, 2015; Berti-Equille & 

Lamine Ba, 2016; Claverie-Berge, 2012; Lukoianova & Rubin, 2014; Normandeau, 2013; 

Schroeck, 2012). As the state-of-the-art stands there is a paucity of work oriented at: (a) 

Providing foundational definitions; and (b), more importantly, the development of models, 

methods and/or technologies to determine the veracity of data. Arguably, the foundations 

for such work exists in seminal work in data quality (Lee et al., 2002; Strong et al., 1997; 

Wand & Wang, 1996; R. Y. Wang & Strong, 1996) and concepts from the big data literature 

(Berti-Equille & Lamine Ba, 2016; Grimes, 2013; Laney, 2013; Lukoianova & Rubin, 2014; 

Normandeau, 2013; Powers Dirette, 2016). Neither offer complete answers, however, so 

the humanitarian ecosystem currently lacks a means of consistently and comprehensively 

evaluating the veracity of its data assets, calling into question the credibility of the data 

used to support the UNSDGs.  

This leads us to the following future research proposition: 

2. The veracity of data assets requires transparent evaluation if trust is to be 

established and maintained.  

RP 3: Value and Data Privacy 

There are significant opportunities to create value from data within the humanitarian 

ecosystem. These include descriptive, prescriptive and predictive possibilities across 

humanitarian operations (Dubey et al., 2018; Lycett & Monaghan, 2013; Swaminathan, 

2018) and the capture and sharing of critical data to support the UNSDGs (Ki-moon, 2016 

Paragraphs 58, 60, 80, 93, 120, 122–124, 128, 137, 150, 156 and Annexe pages 52, 56, 57–

59).  The juxtaposition of privacy with value however highlights that these can be conflicting 

needs that raise questions of balance and compromise in the humanitarian ecosystem. 

Simply put, there is a need to carefully consider the circumstances in which it is appropriate 

to infringe privacy in pursuit of value or sacrifice value to protect privacy, when value in this 

context is likely to be measurable in terms of human survival and well-being. Consider the 

differing approaches of two of the six disaster data sources used in our empirical example: 



(I) UNHCR: persons of concern, annualised totals of displaced populations  (UNHCR, 2017).  

This dataset enables aggregate analysis of scale and trends as it provides totals for 

displaced populations by origin and destination, subdivide into values for leaving or 

returning refugees, leaving or returning internally displaced persons (IDPs), asylum-

seekers, stateless people and other. Where any of the numbers are fewer than 4, an 

asterisk is published instead of a number to reduce the risk of exposing the identities of 

those concerned. 

(II) VDC-SY: individuals killed, detained or are missing in the Syrian conflict (VDC-SY, 2016).  

Personal and identifying information is collected and made openly available via a 

searchable database, e.g. the victim’s name; mother’s name; province; cause of death; 

location of death or where last seen, marital status, civilian/non-civilian, who were the 

actors involved etc. 

The former dataset makes macro-level analysis feasible – e.g. annual patterns of forced 

displacement across African countries. This limits the value to be gained by not being able to 

examine aspects such as: (a) Patterns of displaced people associated with specific 

humanitarian crises; (b) people who were displaced because of insufficient aid in response 

to a crisis; (c) whether those that flee crises are also counted as those affected; (d) the per 

day/week/month persons of concern displacement per country; and/or (e) how many 

women and children are in each of the displaced groups.  Answers to such questions are 

dependent on more granular data than contained in UNHCR’s ‘persons of interest’ dataset 

and the ability to coherently combine this data to other datasets – the  relationality point 

noted by Boyd & Crawford (2012 p.663). 

Conversely, the latter dataset above is designed to be specific to each victim, thus 

humanising those who have died or suffered in Syria because of human rights violations 

(VDC-SY, 2016). Analysis here can be at a micro-level, where patterns of killing, detentions 

and disappearances can be examined using dimensions such as the victim’s age, gender, 

marital status, regional affiliation, civilian or non-civilian status, where they were killed, 

detained, or last seen, who were the perpetrators etc. The ability to gain value from this 

level of granularity is considerable, but comes at a cost to privacy, which is generally held as 

sacrosanct. For example UNSDG 16 “Peace, Justice and Strong Institutions”, Target 16.9 is 

based on the premise that controlling our identity is crucial to our ability to exercise our 



other fundamental rights (United Nations, 2015a). Nevertheless, as solutions such as 

identity cards, biometrics and blockchain are tested, which take the UN notion of identity 

beyond recording births, understandable fears of surveillance, tracking and profiling emerge 

(Privacy International, 2018). In addition, such fears do not apply exclusively to the personal 

data of/associated with individuals, as even access to seemingly peripheral information may 

risk the safety of collectives such as refugee caravans, villages and religious factions (Marelli 

et al., 2017).  

Arguably, what lies beneath the surface here is the significance of context to both value and 

privacy. Boyd & Crawford (2012), argue that (big) data taken out of context loses meaning 

as data is not generic and retaining context is critical. Real-world scenarios, particularly in 

the humanitarian domain, are often highly nuanced raising complex questions about the 

right to and appropriate use of data (Cukier, 2019; Raymond et al., 2016). Thus, common 

conceptions of privacy are not always easily aligned to the intricate, and sometimes 

incompatible, ethical and moral challenges within the humanitarian domain where the value 

of data is measured in terms of human lives. Outside of the humanitarian domain, some 

have started to recognise this issue. Nissenbaum's (2004, 2010) theory of contextual 

integrity with respect to privacy, for example, challenges the more commonly perceived 

proprietary relationship between the individual and privacy. In essence, the theory posits 

that the infringement of privacy is caused by a failure in contextual integrity, where context 

is defined as a social domain (Cooper, 2015; Nissenbaum, 2018). Nissenbaum stresses the 

importance of social values and examines contextual integrity as a product of three 

independent (mandatory) components: (1) Actors – the sender, recipient and subject of the 

data; (2) the information – the data; and (3) the transmission principle – the terms or 

constraints of the flow (Nissenbaum, 2018). The sense that privacy has been compromised 

is argued by Nissenbaum (2018) to occur when contextual integrity has been violated.  Put 

simply, privacy is compromised when the informational norms of appropriateness (what 

may be shared), flow (how it may be shared) or distribution (by and with whom it may be 

shared) are violated (Cooper, 2015). The challenge in the humanitarian ecosystem, 

therefore, is to maintain contextual integrity without compromising value through 

obfuscation and aggregation (Winter & Davidson, 2019).  

This leads us to the following research proposition: 



3. Mechanisms are required for addressing the conflict between value in the 

humanitarian domain and the privacy, autonomy and liberty of individuals. 

RP 4: Data Transparency 

Our empirical example underscores the difficulties of gaining a comprehensive, coherent 

and contextually-informed view of the global patterns of disasters and human survival over 

time by integrating published data from (only) six different sources. In working with the 

datasets it became clear that, in some instances, more detailed data existed but was not 

publicly available. Consequently, a more general issue of data transparency is apparent – 

which, in essence, relates to how parties within the domain can openly share data without 

damaging themselves, or allowing data breaches to happen, while meeting legislative 

requirements. There are several aspects of transparency to note here, which straddle policy 

and technical conceptions of governance. First, that there needs to be an ecosystem-based 

consensus in relation to domain understanding – the things that matter within the domain, 

the relationships between those things, general and party specific policy constraints on the 

representation and use of knowledge etc. These are elements which, though instantiated as 

data or capability assets, are crucial to transformation and completion processes. The 

immediate difficulty here is that even the most obvious efforts that may facilitate 

ecosystem-wide transparency – such as domain repositories for data sharing, a domain-

specific language, a domain-wide ontology and disaster classification standards – where 

they exist, have been less than consistently or comprehensively employed in the 

humanitarian domain to-date (EDRIS, 2017; FTS, 2017; Global Campaign for Aid 

Transparency, 2017; HDX, 2017; HXL, 2019; IATI, 2017; IRDR, 2014; Lattimer et al., 2016; 

OECD, 2017a; William & Mary University, 2018). 

Second, greater consideration needs to be given to metadata, particularly in the context of 

integration. Though not well addressed in the academic literature, there is an increasing 

realisation in the commercial big data world that significant insight can be gained from data 

about (big) data – i.e., data that describes the content/raw data such as origin, time, date, 

format etc. (Mayer et al., 2016), for example, illustrate the insight that can be gleaned from 

mobile call metadata and, indeed, the unintentional infringement of privacy that can occur 

via that insight. The aspects that we point researchers to in this respect are the need to 

capture metadata related to the data assets themselves such that judgements can be made 



about them in relation to the: (a) Veracity of the data; and (b) the process associated with 

contextual integrity if a balance between privacy and appropriateness is to be achieved. In 

addition, metadata needs to be captured re the process of integration itself, such that other 

parties can understand and reproduce the (big) data integration process (such as the 

integration in our empirical example). We see these as important aspects of digital asset 

management, which is a subject that does not appear to have been addressed in the 

humanitarian domain. 

Third, there is the consideration of data voids – that no one party gets to hold data ‘hostage’ 

without undue reason. While the logistical difficulties in post-disaster data collection are 

relatively easy to understand for example (Maiers et al., 2005; Riddell, 2008; Tatham & 

Hughes, 2011), the prospect of instinctive or intentional data voids are no less real. In this 

respect, the study of ignorance (agnotology), may be of use here to explore the existence 

and effect of data voids in the humanitarian domain (Proctor, 2006, 2008). Proctor (2008 

p.3) delineates ignorance into three forms: (1) Ignorance as a native state; (2) ignorance as 

choice; (3) ignorance as an active construct. All three forms of ignorance may exist in the 

humanitarian domain. In terms of native state, it is entirely possible that humanitarian aid 

executors are ignorant of what data should be collected. In terms of choice, there is the 

possibility that data will not be collected or shared as there is no benefit to the collector 

(choice). For example, data that might suggest poor use of funds or poor outcomes is likely 

to have a significant detrimental effect on future funding (The Lancet, 2010). Last, in terms 

of active construct, it may be the case that data are intentionally concealed, such as the ‘sex 

for food’ shame of well-known charities (O’Neill, 2018). Any one of these forms of ignorance 

may distort the humanitarian landscape; therefore there may be merit in studying the 

absence of data and its causes, distribution and scale. Paradoxically, a study of ignorance 

may contribute knowledge about the humanitarian domain and yield opportunities to 

actively address data voids through methodological change (e.g. education and 

incentivisation) and/or technological innovation (e.g. algorithmic extrapolation to bridge 

data gaps).    

This leads us to the following research proposition: 

4. Mechanisms are required to manage and maintain data transparency across 

ecosystems. 



RP 5: Data Granularity and Boundaries 

From our empirical work, it is apparent that what a data asset is remains loosely defined – in 

this case an asset equates to the dataset that a particular organisation makes available in 

essence. This position is the case more broadly as the state-of-the-art stands – an asset 

ranging, at its most general, from any entity that comprises data through to the result of 

taking the ‘raw material’ of operational data and transforming it in some way in the data 

warehousing world. Within organisational confines this is less of an issue as data integration 

is a well-trodden path (a situation that also applies, to a lesser extent, between 

collaborating organisations). The clear advantage within such contexts is that a focal 

organisation has control over both the asset and capability creation processes – the purpose 

for asset creation (whatever that might be) is normally well-defined and the capabilities to 

(dynamically) deliver it in place. Where organisations collaborate and share data, the 

grounds for doing that are either agreed and/or a focal organisation dictates the systems 

and/or standards for sharing.  

From an ecosystem perspective, where control cannot be leveraged in the same manner, 

the situation is much more problematic.  At the outset, as illustrated by the empirical case 

here, there are issues of data availability and the granularity of the data that is available. 

From a computational perspective, modularity provides a general set of principles for 

managing complexity – viewing a (eco)system as a complex system of discrete entities that 

communicate/interoperate through standardised interfaces and architectures (Baldwin & 

Clark, 1997). Such approaches provide a plausible means of integration within ecosystems 

but, arguably, additional attention is required re the granularity of content (where content 

is not controlled by any one party). The lesson from data warehousing is that integrated 

data needs to be of the same grain (level of detail) and analysis at different levels of 

abstraction is dealt with by storing data at the lowest level of detail, pre-aggregating data at 

higher levels and using the principles of modularity for access. From our empirical work, we 

have found little evidence that even these common approaches are being applied. This is of 

importance in the context of big data analysis due to the multiple data granularities that 

have to be dealt with while extracting value from big data (Reyes-Galaviz & Pedrycz, 2015). 

In addition to common practice, the concept of granular computing has recently emerged – 

broadly predicated on the observation that different and interesting patterns or regularities 



appear in the data at different levels of granularity and that real-world problems require 

processing at different levels of granularity/abstraction (Reyes-Galaviz & Pedrycz, 2015). 

Research in this area relates to the granularisation on data values, variables (features), 

systems and concepts. Granular computing (GrC) is an umbrella term that cover any 

theories, methodologies, techniques, and tools that make use of information granules in 

problem solving (Pal et al., 2015; Yao, 2000). The idea behind GrC is to mimic how human 

brain works to use a structured representation of the real-world problem to understand and 

process different levels of information granularity and abstraction related to that problem 

using AI techniques (such as fuzzy and rough sets technologies). The granular approach is in 

its infancy, however, and significant research is required to create an effective dynamic 

model for the intelligent processing multi-source heterogeneous big data (G. Wang et al., 

2017).  

This leads us to the following future research proposition: 

5. Data assets require well-defined boundaries and clear interfaces to the data they 

contain to deliver data at clearly defined levels of granularity. 

Limitations  

It is important to note that these research propositions are neither exhaustive nor mutually 

exclusive. There exist areas of overlap and elements of interconnection that viably link these 

research propositions to each other and as such may also be worthy of study. Additionally, 

the empirical work carried out here is limited to static historic data readily available via the 

web. We note that, were the study extended to the consolidation and alignment of 

proprietary data held by multilateral, governmental and non-governmental organisations, 

potential opportunities for additional research propositions may result. Last, the increasing 

use of technologies/approaches such as crowdsourcing of data, drones, sensors and 

distributed ledgers in the humanitarian domain will undoubtedly expose research 

opportunities in the data analytics of multi-sourced live-steamed data: Though these 

technologies are beyond the scope of the empirical work done here, we acknowledge the 

point and refer the reader to articles that are of starting to emerge in these areas (Chen et 

al., 2015; Estrada & Ndoma, 2019; Quinn et al., 2018; Sandvik & Lohne, 2014; Zwitter & 

Boisse-Despiaux, 2018). 



Conclusion 

In the humanitarian and development domains, more widely available (big) data has the 

potential to drive a better integrative and predictive understanding yielding the intrinsic 

value of saving lives and reducing human suffering. Further, such an understanding would 

provide a platform for developing a greater degree of resilience and preventing complex 

emergencies that would move toward the UN goal of the humanitarian sector contributing 

to the achievement of longer-term sustainable development. Guided by the UN imperative 

for ‘quality, accessible, timely and reliable dis-aggregated data’ our work here has explored 

the difficulties in extracting value from data in the humanitarian domain. Guided by a model 

that explains how big data can be transformed to derive value, we propose that significant 

distance remains between the ‘vision’ of big data (analytics) and the current reality. Big data 

is not of note because of its size but, rather, because of its relationality – value comes from 

the ability to integrate heterogeneous data effectively and that remains challenging. 

Our empirical example evidenced these challenges, drawing eight distinct sources of data 

together in an attempt to gain a perspective of global disasters and aid sent in response. 

What transpired from that analysis were significant losses in relation to the detail, visibility, 

specificity, nuance and history of that data. These losses severely impacted the analytical 

value of the integrated data and are rooted in the fact that the individual datasets 

concerned were neither designed nor developed with integration in mind – thus, our key 

observation is that an ecosystem perspective need to be adopted and that data asset 

creation and capability processes need to be considered from that perspective. In such a 

context, the vehicles of integration are not definable a priori and, thus, an added burden is 

placed upon designing for relationality. 

In addressing the issues that arose in our attempt to integrate heterogeneous humanitarian 

datasets, we distilled five propositions as a means of directing future research to areas that 

we argue will bear fruit in relation to the UNSDGs aspirations re ‘dis-aggregated’ (big) data.  

These propositions covered the need for research related to: (a) Models of governance 

appropriate to ecosystems; (b) means for evaluating the veracity of data; (c) addressing the 

tension between value and the need for privacy; (d) developing mechanisms to manage and 

maintain the transparency of data; and (e) the need to better define data assets and the 

ways in which they can interact. We do not suggest that our propositions are the only ones 



of importance re the use of (big) data in the humanitarian domain but, rather, we have 

sought to confine our observations to those that have emerged from our empirical work – 

which we approached with the ideals of big data in mind. 
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