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Abstract—This paper is concerned with the security control Network security is of utmost importance in modern society
problem with quadratic cost criterion for a class of discrete- and therefore receives ever-increasing attention in tears
time stochastic nonlinear systems subject to deception aitks. 6], [7], [24], [25], [33], [37], [40], [44]. In the networke
A definition of security in probability is adopted to account Scénario th'e eX(,:han ’ed d,ata (;an b.e easilv exploited b
for the transient dynamics of controlled systems. The purpse ! g . y P y
of the problem under consideration is to design a dynamic adversaries due to the open network links among sensors,
output feedback controller such that the prescribed secuty in controllers and actuators. A cyber-attack can be regarded a
probability is guaranteed while obtaining an upper bound ofthe  methods, processes, or means used to maliciously attempt to
quadratic cost criterion. First of all, some sufficient condtions reduce network reliability. According to their implemetida

with the form of matrix inequalities are established in the o .
framework of the input-to-state stability in probability ( ISSiP). types, the cyber-attacks can be generally classified ingo th

Then, an easy-solution version on above inequalities is pposed Denial-of-Service (DoS) attacks [22], the replay attackS][
by carrying out the well-known matrix inverse lemma to obtain and the deception attacks [5], [13]. Furthermore, via the
both the controller gain and the upper bound. Furthermorg, the techniques of dynamic programming or Lyapunov stability
main results are shown to be extendable to the case of disCet thaory some preliminary results concerning security @int
time stochastic linear systems. Finally, two simulation exmples . .
are utilized to illustrate the usefulness of the proposed atroller ~ Problems have been reported in the literature, see [1], [12]
design scheme. [22] for the case of DoS attacks and [2], [26], [34] for the
: . i . ) case of deception attacks. In addition, from the viewpoint
Index Terms—Discrete-time stochastic nonlinear systems; De-
ception attacks; Security in probability; Security control. of defenders (for plants), the attacks posseszlom nature
since the successes of the attacks largely depends on the
detection ability of protection equipment or software, the
. INTRODUCTION communication protocoland thenetwork conditionge.g. net-
In the past two decades, the networked control systems (N@ork load, network congestion, network transmission rtta)
Ss) have received an ever-increasing interest from reserc are typically randomly fluctuated. For instance, the secure
due to their extensive applications in various practicalaay message in multipath routing protocol with @, (V) secret
such as traffic management, robot control, mobile senser ngharing scheme can not be recovered if the number of shares
works and remote control. In contrast with many distinct ads less thanl’ [23]. Recently, some interesting results have
vantages, the limited bandwidth of the communication ceanrbeen reported in [1], [13] where the random nature of attacks
inevitably leads to various network induced phenomenalwhiés governed by Bernoulli processes or Markov processes.
could seriously degrade the addressed system performanttsvever, it is still an open and non-trivial work to invesitg
Some representative results have been published in [42] the security in probability for more general networked coht
systems with transmission delays, [14], [32] for systemthwisystems. The main challenging could be how to develop an
missing measurements, [16], [21] for systems with signappropriate methodology to analyze the transient dynaofics
quantization, and [10], [11] for systems with randomly occlosed-loop systems subject to both the stochastic nature o
curring uncertainties (ROUs). It should be pointed out thaddressed systems and the interference signals trangritte
the issues of network security are largely ignored despite adversaries.
frequent occurrence in networked systems. On the other hand, nonlinearities are ubiquitous in prac-
tice and therefore the control problem for nonlinear system
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Note that it is a challenge to determine the extremum of cost
functions for nonlinear systems even if the correspondieg1
retical basis has been established via the Pontryagin nuemim

principle or dynamic programming method [4], [43]. Instead
a more realistic way is to seek a suboptimal controller to 4
achieve a bound or approximate value of the given quadratic

cost function via matrix inequalities [17] or neural-netiko
based approaches [41]. It is worth pointing out that, in most
available literature concerning suboptimal control isswéh a
guadratic cost index, the non-Gaussian exogenous distcelsa Fig- 1. Attacks on networked control systems [3].
have been overlooked and therefore their effects cannot be

taken into adequate consideration. The main reason could be

that the desired conditions in the form of Hamilton-Jacobba matrices. denotes the identity matrix of compatible
inequalities or general matrix inequalities cannot be Igasiyimensions. The notatiod > Y (respectively, X > Y)
derived by exploiting d_eveloped approaches. Very receatly\yhere X andY are symmetric matrices, means thét— Y
novel average quadratic cost function, which can be udlize s yositive semi-definite (respectively, positive defipitel”
evaluate the impact from disturbances on the cost index, f}@ﬁresents the transpose Af Amax(A) and Amin(A) denote

been proposed in [27] to carry out the guaranteed cost donifigs maximum and minimum eigenvalue.4f respectively. For
issue for stochastic linear systems. Unfortunately, to®@&t \5tricesA € R™*" and B € RPX4. their Kronecker product

of the authors’ knowledge, such a cost-guaranteed proem {5 5 matrix inR™”*"¢ denoted byA ® B. E{z} stands for
stochastic nonlinear systems has not been properly igagetl he expectation of the stochastic variable||z|| describes the
yet, not to m_ent|on the case where the security requwemgucndean norm of a vectar. diag{---} stands for a block-
is also a major concern. It is, therefore, the purpose of trﬂ%gonal matrixI,, denotes the indicator function of set.

paper to shorten such a gap. ~ ~~! means the inverse function of the monotone function
Towards this end, this paper focuses on the security CoQ+nction ~ Rt — R* is said to be of class?, if it is a
trol problem for a class of discrete-time stochastic n@din ontinuous strictly increasing function with(0) = 0, and is

systems subject to deception attacks. First of all, sufficiegqiq to pe of classtse, if 7 € . with () — oo asr — occ.
conditions in form of matrix inequalities are established tFinaIIy a functiono : R+ x Rt — R+ is said to be of class
guarantee the prescribed security by employing the discret, o»'it the mappingo (s, k) is of class.# for each fixedk

time version of input-to-state stability in probabilityS$iP). 5nq is decreasing to zero as— oo for each fixeds.
Furthermore, a desired upper bound for quadratic costifumct

is proposed by implementing maximum operation and the
control gains can be simultaneously obtained in terms of thd!: PROBLEM DESCRIPTION AND SOME PRELIMINARIES

solution of a set of matrix inequalities. The main contribat  consjder the following discrete-time stochastic nonlmea
of this paper is threefoldl) the paper deals with, for the gystem subject to deception attacks
first time, the security control problem with quadratic cost

Actuator | Physical System |—» Sensor

Uy

7

Controller

criterion for general stochastic nonlinear systems; 2) iaw Tp1 = fi(zr) + g(zp)up + ha(z)wy

of ISSIP theory combined with maximum operation, sufficient ik = folor) + ha(azw)w

conditions with the form of matrix inequalities are deveddp Yk ~2 F SRR ()
to guarantee the predefined security in probability; 3) both Uk = Uk & kT

the desired controller gains and the upper bound on evalu- Yk = Uk + RV

ated quadratic cost are dependent on the solution of matri

Where i € R, § € R™, y, € R™, i € R™ and
Y < R™ are, respectively, the state vectors, the sensor

The rest of this paper is organized as follows. A class : . ;
. ; : . . . measurements, theceived signaldy the controller subject
discrete-time stochastic nonlinear systems subject teptem )
to attacks, the controller outputs and the actuator inputs

attacks is presented In Section Il. By adopting the input-tQ -
pres . y acopting the np Subject to attacksr, € R™ andwv, € R™ stand for the
state stability in probability, some sufficient conditioase . . : . .
) . . . ignals sent by adversaries, anglis a one-dimensional, zero-
established in Section Ill to guarantee the desired securi : . . 5
. . mean Gaussian white noise sequence \Eithw;} = 1. The
performance, while obtain an upper bound of the avera . . .
) o . ochastic variables; and o are two mutually independent
guadratic cost criterion. Based on that, controller gaars loe

obtained successfully for the case of discrete-time sttaha B_ernoull|-d|str|l_outed wh|te_ sequences taking valueshoor 1
X . T o .. with the following probabilities
linear systems by solving a set of matrix inequalities with a
nonlinear inequality constraint. In Section_ IV, two exaswl _ Problay =0} =1—a, Prob{a,=1}=a
are presented to demonstrate the effectiveness of the main Prob{oy =0} =1—5, Problo, =1} =&.
results. Finally, conclusions are drawn in Section V.

Notation The notation used here is fairly standard excefthe nonlinear functiong; : R"= — R"=, fy : R"s — R™,
where otherwise stated®™ and R"*" denote, respectively, h; : R™ — R™, hy : R"™ — R™ andg : R"» — R" are
the n-dimensional Euclidean space and the set ofnal mm  smooth matrix-valued functions.

inequalities.
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Remark 1:Generally speaking, network attacks can be diurthermore, associated with the above closed-loop system
vided into the Denial-of-Service (DoS) attacks and the gececonsider a quadratic cost functional of the form
tion attacks which are shown in Fig. 1. For DoS attacks, the
adversary i1 or A3) prevents the controller from receiving

N
. . 1
sensor measurements or the actuators from receiving ¢ontffu..) = lim sup N ZE{nkTanwLuf(Tm)Ruc(Tm)‘90}
commands, that isy, = —g or r, = —uy. For deception N=oo k=0
attacks, the adversaryA or A4) sends false information o X om o en _(4)
Uk = — ik + Cak OF 14 = —iij, + (1 o controllers or actuators Where @ € R and 'R € R™*" are wo given

where (1, and Cs, are the arbitrary bounded energy signalBOSitive-definite weighting matrices. _

sent by the adversaries. . .Before proceeding further, we introduce the following def-
Remark 2:As discussed in the Introduction, the attack poé["t'on_s'_ ) . .

sesses theandom naturedue to the application gbrotection Def|n|t|on_1: [.8] Let the positive scalax be given. The.

equipment or softwarehe communication protocoland the system (3) s S"?"d to b? input-to-state stable with proktgoil

network conditionge.g. network load, network congestion1 — ¢ if there exist functlo_ns.o € ¥ Z andy € X such that

network transmission rate). For instance, the false data s@e system dynamig, satisfies

by deception attackers could be identified by using some  Prob{||n|| < (||noll, k) + v(|I¢klloc)} =1 =€  (5)

hardware, software tools, or algorithms (e)g? detectors) o

which leads to a failing attack. In recent years, such a gatfP™ 7k = 0 and Vo € R*\{0} where [|Gyllc =

for DoS attacks has been addressed by using a Bernoulli i 1Cl1}- _ :

tributed process with known statistical information. Heee ~ DEfinition 2: Given a security paramete/ > 0 and a

the random nature for deception is overlooked. As such, ﬁ)ﬁ)snwe.scalars - _0' the sy§t.em (],') subject to decept_lon

this paper, two independent stochastic variables obeyirg pttack; IS secure with probability— e if the system dynamic

given Bernoulli distributions are utilized to govern thiget  + Satisfies

of attack phenomenon. Prob{||z|| <9} > 1—¢, Vk>0. (6)
The dynamic output feedback controller for plant (1) is

described by Definition 3: Let the security parametet > 0 be given.

The system (1) subject to deception attacks is said te-be
Frg1 = fo(@n) + le(@r)yn securable if there exist three matrix-valued functigfs .
R (2) andu. in the dynamic output feedback controller (2) such

g = () that the security requiremefit:;|| < ¥ can be satisfied with

where i, with 2o = 0 is the state estimate, and the matrixProbability 1 —e.

valued functionsf, : R"* — R™, [, : R™ — R™ andu, : In this paper, we aim to design the controller paramefgrs

R"= — R™ are the controller parameters to be determined!c @ndu. for the dynamic output feedback controller (2) such
In this paper, the deception attacks and vy are, respec- that the closed-loop sys_tem (3)_ is secure W|t_h probabllrwc_“

tively, —uo(#1)+Crp And—G+Cor Where(y, andCy, are the and an upper bounded is obtained for the given quadratic cost

bounded energy signals satisfyifigis|| + ||Cox|| < o. Here, functional (4).

o is a known positive scalar. By denoting = [z} 2] |7,

G = [ ¢ ¢Z 1T and substituting (2) into (1), one has the HI. MAIN RESULTS
following closed-loop system In this section, by resorting to the stochastic analysis
approach, some sufficient conditions are provided to gteean
Ne+1 = F1(n) + (0 — ox)Fa(mk) the desired security while obtaining an upper bound of the
+ (1 —@)G1(nk)uc(Tnr) addressed quadratic cost criterion. Furthermore, theirsduta
+ (@ — a)G1 (e )ue (T (3) results are extended to the case of discrete-time stochasti

_ linear systems with state-dependent noises. The following
+ Hio(_n’“)w’“ +(@ _ai’“)HQ(m“)wk three lemmas will be used in deriving our main results.

+ A G () Ck + AR G2 (01 )i Lemma 1: [8] Let the positive scalar be given. The
closed-loop system (3) is input-to-state stable with pbiliig

where : ) " L :
1 — ¢ if there exist a positive definite functiot : R" — R
Film) = fi(zg) (called an ISSiP-Lyapunov function), tw#~, class functions
Tk fe(@r) + (1 = 0)le(Tk) f2(7) v and 7, and two.#" class functionsy and 7 such that, for
Folme) = [ 0 fL(x)i(24) }T all n, € R?"= \ {0}, the following two inequalities hold
Hi(m) = [ B (xr) (1 — )R (@ )T (dr) 1" v({lll) < Vim) < w((lmwll) ()
Holm) = [0 W (@)l (@) 1" E{V(mr11)|Zr} — V() < XUICklloo) — 2([1miel])- (8)
_ T T _ i Furthermore, if (7) and (8) hold, then the functiopsand ~
o (ni % i (jk}) OA]M’ gij('ng?{- d_liliigl(wk),o} in Definition 1 can be, respectively, selected as
= , =diag{a, 7 ,

Ay = diaglay, — @, o — 5} @ 1. p(- k) =Ju (e 1oku()
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and Proof: First, it can be calculated that
V() = \/[1(571(,7(571()2(,))) +x()) E{(a — ay)PAL"} = —aPM,
where¢ is a suitable scalar satisfyifg< ¢ < 1. E{(6 — 0x)PAR"} = —6PMo.

Lemma 2: [38] Let .%; be ac sub-field of.#; and X be

an integrable random variable. The following is true In what follows, choose the Lyapunov functiaf(n) =

E{E{X |} 71} = E{X|%} = E{E{X |71 }|F}. selecting functions (||nx|]) = Amin(P)||7x||? andz(||nx|]) =

. Amax 2B Iculating the diff af |
Lemma 3: [36] (Matrix Inverse Lemma) Le, Y, U and (P)lnx||. By calculating the difference df () along

V' be given matrices with appropriate dimensionsX|fY” and
Y ' 4+ VXU are invertible, then the following holds

(X+UyV)yt=Xx"'-x"'Uuyt+vxtu)ytvx-t

mathematical expectation, one has
E{V(1ht1) = V()| F1}

:E{Tpk —T’Pkﬁ\k}
The following theorem provides a sufficient condition on M Plier = 11 P

security control with predefined probability— <. In addition, = F1 (n&)PF1 (1) + 2F] (1) PA Ga (1) i
under the given parameters, an upper bound of quadratic cost + 2(1 — a)F{ () PG1 (k) ue(T1r)
is obtained at the same time. - T - T
Theorem 1:Assume that scalars and ¢/, matricesQ and + 0 Fy ()P F2 (k) = 26.F5 (0 )P M2G2(16) G
R, and the controller parameters, [, and u. are known. + (1= a)ug (Tog)G1 (ne) PG (g )ue(Tr,)
The stochastic nonlinear system (1) with the dynamic output  + 2(1 — a@)ul (Tn)GT (k) PA*7 G (1) Ck (11)
feedback controller (2) is secure with probability— ¢ and — 2auT (T)GT ()P MG (i) Ci

the quadratic cost functional (4) has the upper boyfid=

T T
0.5(x+Amax V) 02, if there are two positive definite matrices ~ + 741 (k) PH1 () + 55 (i) PH2 (1)

P and)V, and three positive scalars y andx such that, for + GG (k) (A7) TP A G (1) G
all nonzeron € R?"=, matrix inequalities + aCEGT (m ) MTP M1 Go (1) G
1 (n) < —v|ln|f? (9a) +6¢LGa () M3 P MG ()G — ni P
La(n) < XI (9b) = To(m) + 2101 (k) Sk + G To (1) G-
o(n) < (9¢) Applying the element inequalit@a”b < xa’a + k1070
M2 (n) < (9d)  to the term2Il; ()¢, yields
and 211 (1 ) G
||170||\/E Nain (P)Amax(P) 10 2AT () PA G (ni )G — 25 F5 (1) PM2Ga (1) i
+ Q\/ _IX/\mxln V Nmax(P) + 1) < - 20‘“ (Tnk)gl (M P MGz (1) C
hold. where < AT (ne)PA(r) + arul (Toe)G1 (k) PG (g e (T )
, W
+orFy (m)PFa(m) + K71 G AT TPASe
A(n) = Fr(a) + (1~ &) (mue(T) onFE (P ) + GG () (1)
M, = diag{I, 0}, M, := diag{0, I} +aM{PM; + 5M§PM2)Q2(771@)<1€-
Lo(n) = AT())PA(n) + 6 FL (n)PFa(n) — P (12)
o) (PAG) +5F> ()PF2(n) =" P Furthermore, taking the above equality into consideraiibmh)
+ au (Tn)gl ( )Pgl (n)uC(Tn) results in
+ Hi (n)PH1(n) + 5H3 (n)PH2(n) E{V (1) — V)| i}
F1(77) = FO( )+U’1]——2 ( )P ( )+ HAT(”)PA(W) < Fl(nk) 4 C}?I‘Q(nk)gc < _V||77k||2 +X||<k||2 (13)
T — —_ [e ]
+arug (Tn)Gy (PG (n)ue(Tn) which means that the second condition (8) from Lemma 1 can
To(n) = (1+ £ 1HG1 (n )((A‘”)TPAM be also guaranteed. Therefore, the closed-loop systens(3) i
. oo input-to-state stable with probability — e.
+aMyPMi+ oMy PM2)92(77) Now, let us select
_ T ao\T oo
To(n) = G5 (1) (A7) PA 2(lInol1:0) = /=25 (P) A (P) o]
~ 4T ~ 4T
+ aMiPMy + o M; ’P/\/l2)g2(77) Y(||Celloo) = \/E DAL (P (™ Amax(P) + )16k oo

1Ty () = AT (n)PA*? Ga(n) — 6.F5 (n)PMaGa(n)

— au, (Tn)gl( YPM1Ga(n) |l < < k) + (¢
Ia(n) = To(n) = vlnll* +n" Qn + ul (Tn)Ruc(Tn) =l ; 22::22::305 7((||||C:||oo; (14)

10 () (W = THo(n)) 'Y (). = o(llzo],0) + ¥(|¢klloe) < 9

It can be found from (10) that

ni Pni. We can easily check that the condition (7) is true when

the trajectory of the closed-loop system (3) and taking the
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which means

Prob{||z[| <9} >1—¢, Vk>0.

which implies

1
As such, it is easily concluded that the closed-loop sys@m (J (u.) < hm HSUp o (2V(770) +(N+1)(x+ /\max(W))QQ)

is secure with probability — e.

Having obtained the analysis results about the security,
we are now in a position to investigate the quadratic cost

functional (4). For this purpose, denote

G= (W —To(m)) 1T (),

E1(ne) = Tolmw) + ni Qi + ul (Tok)Rue(Tne) — vlne||*.

_ (X + /\max (W))92
> .

The proof is complete.

Remark 3:The developed result in Theorem 1 includes a
nonlinear constraint dependent on initial state, whichitive-

By utilizing the properties of the conditional expectationly describes the security bound. In addition, by exploitihg

one can show that

E{2V(mk11) — 2V ()
+ 0 Qi+ ul (T Ruwe(Tne) | 7}
= B{ [2V(041) — 2V(m) + nf Qo
+ ul (T Reue(T) [ Tcul1<o| i}
< B{ [V(mes2) = V) = vllmel? + X116
1k Qe+ ul (T )R (T | Ty, < 7}
= E{ [To(m) = vllm]” + 2112 ()G

+ G (To (k) = W) e + ul (Twe)Rue(Tnr)
+ 1 Qe + CEWCk +x||Ck||oo}]1H<k||sQ Jk} (15)

< max {To(me) = vlfml* + 200 ()G
lISklI<e

+ G (o () = W) + 111 Qi
o+ ul (T Rue(Tme) + WG+ xIGel 2}

< e {El(nk) + 2104 (k) Gk — ¢E (W — To ()
X G} O+ Amax (W) @?

< mas {Tla(m) = (G = Gi)" (W — T ()
X (Ge = G+ (X + Amax(W))e?

< T () + (X + Amax(W)) 0*.

Furthermore, it follows from (15) and Lemma 2 that

N
sup ZE{nkTan + UZ(Tnk)Ruc(Tnk)‘%}
k=0

IN

N
sup 3 E{ T () + (X + Amax (W) 0?

= 2E{V(mh41) = V)| Fi} | Fo |
2V(10) + (N + 1) (X + Amax(W)) 0
- inf{QE{V(WNH”jo}}

< 2V(10) + (N + 1) (X + Amax (W) 0?

IN

difference2V (nx+1)—2V (1) to (15), the condition of security
(9a) is skillfully embedded into the analysis of the quaidrat
cost functional index (4). Such an approach is of importance
to gain an upper bound of (u.).

From the purpose of implementation, a linear time-invdrian
controller is usually employed in real-world systems. Eier
fore, we are interested to expose that the above developed
result can be specialized to the systems with the linearubutp
feedback controller which is of the form

(17)

Tpy1 = Felp + Leyn
up = Ky,

where controller parameters., L. and K need to be deter-
mined. By replacing’.(&x), l.(Zx) andu. (&) with F.@y, L.
and K i, respectively, one has the following theorem.

Theorem 2:Assume that scalars and ¥, matricesQ and
R, and parameter$,, L. and K are known. The stochastic
nonlinear system (1) with the dynamic output feedback con-
troller (17) is secure with probability — ¢ and the quadratic
cost functional (4) has the upper bourd® = 0.5(x +
Amax(W))0?, if there exist two positive definite matrice®
andW, and three positive scalars y andx such that, for all
nonzeron = [z, 27 |7 € R?"=, matrix inequalities

Ti(n) < —vlnl]? (18a)
Ta(n) < xI (18b)
y(n) < W (18c)
I2(n) <0 (18d)
TP~ %W gl (n) >0 (18e)

(16) and

(19)

+ g\/ —1XAm}n v Amax(P) +1) <9
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hold, where In light of (18e), based on Lemma Bl4(n) is equivalent to
1 filz) + (1 —a)g(x)Kz .
A= R (1= 0)Lefa(a) W) = ") (T P) ! = @W'9" )
Gi(n)=[ 9"(x) 0], Go(n) = diag{g(x), L} x o (n) — " (n)(I @ P) (),

B =[ 0 fF@LE ], Hot) =[ 0 hE@)LT ]"

i (n) :[ W) (1 - o)L (x) LT }T and therefore, it follows from (20) and (23) that

() =[ A"(n) Van"T'K"G{(n) VEFi(m)]" =

90) =[G VG — vrgEadg |7 o0 = (0P =)

D) =1+ R () (I © P)t () — " Py A e @4)

+HE () PH () + 6HT () PH2 (1) +H (n)PH:(n) + 5H; (n)PHa(n)
To(n) =(1 + k" ) + T TP KRK Ty +n" Qn.

- It is not difficult to see from (21) and (24) that the

W(n) =" () (T © PYF (n), B = B(1-B) inequalities (9c¢) and (9d) in Theorem 1 follow directly from
B . (18c) and (18d). As such, it can be concluded from Theo-
y(n) =" (n) (T @ P) " =G W4T (n)) rem 1 that the desired security for the closed-loop system
x o (n) —nt Py —vnTn+HE (n)PHL(n) (3) are achieved and the cost functional (4) has the bound

J* = 0.5(x + Amax(W))0?, which completes the proof.
Now, we are in a position to extend the developed results to
Proof: Based on Theorem 1, it suffices to show that (9a)he case of discrete-time stochastic linear systems watte-st
(9d) are satisfied for the stochastic nonlinear system (1) widependent noises
the dynamic output feedback controller (17).
First, taking (17) into consideration, one has {

+ 6HEY () PHa () + " TTKRK Ty + 0" On.

Thy1 = Axy, + Buy, + Dxjwy, (25)

To(n) = AT (n)PA(n) + 675 (n)PFa(n) —n" Pn Jr = Cax + Expwi

+an" TP KTGL (PG (KT o
+ HE ()PHL () + 5HL (n)PHa(n) WhereA_, B, O D an_dE are consta_nt matrices with appro-
T T priate dimensions. It is assumed tHais of column full rank.
=~ (I @P) (n) =1 Pn

Subsequently, by selecting = (1 + £~ 1) Amax (W), one

+HT (n)PHL(n) + TH; (1) PH2(n), has that (18b) holds if (18c) is true. Furthermore, by reipac
T (1) = To(n) + 55FF ()P Fa(n) + s AT ()yPA() @O)  fi(ax), g(wr), falan), ha () andha(ry) with Az, B, Cay,
+arnTTTKTGT (0)PGy (n) KT, D;ck_and.E:vk, r.espectively, the following theorem can be
T T oo obtained immediately from Theorem 2.
Po(n) = (1 +K77)G, (”)((A )" PA Theorem 3:Assume that scalars and ¢, matricesQ and
~ A 4T AT 5 R, and parameter$,., L. and K are known. The discrete-
+aMyPM oM, PMQ) Ga (1) time stoghastic linear system (25) with the dynamic output
= 14+ xH9T()IT @ P)9(n). feedback controller (17) is secure with probability— ¢

. . . . and the quadratic cost functional (4) has the upper bound
Obviously, the inequalities (9a) and (9b) in Theorem 1 fwllo T = 0.5(x + Amax(W)) 2, if there exist two positive definite

d'ref’“?’ from (18a) and (18b), respectively. matricesP and, and two positive scalarg andx such that
Similarly, it can be found that matrix inequalities

o(n) = 4" (n)(I @ P)¥(n), T, <0 26
L () = AT (n)PA*Ga(n) — 6F5 (n)PMa2Ga(n) 21) ’rl - 0 (262)
—antTTKTGT ()P M1Ga(n) TZ z 0 ((26c;
_ T ’
=" (NI @P)Y(n). Ty>0 (26d)

On the other hand, it follows that

ILy(n) = T () (W — o(n)) 11T (n)
= T (n)(I & P)YI () (W — 4" (n) @2 [loolly/=" A PV A (P)

<(LeP)@m) 9T &P (). oy DA (P) o A (P) + 1) <0

with the nonlinear constraint

(27)
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hold, where

B A (1—a)BK [ B 0
S1= | (1-0)L.C F. }’56_{0 LC]
s—| 0 0] g _[o0 VaBK

Tl VeL.e o] o 0

[ D 0 0 0

= a-o)LE O}’S"’_[\/ELCE 0]
o =[ST ST ST]", x=(1+r Dhmax(W)

g =) —vaml - VeMmE]'Ss
Ti=(1+x)ITIRP)S —P+S{PSs+SIPSs + vl
Yo, =9T(I@P)d-W, Yy=IaP) ' —gw g7
T3 =T (IQP) —P —vI+SIPS,

+SIPSs + T"KRKT + Q.

Finally, for the discrete-time stochastic linear systenith w

where
Pv=1@N+N' -P), k=1+k
g - [ OMA+(1-06)L.C (1—a)K +F.
T (1-5)L.C E,
g _ | VFLC 0] o _[0 Vak
T Ve o700
S, — [ @MD-F(ITE')ECE 0 0 — O17 O12
T (1-6)L.E 0] | 0 O
gi'\/E@CEo = _[emB L.
>T | VGLE 0| 0 L.
_[em A [ (BTB)"'BT
N 0 A:|7M_|: (BL)T

So=P4vl— 0, x =145 ) Amax(W)
= [ 78T R8T wSF SF ST )T
o= [ ()T —VamT —aMT ]S
st st sf st st

> 0 01", K=[K" 0.

In this case, by designing controller gaids = ALF,
L.=A1'L.,and K = 9;111{, the discrete-time stochastic
linear system (25) with the dynamic output feedback colgrol

state-dependent noises, the desired controller gains ean P7) is secure with probability— <. Furthermore, the quadratic

obtained via the following corollary.

Theorem 4:Let the positive scalars and ), and the pos-

itive definite matricesQ and R be given. Assume that there

exist two positive definite matriceB and )V, seven matrices
F., L., K, ©11, ©12, ©2, and A, and two positive scalars

v and k satisfying the following parameter-dependent matrix

inequalities
— <0, 28a
= —PN:| ( )
_W k
- <0 28b
= =Py } (28b)
= * * *
Z3  —Pn % *
0 =, W 3 < 0(28c)
| KT 0 0 R-0,-0%
=T W } <0 (28d)
and
zol|\/ e At (P) Amax (P
lzolly/ (P) A (P) 9)

-1
min

+ g\/s‘lx/\ (P) (v Amax(P) +1) < ¥

cost functional (4) has the upper bourd*
)\max(W))Qz'

Proof: First, with the help of the Schur Complement
Lemma, the inequalities (26a) and (26c) are, respectively,
equivalent to

0.5(x +

_571) —Ie;P—l <0 (30)

and _

=0 * * *

T L L e e

KT 0 0 —R!
where
S =[ 1+8)ST (1+r)ST (1+r)SE ST s "
S =[ (M%) —vamT —vamD 'S
Zi=[ ST ST Sf ST ST E=[5 0 0]

DenoteF. = AF,, L. = AL., and K = ©,, K. It follows
from (28c) that\ and ©1; are invertible. Furthermore, pre-
and post-multiplying the inequality (30) by diag I @ N}
and diad/, I ® N7}, and the inequality (31) by didd, I ®
N,I1,011} and diadl,I ® N7, 1,067}, respectively, result
in

z —TeWpinT) | <0 (32)
and
=0 * * *
Z5 I WNPINT)  « %
54 -W * <0
KT 0 0 —@117?,_1@,{1
(33)
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Because of Example 2: The second example considers the discrete-
N4 AT — NPINT P time stochastic linear system (25) with
+ — - —
1 T —1.00 2.00 0.007 —0.005
= (P=NJPZ(P-N)" <0 A=1 Z020 —065 |* P~ | 0010 0.006
11+ 61, —OnR'O1 ~ R B=[200 0]",C=[050 —0.50 ]
=—(R-01)R'(R-01)" <0 E=1[0025 -0.025 |

it can be shown that the inequalities (32) and (33) (equni\laleand the initial co.nditiomzo = [040 —0.20]. Then, the
to (26a) and (26c)) can be satisfied if (28a) and (28c) holgt_her correspon@ng parameters are the same with the above
Similarly, we can obtain that (26b) and (26d)) can be satisfi&*@mMPple. By using the Matlab software (with the YALMIP
if (28b) and (28d) are true. As such, it can be conclude}(l;)’ a set of solutions to matrix inequalities (28a)-(28d)
!

from Theorem 3 that the desired security is achieved al eorem 4 is obtained as follows:

the quadratic cost functional (4) has the upper boyfd= 0.7259 —0.0931  0.4192 —0.0209
0.5(x + Amax(W))0? for the addressed system (25), which D —0.0931  4.3751 —0.2098  1.5271
completes the proof. 0.4192 —0.2098 0.4163 0.0446
Remark 4:1n Theorem 4, the system parameters, the de- - —0.0209  1.5271  0.0446  0.9762
sired security probability: and the weighting matrice® 1, — | 1:6361 0.0264 | o} 1.0401 —0.0741
and R in the quadratic cost function (4) are all reflected in | 0.0264 1.6569 |’ 0 7.9006
a set of parameter-dependent matrix inequalities. Oblgipus , _ | 0-4483 0.0413 ] i { 0.7331 }
the inequality (28a) with fixed parametgrwill reduce to a —0.1545 1.8515 |’ ¢ —0.1372
linear matrix inequality, and therefore this parameteexsff ~ [ 0.3026  0.0386 } i [ —0.4253 r
additional flexibility with possibility to improve the sedty ¢ | —0.4109 -0.7702 | 0.3224
performance. v =0.0405, & =0.05.

Remark 5:In this paper, the impact on both the security; can be checked that the condition (27) is satisfied. Furthe

performance and the average cost of the state and conff@re, the permitted upper bougd is 0.7370 and the desired
input is examined from the statistical information of de®P control parameters are

attacks. This paper considerably enlarges the scope of our
earlier result [9]. In comparison, the developed resultgeha F. =
the following two distinguishing features: 1) more general —0.1643  —0.4057 0.0618
dynamic output feedback controllers are deigned to match up K= [ —0.4089  0.3100 } :
with the corresponding stochastic nonlinear systems; gnd 2In the simulations, the exogenous disturbance inputs are
a quadratic cost is further investigated while guarantpéiie selected as; , = 0.2cos(k) and (2 = 0.2sin(k). The
security in probability. simulation results for Example 1 and Example 2 are shown in
Figs. 2~4. Specially, Fig. 2 plots the dynamic trajectories of
||zx|| for 100 independent simulation trials, which effectively
IV. SIMULATION EXAMPLES checks thesecurity in probabilityfor the employed examples.
i ) In addition, Fig. 3 and Fig. 4 depict both the dynamic
To illustrate the effectiveness of the proposed results, Wrajectory of ||z;,|| and attack times for a simulation trial,
numerical examples are given in this section. which vividly reflects the impact from deception attackseTh
Example 1:The first example concerns the followingsimulation results have confirmed that the designed cdetrol

0.6901  0.1234 } I [ 1.6300 }

discrete-time stochastic nonlinear system: performs very well.
1 . 1 1
Tyl = §Ik sin(zg) + §Uk + Exk cos(zg )wy, V. CONCLUSIONS
~ 1 1 ) In this paper, we have dealt with the security control
Y = 5Tk T 157k sin(z Jwy,, problem with a predefined quadratic cost for discrete-time

stochastic nonlinear systems subject to deception attacks
with the initial conditionz, = 0.4. Give the probability definition of security in probability has been employed to
a = = 0.05 ande = 0.25, the security parametel = 14, reasonably account for the transient dynamics of the closed
the bound of disturbance input= 0.05, and the weighting |oop systems. Sufficient conditions with the form of matrix
matricesQ = 0.05/ and’R = 0.051. According to Theorem jnequalities have been established by means of the input-to
2, it can be seen that the controller (17) with parametesgate stability in probability (ISSiP). Furthermore, arsyga
F. = —-04, L, = 0.25 and K = 0.8 is a suitable dynamic sp|ution version on above inequalities has been develoged b
output feedback controller for the above stochastic nealin Carrying out the well-known matrix inverse lemma. Speyla"
system. Here, the other parameters satisfying the conditighe controller parameters and the desired upper bound have
in Theorem 2 can be selected Bs= diag{0.9,0.9}, W =1, peen characterized via the solution of matrix inequalitith
v =0.31, A = 0.77 andr = 0.45. Furthermore, the permitted 3 nonlinear inequality constraint. Further research ®in
upper bound7 ™ is 0.0355. be focused on security issues for general time-delayeémgst
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or switched systems [29], [30] subject to various cyberckda [g]

with/without event-triggered communication protocols8],1

[19], [39].
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