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1. 

1.      Introduction 

This  paper  is  concerned with methods  for obtaining 

bounds  on  the  errors  in  finite  element  solutions   to  two 

dimensional  elliptic  boundary value  problems  defined on simply 

connected  polygonal  regions.    We  first  mention briefly  the  techniques 

of Birkhoff,  Schultz and Varga [4]  for  obtaining bounds when using 

rectangular  elements,  and  those  of  Zlamal  [22]  and Bramble  and 

Zlamal  [5]  with  triangular  elements.     In  [4]  the  results  of 

Sard  [12]  are  used,  and  it  is  through  the  use  of  the  Sard  kernel 

theorems   that   we  obtain  sharp  bounds  for   the  interpolation  errors 

in each  element,  in  this  case  a  triangle.  The  forms  of  our bounds 

are  similar  to  those  of  [22]  and  [5]  which contain unknown constants, 

but  we  are  able  to  compute  the  corresponding  constants.  The bounds 

can be  used  to  produce  bounds  in  the  Sobolev  norm for  the  finite 

element  solution  of  the  elliptic  boundary  value  problem as  in  [5]. 

The  results  are  then applied  to  problems  containing boundary 

singularities  by  augmenting  the  spaces  of  trial  functions with 

singular functions  having the  form  of  the  dominant  part  of  the 

singularity.    In Section 6  it  is  seen  that  the  approach using 

triangular  rather  than rectangular  elements  has  the  advantage  that 

it  is  significantly  simpler  to  implement  computationally. 

The finite element method will be discussed in the context of 

the homogeneous Dirichlet problem for Poisson's equation, 30 that 

the  function u =  u(x,y)  satisfies 

- Δ[u(x,y)] =  g(x,y) , 

u(x,y)    =      0        , 

(x,y) ∈ R, 

(x,y) ∈ S , 

(1.1) 
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where R ⊂ E2 is a simply connected region with closed polygonal 
boundary    S ,     g(x,y) ∈ L2(R), and G-=RUS.Let ( )R0C∞   be the 

space of functions C∞(R) satisfying the boundary conditions of 
(1.1) on S. 

In the standard multi-index notation 
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                                                        (1.2)

where p is a non-negative integer, ( ) ( ){ }∫∫=
R

dxdy,2yx,u2
R2Lu  

and the derivatives are generalized derivatives, (see e.g.  Smirnov 
Vol.V,  [13],P.321), defines a norm on ( )R0C∞ . The completion of 

( )R0C∞  in this norm defines the Sobolev space , with ( )R
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will in fact be used in place of (1.2). This is permissible 

because the Sobolev embedding theorem is applicable to polygonal 

regions R, and it implies that 
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(1.2') 

for some constant ,     the minimal such   being the norm of P
RB P

RB

the embedding operator from p
2W~  into 1p

2W~ −   .   For definitions of 

p
2W~  and  a  proof of the above see [13],  pp 339-355- We  define  the 

bilinear form D(u,v) to be 

( ) ( ) (∫∫ ∈−= )
R

,R
p
2

o
Wvu,dxdy,vΔuvu,D  
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so that 
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∂
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The function    is the generalized solution of (1.1) ( ) (R
P
2

o
Wyx,u ∈ )

if for all  ( )R
p
2

o
Wv ∈

( ) ∫∫=
R

.dydxvgvu,D (1.3) 

As the finite element solutions of subsequent Sections will be 

approximations to the generalized solution u of (1.3), and as 

it is  the classical solution   of  (1.1)  that is desired in 

physical applications,  the relation between these two solutions 

is clearly important.    It can be shown that if the classical 

solution exists it is identical to the generalized solution, 

which is unique.  There is also the question of why it is 

necessary to consider the problem (1.1) in the context of 

Sobolev space.     In the finite element context there are two 

immediate reasons. Firstly    Sobolev [14] proves that the 

solution of the non-homogeneous Dirichlet problem for Laplace's 

equation is the solution of a variational problem.    This 

development can be  reformulated for (1.1) so that 

[ ] ( ) ∫∫−= dxdyvg2vv,DvI  

is the functional to be minimized, and the relevant function 

space is .     The solution of the variational problem ( )R2
o
W

1

is the solution of the generalized problem (1.3).   In  the 

finite element method we approximate u by U , where U 

is the function from some finite dimensional subspace of , ( )R
P
2

o
W

(1.4) 
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which minimizes I(v)  over the  subspace. For this finite 

dimensional subspace we use the notation Sq  , where q indicates 

the form of the approximation.  In this paper Sq is a space of 

piecewise  polynomials  defined on  subrectangles or  subtriangles 

of a polygonal region. The Sobolev imbedding theorems are 

used  in  the  derivation of  bounds on the norms of  the error 

in these finite element solutions, and this is the second 

reason for working in Sobolev space.  The general method is 

that the solution u of (1.3)  is  interpolated by some  qSu~ ∈ , 

and a bound is found for the interpolation error u - . From u~

Zlamal  [22] we have the following result 
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so  that  the bound  on the  interpolation  error is  a  bound  on 

the  error  u - U.  It is here  that  multivariate  interpolation 

theory  is  used  in finite  element  analysis.    We  note  that 

( ) ( ) ( )R2LUuvR
1
2

o
WUu −≡−  

This  is  equivalent  to  (1.2)  without  the  use  of  (1.2')  because 

of the  following;    the  linear  functional  is  bounded ∫
s

= uLu

in  the  pseudonorm  || ∇ u || L2  (R).   L(1)≠0,  and  the  u  of 

interest  are  identically  zero  on S.    The  general equivalence 

result  is  given in Smirnov,  p.342. 
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2.    Error Analysis With Rectangular Elements 

The region R is  here  a  rectangular polygon,  and  is 

divided  into  subrectangles.  The  space  Sq is  defined  on the 

rectangular partition,  and 

( ) ( )R
1
2

o
Wu~uR

1
2

o
WUu −<−          .                 (2.1)

Considering  only rectangular  polygons R and rectangular 

elements as above  Birkhoff,  Schultz and Varga  (BSV)  take 
as  spaces  of  interpolants  S2m-1,  2m- 1 which  in each element 

have  the  form 

( ) ( ) ∑
−

=
∑

−

=
=−−=

12m

0i
jyixija

12m

0j
yx,11,2m2mPyx,u                      (2.2)

Their  approach is  to use  the  tensor product  of  univariate 

piecewise  Hermite  interpolation  to the  values  of  a function 

and  its derivatives  up  to and  including  order  2m-1,  so  that 

on each subrectangle  the  interpolation conditions  at each 

of the  four  corners (xi,, yj)   are 

 
D(p,q) u(xi,yj) = D(p,q) [p2m-1,2m-1(xi,yj)]   , 

0 ≤  p,q ≤  m -  1. 

BSV  consider  the  weak solution u  of  the  homogeneous  Dirichlet 

problem with  a 2ℓth   order    elliptic  operator  [4,  equations 

(8.8),(8.9)].    With  the ( )R1
2W norm in  (2.1)  replaced by the   ( )R2Wl

norm they show that 

 

l
l

l −<−−− 2mhm,M
2

o
W11,2m2mPu                   (2.3)
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where 0 ≦   ℓ  ≦    m, h i s  the length of the   longest 

side of all the rectangles of the partition, and Mm, ℓ  is 

independent of h but involves the L2  norm of all the    2mth 

order derivatives of  u.    Use of  (2.1),  (2.2)  and (2.3) 

with  ℓ=1  yields, where again u is the solution of (1.3), 

( ) 1-2mhm,1MR
1
2

o
WUu <−  (2.4) 

As an example we consider the space S1,1 of bilinear trial 

functions,  so that 

( ) h.1,1MR
1
2

o
WUu <−                             (2.5)

In  addition  we  find  that 

( ) 2h1,0MR2
o
LUu <−                                                 (2.6) 

3.      Error Analysis With Triangular Elements. 

The region R is now a general polygon, and is 

subdivided into triangular elements.     The interpolation   spaces 

S4m+µ  are of trial functions P4m+µ(x,y), m = 0,1, ..., 

µ = 1,2,3,4, where the degree of P4m +µ   is not greater than 

4m+µ.     We note that S4m+µ ⊂  W 1m
2

+  (R) , and it is assumed 

that u ∈ ( )Rk
2W ,  2m+2 ≦ k ≦ 4n+2.   Bounds for the interpolation 

error are again found, and with (1.4) these are used to bound 

the error in the finite element solution to  (1.3).  Zlamal [22] 

using first quadratic and then cubic trial functions shows  that 
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and h is the largest side and $ the smallest angle in the    triangulation. 

For (3.1) to be meaningful, M3, and M4 must of course be  finite. 

Bramble and Zlamal for a typical triangle T show that, 

if  P4m+1(x,y)  interpolates  u(x,y), and  it  is  assumed  that 

u∈W  (T), 2m+2 ≦ k ≦ 4m+2, then for 0 ≦ n ≦  k; n ≦ m+1, k
2
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where k1 is a constant independent of the function u and 

the triangle T, and h is the length of the largest side of T. 

Bramble and Zlamal consider the weak solution u of the 

homogeneous boundary value problem   with 2nth order -  elliptic 
n
2

o
W

operator [5,  ( 2.k) ]      with the norm in (1.5) replaced by 
1
2

o
W

the (R) norm.  Extension of the result (3.2) to the whole 
n
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region R under the same conditions as held for (3.2) with 
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In (3.3) the  constant K2 does not depend on u, or, when it is 

assumed that all the angles of all the elements are bounded 

away from zero, on the triangulation. Now h is the length of 

the largest side of the triangulation, and n  ≦    m+1. 

 



The calculation of the constants in the bounds of 

Sections 2 and 3 has always been a problem.    In the next 

Section we give a method based on the Sard kernel theorem 

which at least makes the calculation possible. 

4.    General Scheme for the Error Bound Using Sard Kernels. 

The region R is now partitioned so that all the elements 

are right-triangles with short sides of length h.    In each 

triangle T the function p4m+µ (x,y) interpolates  u(x,y)  at   a 

set of nodal points;    e.g. for 4m+µ = 1,   p1(x) a linear 

interpolant,  the  nodes  are  the vertices of  the  triangle T. 

We follow here the notation of Sard [12], and denote the 

derivatives  of  any  function  v(x,y) by   subscripts; 

.ji,vjyix

vji
thus =

∂∂

+∂  

Our aim is to determine sharp upper bounds on the error 

u(x,y) - P4m+µ(x,y) on  the triangle T by  means of  the Sard 

kernel theorems.  For the one dimensional Peano theorem case 

of these see Davis  [7] 

The Sard kernel theorem for the space B p,q  enables 

an admissible functional to be written in terms of   its 

partial derivatives of order n = p+q.      B p,q   is the space 

of functions v(x,y) that have the following Taylor expansion 

at the point (x,y)   about the point (a,b): 

8. 
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( ) ( )( )( )( ) ( )

( )( ) ( )( ) ( )

( )( ) ( )( ) ( )
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x

a
x~db,x~jj,nvijnx~x

qj
jby

nji
ba,ji,vjbyiaxyx,v

 

(4.1) 

where  (x-a)(i)    ( ) ,
i!

iax −= etc.    The   full  definition  of 

B p,q is  given  in Sard p. 172,  and  from this we  see  that  all 

the  partials  in  (4.1)  must   be  integrable.  In fact  (4.1)  holds 

if  the  derivatives  of  v  are  generalized derivatives; 

see  Barnhill and Gregory  [l].    This  means  that the  Sard  spaces 

are  compatible with  the  Sobolev  spaces  in  that  the  same  kind 

of  derivatives  are  used  in both.  Consider a  linear functional 

F;  then for  F  to  be  an  admissible  functional  for  the  Sard 

kernel  theorem  (4. 3),  which follows,   it  must  be  of  the  form 

( ) ( )

( ) ( ) ( ) ( )∑

>
<+

∫∑

>
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∫ ++

∑
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∫ +∫=

qj
nji

h

o
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pi
nji

h

o
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pi

h

o

h

o
yx,ji,dμyx,ji,vFv

                   (4.2)
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where  the  µi, j  are  of bounded  variation with respect to  their 

arguments.    In Section 5 we  define  the  µi, j   appropriate  to a 

particular case.    The problem of  restricting F  so that  only values of partials 

of  v on the triangle  are used  is  solved in the examples given later. 

The  triangle T  is specified to have  vertices  (0,0),  (h,0)  and  (0,h) 

in the following.  We  now state  the  kernel  theorem for admissible 

func tionals  on B p,q    , 

( )[ ] ( ) ( ) ( )

( ) ( ) ( ) ( )

( )3.4
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h

o

h

o

h

o
.y~dx~dy~,x~y;x,qp,ky~,x~qp,vy~dy~y;x,ini,ky~a,ini,v

qj
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o
x~dx~y;x,ij,nkb,x~ij,nv
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∫ ∫ ∫+−
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∫ +−
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<+
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( ) ( ) ( )( )( )( ) ,jbyiaxyx,Fji,cthe4,3In ⎥⎦
⎤

⎢⎣
⎡ −−= where the notation 

F( x , y )    means that  the functional is  applied to functions of the variables 

x and y,  and the kernels are 

( ) ( ) ( )( ) ( )( )( ) ( )

( ) ( ) ( )( ) ( )( )( ) ( )

( ) ( ) ( )( ) ( )( )( ) ( ) ( )

Jy.y~Jx,x~
4.6,y,y~b,ψ1qy~yx,x~a,ψ1px~xyx,Fy~,x~y;x,qp,K

4.5Jy,y~p;i,1iny~yy,y~b,ψiaxyx,Fy~y;x,ini,K

4.4Jx,x~q;j,jbyx,x~a,ψ1jnx~xyx,Fx~y;x,jj,nK

∉∉

−−−−=

∉<−−−−=−

∉<−−−−=−

⎥⎦
⎤

⎢⎣
⎡

⎥⎦
⎤

⎢⎣
⎡

⎥⎦
⎤

⎢⎣
⎡

 

Jx and Jy are the jump sets of the functions µ i . j in (4.2), and 

are defined in Sard p.172. Essentially these jump sets are the 

points of discontinuity of the µi, j  , and will be stated explicitly 
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in the given examples.     Finally 

( )
⎪
⎪
⎩

⎪⎪
⎨

⎧

<<−

<<

≡

otherwise,0
a,x~xif1

x,x~aif1
x,x~a,ψ

 

and ψ (b, ,y) is   dual. y~

Our general  schema for error bounds is as follows. 

Let F[v(x,y)] be R[v(x,y)] in (4.3) and choose B p,q so that 

the remainder 

R[u(x,y)] = u(x,y) - P4m+µ(x,y) 

of the interpolation has polynomial precision of at least 

(p + q-l) ; i.e. 4m+µ  p+q - 1. Thus in (4.3) all the 

c i,j  = 0   and application of the triangle inequality gives: 

 

( )[ ] ( ) ( )

( ) ( )

( ) ( ) ( )7.4
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|y~dx~dy~,x~y;x,qp,Ky~,x~qp,u|
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∑
<
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∑
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so that from Hölders inequality with 1/p + 1/p' =  1 
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<
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qj x~pL

x~y;x,jj,nK
x~,pL

b,x~jj,nu|yx,uR|  

 

( ) ( ) ( )
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<
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−+
pi y~pL
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( ) ( )( ) ( )

( )( )y~,x~TpL
y~,x~y;x,qp,K

y~,x~T,pL
y~,x~qp,u+           (4.8) 

The  notation LP ' (T) means  the  LP, norm  over  the  triangle  T ( y~,x~ )

with respect to the variables .  Both sides of   (4.8)  are ( )y~,x~

functions of x and y, and the right hand side will now be denoted 

by G(x,y).  Thus taking an Lq norm of   (4.8) over the triangle T, 

where q is independent of p and p', we have 

( )[ ] ( ) ( ) .
q

1

T
dxdyqyx,GTqLyx,uR

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

∫∫<  

The triangle inequality for L    is used for each summand of G,  and thus 

|| R u(x,y)|| Lq(T)      ≦ 

( )
( )

( ) ( )
( )( )

( )
( )

( ) ( )
( )( )

( ) ( ) ( ) ( )
( )( ),yx,TqL

y~,x~,pL||y~,x~y;x,qp,K||y~,x~,pL||y~,x~qp,u||

yx,TqL
y~,pL||y~y;x,iniK||

pi y~,pL
||y~a,ini,u||

yx,TqL
x~,pL||x~y;x,jj,nK||

qj x~,pL
||b,x~jj,nu||

+

+−−∑
< −

+

+−∑
< −

 

(4.9) 
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where the x norm is over [0,h],  dually, and where the   y~ ( )y~,x~

norm is over the triangle T.    The result  (4.9) is  of  a similar 

form to (3.2). 
In order to calculate error bounds of the form as in (3.2) 

we need the (T) norm of u -  P 4m+1 ;  i.e. we  the norms n
2W

of ( )[ ] ( )[ ]{ ,yx,uRkdy
k

hx
hyx,ukh,R

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧∂

∂
∂= }  Because of the 

form of the Sard kernel theorem, the kernels for the functional 

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

∂
∂

∂
∂

ky
k

hx
harekh,R

 
of the corresponding kernels of R, 

provided that these are meaningful.    Extensions of the method 

to produce results similar to (3.3) can be found in Barahill 

and Whiteman [2]. 

5.    Implementation in B 1,1 

For illustration we restrict ourselves to the space B 1,1 , 

so that the kernel theorem (4.7) with (a,b) taken as (0,0) becomes 

( )[ ] ( ) ( ) ( ) ( )

( ) ( ) (5.1)
h

o

h

o
y~dx~dy~,x~y;x,1,1ky~,x~1,1u

h

o

h

o
y~dy~y;x,0,2ky~0,0,2ux~dx~y;x,2,0k,0x~2,0uyx,uR

∫ ∫+

∫ ∫ ++=

 

The Taylor expansion is taken about (0,0), as this makes the 

kernels K2,0   and K0,2 corresponding to R. symmetric with respect 

to y=x and x~y~ = .  For the  space of  linear  trial  functions 

P1(x,y) = a + bx + cy we consider the W  ≡ L2 and W1  norms. 0
2 2

Case 1 :     W 0
2  norm 

        In  the triangle T let P1.(x,y) interpolate the values 

u(0,0), u(0,h), u(h,0); then 
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( )[ ] ( ) ( ) ( ) ( ) ( ) .h0,u
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We now define the functions µi, j  in (4.2) for the functional 

R on the apace B 1,1 .  µ1,0 (X) ≡ 0 ≡ µ0,1 (y). Denote µ0,0,(x,y) 

by µ(x,y).  Initially (x,y) is considered as a fixed point of 

interpolation in the triangle T.   (We vary (x,y) later on.) 

Then µ=µ ( )  ,    varying over T, and µ is to have "jumps" y~,x~ ( y~,x~ )

as follows : 

At the point  =    (x,y)    the jump is 1   , ( y~,x~ )

( ) ,
h

yx10,0
⎭
⎬
⎫

⎩
⎨
⎧

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ +
−−

  

(h,0) 

(0,h) 

-    x/h, 

-   y/h  • 

In fact 

( ) ( )( ) ( )( )

( )( ) ( )( )
⎭
⎬
⎫

⎪⎩

⎪
⎨
⎧

⎥
⎦

⎤
⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

++

+
+

−−=

y~,x~h0,v
h
yy~,x~h,0v

h
x

y~,x~0,0v
h

yx1y~,x~yx,vy~,x~μ

 
where, see Fig.1 

( )( )
⎪
⎩

⎪
⎨

⎧ >>
=

T.inelsewhere,0

,yy~andxx~,1
y~,x~yx,v  



v (0,0) ( y )~,x~   = v(x,y)  ( )y~,x~      with  (x,y)   =     (0,0)     , 

( ) ( )
( ) ( )

⎪
⎩

⎪
⎨

⎧ =
=

T,inelsewhere0

,h,0y~,x~at1
y~,x~h,0v  

 
 

( )( ) ( ) ( )
⎩
⎨
⎧ =

=
T.inelsewhere0

h0,y~,x~at1y~,x~h0,v  

For  a discussion of bounded variation functions  of  two  variables, 

see Sard,  p.534. 

The  jump  sets  are 

Jx   =      {0,  x,  h }     , 

Jy  =       {0, y, h }   , 

15. 
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so that from (4.4),  (4.5) and (4.6) 

K2'°(x,y; x~ ) R(x,y)  [(x-  x~ ) ( )1
+ ]    ,        x~   ∉ Jx, 

K°'2(x,y; y~ ) = R(x,y) [(y- y~ ) ( )1
+ ]     ,      y~  ∉ Jy, 

K1,1(x,y; x~ , y~ ) =R(x,y)[(x- x~ )+
(0) (y- y~ )(0)   ],   x~ ∉ Jx, y~ ∉ Jy. 

where (x- x ( )i
+  ≡   (x- x~  ) ~ )(i)      for x > x~  and       zero otherwise.    Hence 

( )
( )

( )⎪
⎪
⎩

⎪⎪
⎨

⎧

<<−

<<−−
=

h,x~x,x~h
h
x

x,x~0,xh
h
x~

x~y;x,2,0k  

and so      ( ) ( )
( ) p

1

p1
h

h
xxh

x~pL||x~y;x,2,0k|| ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

−=                         (5.2) 

 

From the symmetry it follows that 

( ) ( )
( ) ,

p
1

p1
h

h
yyh

y~pL||y~y;x,0,2K|| ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

−
=                       (5.3)

and finally for the third kernel we have that 

( ) ( )( ) ( ) .p
1xyy~,x~TpL||y~,x~y;x,1,1K|| =

(5.4) 

Substitution with (5.2),  (5.3) and (5.4) now enables the 

Lp   norms of the kernels in (4.8) to be replaced. Following 

the scheme of Section 4 we now require || R[u(x,y)]| | Lq(T). 
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As this is cumbersome to calculate, we use the triangle 

inequality property of norms, and obtain the sum of the Lq 

norms of the three individual terms on the right hand side of 

the relevant form of (4.8).    Thus 

( )[ ] ( ) ( ) ( ) ( ) ( ) .y~,pL||y~0,0,2u||x~,pL||,0x~2,0u||TqL||yx,uR|| ⎥⎦

⎤
⎢⎣

⎡ +<  

( )
( ) ( ) ( ) ( ) ( ).TqL||p

1xy||y~x,,pL||y~,x~1,1u||TqL||
p

1

p1
h

h
xxh|| +

+
−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

 
  

(5.5) 

( )
( )

( )
( )
( ) ,

q
1

!12q2

2q!

p
1p1

q
2

p
11

h
TqL||

p
1

p1
h

h
xxh||

But

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
++

++

=
+

−               (5.6)

and,  assuming q/p ≡  r an integer  (as will be  the case  in Sobolev 

space where p  =  q =  2  so that r =  1), 

( ) ( )
( )
( ) ,

q
1

12r2

2r!)
q
2

p
2(

hTqL||p
1xy||

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

+

+
=                      (5.7)

so that substitution of (5.6) and (5.7) in (5.5) gives a bound on 

the L   norm of (u(x,y) - p1(x,y)) over T in terms of the Lp  norms of 

the  second derivatives of u.    Note that two of these Lp' norms 

involve univariate functions whilst the third involves bivariate 

functions.    We are of course particularly interested in the Sobolev 

space W0
2(T), so that we must consider the special case p = p' = q = 2. 

In this case (5.5),  (5.6) and (5.7) give 

( ) ( ) ( ) ( )( ) ( ) ( )

( ) ( ) ( )5.8.
32

2h
y~,x~2L||y~,x~1,1u||

56

2
5

h
y~2L||y~0,0,2u||x~2L||,0x~2,0u,||T0

2W||yx,2pyx,u||

+

+<− ⎥
⎦

⎤
⎢
⎣

⎡
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For (5.8) to be useful the norms on the right hand side must 

be finite .     This will certainly be the case if u ∈   (R). 
2
2

o
W

The bound (5.8)  is equivalent to that in (3.2) for the case 

n=m=0, k=2. which is 

( ) ( ) .
2
1

2|i|
2

T2L||uiD||2h1K
T0

2W
||1pu||

⎭
⎬
⎫

⎩
⎨
⎧

∑
=

<−  
(5.9) 

In order to explain the  apparent  discrepancy in the  order  of 

h,  we  note  that  in  (5.8)  the  norms  on u2,0 and u0,2 involve  one 

dimensional  integrals,  whilst  those  in  (5.9)  are  over  the 

triangle T  and  hence  involve  two  dimensional  integrals.  That 

the  respective  norms  produce  equal  orders  of h in the  error  can 

be indicated  as  follows. 

Consider the two terms  ( )
2
1

h

o
x~d

2
,0x~2,0u

⎭
⎬
⎫

⎩
⎨
⎧

∫  

and ( ) ( ) yy~,x~2,0uIf.
2
1

h

o
x~dy~d

2x~h

o
y~,x~2,0u ≡∫ ∫

−

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

 

for  some  constant  γ ,  then these  two  terms  are respectively 

 2γh/and2
1

γh .      This   implies  that the  corresponding  terms 

( ) ( ) ,2/3γh1K~and5/63γhare5.9and5.8in  respectively, 
 

where the right hand side of (5.9) has been replaced by 

( ) ( ) ( ) .
T2L1,1u

T2L2,0u
T2L2,0u2h1k~

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

++  

The  lattermost  is  valid because  of  the  equivalence  of  the 

induced pseudonorms  on    where  k1  in  (5.9)  is  replaced by 2
2W

some  constant 1
~K . on account  of  this  change. 
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We  note  in passing that by the  mean  value  theorem for integrals, 

( ) ( )∫ <<=
h

o

1,θoh,θh,0ux~d,0x~u
2

2,0
2

2,0

 
and 

( ) ( ) ,
2h

o 2
h

2
*xθ~h,*x2,0u

x~h

o
x~dy~d

2
y~,x~2,0u∫ −=∫

−
 

1.θ~0h,*x0 <<<<  

( ) ( ),*xθ~h,*x2,0uθh,02,0u −= then this common Hence  if 
 

  
number can serve as the  γ    above. 

We also note that the h of Bramble and Zlamal is 2
 
times the h 

of this paper. 

Case  2. W1
2  norm. 

( )[ ] ( )[ ]

( )[ ] ( ) ( ) ( )
.

h
h,0u0,0u

yx,1,0uyx,u1,0R

thatso,yx,uR
x

yx,u1,0R

−
+=

∂

∂
≡

              (5.10) 

Since R is precise for linear functions, so is R1,.0, and one can 

attempt to let F  =   R 1,0  in the Sard kernel theorem (4.3) for B 1,1 . 

However, R1,0 is not an admissible functional unless (x,y) =  (a,b) 

(See (4.2) ) , and so we apply R1, 0 to the Taylor expansion (4.1). 

Thus we have the following : 

 

( )[ ]
( )

( ) ( )

( ) ( ) ( )

( ) ( ) ( )5.11.
x

a
x~dy~dy~,x~1,1u

y

byx,1,0R

x~db,x~2,0u
y

b
y~yyx,1,0R

x

a
x~db,x~2,0ux~x

yx,1,0Ryx,u1,0R

⎥⎦
⎤

⎢⎣
⎡

⎥⎦
⎤

⎢⎣
⎡

⎥⎦
⎤

⎢⎣
⎡

∫ ∫+

+∫ −+

+∫ −=
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Again we  let  (a,b) = (0,0).   This  choice  has  some  consequences 

for R1,0.   that  it  did  not  have  for R.    These  stem from the  fact 

that  R1,0   .  as  defined  in  (5.10)  is  not  an admissible  linear 

functional  unless  the  point  of  interpolation  (x,y)  is  the  same 

as  the point  of Taylor expansion  (a,b). 

The  three  summands  in  (5.11)  are  each of  a  different kind. 

The first can be  evaluated  in a  manner similar to  the  summands  of 

R[u(x,y)].    The  second  term will be  shown  to be  identically  zero. 

Finally,  the  third  term cannot be  evaluated by  means  of  the  Sard 

kernel  theorem and  the  Taylor expansion is  used  instead. 

 
( )

( ) ( ) ( )

( ) ( ) ( )

( ) ( )5.12x~d,0x~2,0u
h

o h
x~h0)x~(x

h

o
x~d,0x~2,0ux~h

h
1x

o
x~d,0x~2,0u

x~d,0x~2,0u
x

o
x~xyx,1,0R

.5.11intermfirsttheofnCalculatio

∫
−

−+−=

∫ −−∫=

∫ −

⎥
⎦

⎤
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

⎥⎦
⎤

⎢⎣
⎡

We apply Holder's inequality with respect to x~  to (5.12), with the 

L , norm of u2,0( x~ ,0) and the Lp   norm of the rest of the integrand, 

where    l/p + l/p' =    1.    The result of the latter is the following: 

( )

( )13.5
p1

1p

h
x

1hph

1pxp1

1p
1

p1

x~d
ph

o h
x~

10x~x

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛

+
−+

+

+

=∫ −−+−

We  notice  that there  are  no  jump  sets  involved  in this  result. 

As  outlined previously for R,  for R1,0 u in  (5.11)  we use  the 
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triangle inequality on the right hand side and then the 

triangle inequality on each of the three integrals, followed 

by Holder's inequality on each integral. Then we take the Lq 

norm of the resulting inequality and use the triangle inequality 

for Lq   on the right hand side.   Thus we need the Lq(T)(x,y) 

norm of (5.12) and we make the simplifying assumption that q=p. 

Then, eventually, 

( ) [ ] ( )( )

( )( ) ( )14.5p3
h

p1

2p1p
1

yx,TpL||x~h0,pL||
h
x~

10x~x||||

⎥
⎦

⎤
⎢
⎣

⎡

⎟
⎠
⎞

⎜
⎝
⎛

++
=

−−+−
⎟
⎠
⎞⎜

⎝
⎛

 

Calculation of the second  term in  (5.11) 

( ) ( ) ( )

( ) ( )

( ) ( )
( ) (

( ) (

)

)h,0yx,

0,0yx,y

o
y~dy~0,0,2uy~y

h
1

y

o
y~dy~0,0,2uy~y

x

y

o
y~dy~0,0,2uy~yyx,1,0R

=

=
∫ −+

∫ −
∂

∂
=

∫ −

⎥⎦
⎤

⎢⎣
⎡

⎥⎦
⎤

⎢⎣
⎡

⎥⎦
⎤

⎢⎣
⎡

 

 
 
≡      0 . (5.15) 
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(0,2) 

(1,1)

Consider the symbolic "Sard triangle" of partial derivative 

indices for
1,1

B
 
,   Fig.2,  Equation (5.15)    implies that the 

(1,0) partial derivative of the remainder R depends only on the 

partials (1,1) and (2,0) and not on the partial (0,2) which is 

also a part of the full core of u in
1,1

B ,   (Sard,p.l67) .     In 

Barnhill and Gregory [ 1  ]   is the following : 

Theorem.      If f(x,y) in
qp

B
,  

is of the form f (x,y) = pi(x) h (y) 

where pi(x) is a polynomial in x of degree  i <    h, and if the 

interpolation functional P has the property that 

P [pi (x)h (y)] = pi(x) H (y) (5.16) 

for some function of y, H (y) , then the Sard kernels for 

the functional D (h,k)      R   have the property that 

Ki, p+q-i (x,y; y~ )    ≡    0 ,       0 ≦ i ,   h ≦    p. 

Dually,  if f(x,y)  =  g ( x)  qj(y),  where  qj.(y)  is a  polynomial 

in y  of  degree  j  <  k and 

P[g(x)  q.j(y)]   =   G(x)  qj(y) (5.17) 

(0,0) (2,0)(1,0) 
Fig. 2 
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for some function of x, G(x), then 

( ) 0,x~y;x,jj,qpk ≡−+ 0  ≦   j  <  k ≦   q. 
 

The  Sard kernel  theorem for  a remainder functional R is 

usually  applied to a  space  where  R. has  polynomial qp,B

precision of at  least  p +   q - 1.     (A frequent  error  is  to  assume 

that this  polynomial  precision must be  exactly p  +  q -  1).  In 

this  case,  assumptions  (5.16)  and  (5.17)  are  frequently  fulfilled; 

e.g.  for  linear  interpolation  on 
1,1

B , 

) ( )( )[ ] ( ) ( ( ).h0,v
h

y
h,0v

h
x0,0v

h

yx
1yx,vP ⎟

⎠
⎞

⎜
⎝
⎛

⎥⎦
⎤

⎢⎣
⎡

⎟
⎠
⎞

⎜
⎝
⎛

++
−

−=

 
(5.18) 

Thus  if  v  (x,y) =  v (y),  a function of y alone,  then 

( )[ ] ( ) ( ),hv
h

y
0v

h

y
1yvP ⎟

⎠
⎞

⎜
⎝
⎛

⎟
⎠
⎞

⎜
⎝
⎛

+=  

 

and  (5.16)  holds with i =  0.  Therefore,  K0,2    ( ) 0,y~y;x, ≡  

which  is  seen  to  be  equivalent  to  (5.15)  if we  recall that 
the  kernel K0,2   is  obtained as  follows: 

( ) ( ) ( )( ) ( ) y~dy~0,0,2uy~yy,y~0,
h

o
ψ

y

o
y~dy~0,0,2uy~y −∫=∫ −  (5.19) 

and 

( ) ( )( ) ( )

( ) ( )( )[ ] ( )

( ) ( )∫≡

∫ −=

∫ − ⎥⎦
⎤

⎢⎣
⎡

h

o
y~dy~0,0,2uy~y;x,0,2K

y~dy~0,0,2u
h

o
y~yy,y~0,ψyx,1,0R

h

o
y~dy~0,0,2uy~yy,y~0,ψyx,1,0R

 

(5.20) 
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Tensor product schemes with polynomial precision of at least 

p+q-1 in each of the variables x and y satisfy (5.16) and 

(5.17)  and there follows  the  corollary: 

Corollary   Tensor product  schemes  of precision at  least 

p  +  q  -  1  in each  of  the  variables  x  and y  have  the  property  that 

their   Sard  kernels  for  the  functional   D(h,k) R,   0  ≤    h <    p, 

0  ≤  k <  q,  are  identically  zero  outside  the  shaded  Sard   subtriangle 

shown  in  Fig  3. 
 

 

(h,p+q-h) 

(p,q) 

(p+q-k,k) 
(h,k) 

Fig.  3 

We remark that, as the Corollary implies, for given h and k, 

p and q should be  chosen so that h < p and k <  q. 

The kernel K0,2 in BSV (p.242, (4.14)) was said to be dual 

to K2,0.      That is incorrect since K0,2 ≡   0 and K2,0     ≢  0, 

More important, the above Corollary implies that there are no 

negative exponents in equation (4.20)  of BSV,  and 30  no mesh 

restriction of the form (4.23) of BSV is required.  The fact 

that  there need be  HO  mesh restriction has  also been observed 

by Hall and Kennedy [9], who use an entirely different approach 
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from the above. 

Calculation of the third term in (5.11). 

( ) ( )

( )

( )∫=

∫ ∫
∂

∂=

∫ ∫

⎥⎦
⎤

⎢⎣
⎡

⎥⎦
⎤

⎢⎣
⎡

y

o
.y~dy~x,1,1u

x

o

y

o
x~dy~dy~,x~1,1u

x

x

o

y

o
x~dy~dy~,x~1,1uyx,1,0R

If we followed the general  scheme above, we would use 

Holder's inequality 

( ) ( ) [ ]( ),y~y0,,pL||y~x,1,1u||p
1

y
y

o
|y~dy~x,1,1u| <∫

(5.21) 

and then take the Lq (T) ( x,y) norm, along with the above 

assumption that q = p,  to obtain 

( )

( ) }∫ ∫
−

∫

<∫ ∫
−

∫

⎭
⎬
⎫

⎩
⎨
⎧

⎭
⎬
⎫

⎩
⎨
⎧

h

o

yh

o
.q

1
dydx

p
q

y

o
y~d'p|y~x,1,1u|y

q
1

h

o

yh

o

y

o
dydxq|y~dy~x.1,1u|

 

In  order  to  proceed, we  let  q = p', which  implies  that 

q = p = p' = 2.    Then,  noting the  shaded rectangle shown in 

Fig.4 we  have    that 
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(o,h) 

(x,y) (h-y,y)

(x,y)

Fig. 4 

( ) ( )

( ) ( )

( ) ( )( ).y~x,T2L||y~x,1,1u||
2

h

|
x

o

y

o
x~dy~dy~,x~1,1uyx,1,0R|

Therfore,

yh

o T
dx.y~d2|y~x,1,1u|

y

o
dxy~d2|y~x,1,1u|

<∫ ∫

∫
−

∫∫<∫

⎥⎦
⎤

⎢⎣
⎡

(5.22) 

A more general Lq   bound can be found as follows: 

 

( )

( )
q

1
h

o

yh

o

y

o
dxdy'q

q
yy~dq|y~x,1,1u|

q
1

h

o

yh

o

y

o
dxdyq|y~dy~x,1,1u|

⎭
⎬
⎫

⎩
⎨
⎧

⎭
⎬
⎫

⎩
⎨
⎧

∫ ∫
−

∫

<∫ ∫
−

∫

(5.23) 

where 1/q + 1/q' =1.     Using the above observation about the 

(0,0) (h,0)
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shaded  rectangle  in Fig.  4  we  obtain  that  the  right  hand 

side  of  (5.23)  is  bounded above  by  the  following: 

( ) ( )( )
( )

,
q

1
q

h
y~x,TqL||y~x,1,1u||

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

 

which is  (5.22)  if  q =  2.    We  have  now obtained  the 

following  : 

( ) ( )( )

( ) [ ] ( )( )

( ) ( ) ( )
( )5.24

q1
q

h
y~x,TqL

||y~x,1,1u||

p3
h

p1

2p1p
1

x~h0,'pL
||,0x~2,0u||

yx,TqL||yx,u1,0R||

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

⎥
⎦

⎤
⎢
⎣

⎡

⎟
⎠
⎞⎜

⎝
⎛

⎟
⎠
⎞⎜

⎝
⎛

+

+
++

<

 

 

For the Sobolev space case of q = p = p' =  2, we have 

( ) ( )( )

( ) [ ]

( ) ( ) ( )5.25.
2

h
y~x,T2L

||y~x,1,1u||
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2
3

h
x~h0,2L

||,0x~2,0u||

yx,T2L||yx,u1,0R||

⎟
⎠
⎞⎜

⎝
⎛

⎟
⎠
⎞⎜

⎝
⎛

+

+

≤

 

R0, 1   [u(x,y)]    =
y∂

∂  [Ru  (x,y)] is  dual  to  R1.0  [u(x,y)] .This      

is  due  to  the  symmetry in the  kernel form of  R about  the 

lines y =  x  and x~y~=  coming from  (a,b)  =  (0,0)  being  on 

the  line  y  = x,  and  the  symmetry  of  the  triangle T  with 
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respect to  y =  x.    Therefore, 

( )[ ] ( )( )

( ) [ ] ( )( )

( ) ( ) ( )
(5.26),

q1
q

h
y,x~TqL

||y,x~1,1u||

p3
h

p1

2p1p
1

y~h0,,pL
||y~0,0,2u||

yx,TqL||yx,u0,1R||

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

⎥
⎦

⎤
⎢
⎣

⎡

⎟
⎠
⎞⎜

⎝
⎛

⎟
⎠
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⎝
⎛

+

+
++

<

 

with the  obvious  expression  dual  to  (5.25).    Hence 

( )[ ] ( )( ) ( )[ ] ( )( )

( )( ) ( )
[ ]( )

( ) [ ]( ) }

( )
( ) ( )( ) .y',x'TqL||y',x'1,1u||

q
1

q

2h

y~h0,,pL||y~0,0,2u||

x~h0,,pL
,0x~2,0u

p
1

2p1p
1p

3
h

yx,TqL||yx,u0,1R||yx,TqL||yx,u1,0R||

+

++

+
++

<

+

⎩
⎨
⎧

⎥⎦
⎤

⎢⎣
⎡

 

(5.27) 

Finally,  since  α,  β  >  0  imply  (α2 + β2 ) 2
1

      ≦  α + β  the  Sobolev 

space  case  is  the  following : 

( )( ) ( )( ){ }

( ) [ ] ( ) [ ]{ }
( ) ( ) ( )28.5T2L||y',x'1,1u||h2

h0,2L||y~0,0,2u||h0,2L||,0x~2,0u||
32

2
3

h

2
12

T2L||u0,1R
2

T2L||u1,0R||

+

+<

+
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From the earlier  notation,  we  have 

( ) ( ) ( )( ) ( )( ){ } .2
12

T2L||u0,1R||
2

T2L||u1,0R||T2L||u~u|| +=−∇
 

We  remark  that  the  approach  of  BSV  does  not  yield  the  desired 

results  for  triangles.  They  make  the  clever  observation  that  if 

the  point  (a,b)  ( (x0 ,y0   ) in BSV)  of  the  Taylor expansion is 

taken as  the  point  of  interpolation  (x,y),  then  the  Sard  kernel 

theorems can  be used.   Otherwise,  undefined  expressions  such as 

({ x,x~a,ψ
x∂

∂ )}
 
are  involved.    However,  the  application of 

their  idea  to  triangles with,    e.g.,  linear  interpolation, 

implies  that  the  kernels  K2,0and  K0,2   corresponding  to 

R1, 0    and  R0,1     respectively,  are  not  identically  zero  outside 

the  triangle  T.    This  means  that  values  of  the  partials 

u2,0    and u0,2    outside  the  triangle  must  be  used in the  kernel 

theorems.    For  subtriangles  interior  to a  polygonal domain, 

this  is  not  a real  difficulty,  but  for  subtriangles  at  the 

boundary  this  involves  at  least  an implioit  extension of 

u2,0  and u0,2  outside  their original  domain of  definition. 
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6.    Boundary Singularities 

All the preceding error bounds have involved some norm of the function u 

and certain of its derivatives.    For the bounds to be meaningful,  and in particular 

for them to imply convergence with decreasing mesh size of the finite element 

solution to the solution u(x,y) of the boundary value problem,  it is necessary 

for the function and derivatives to be bounded in R.    When the boundary S is 

sufficiently smooth,   this condition is satisfied.    However,  if the boundary 

contains a corner at which the internal angle φ = k π/1 is such that either 

k/l < 1   and  the number l/k is non integer,   or k/l>1   in which case the comer 

is re-entrant,  then u will have derivatives which are unbounded at the corner. 

This  is  illustrated by use of a local asymptotic expansion due to Lehman [ 11] 

of the solution u in the neighbourhood of the corner.    In terms of local polar 

co - ordinates (r,θ) with origin at the corner and zero angle along one of the 

aims of the corner the asymptotic form of u is 

( ) ⎟
⎠
⎞

⎜
⎝
⎛= zlog1z,

k1
z,zlogz,1z,k1zz,Pθr,u  (6.1) 

where  z =  r  e iθ    ,  z =  r  e-iθ    ,and P  is a  power  series  in  its  arguments. 
Noting  that  u  is  the  solution  of  (1.1),  and  thus  has  zero  value  on  the 
arms  of  the  cornr,  we  rewrite  (6.1)  as 

( ) ( )∑=
i

.θr,iΦiaθr,u             (6.2)

where  the Φi,   also  satisfy  the  boundary  conditions  on the  arms  of  the  corner. 

For  the  cases  of  k/l  above,     [ ] [ ] 21/k
2W11/k

2Wu +
−

+
∈  where  [l/k]  is  the 

greatest  integer ≦   l/k.     Interesting  cases  occur when Φ > π,  and  two 

examples  of  (6.2)  are 
( )

( ) ( )6.3,sin3 θin3/2r3asin θr2a2sin2
1

r1aθr,u

,2i

K+++=

=

θ

πφ

 
( )

( ) ( )[ ]
( )[ ] ( )6.4.θ/3cos5 θθ/cos4a5/3r

4 θθ/cos13a4 θθ/sin2a4/3r3/2 θsin2/3r1a θ r, u            

2./3 πii

K+−+

+−++=

=φ

 

In both  (6.3)  and  (6.4)  it  is  clear  that ∂u/∂r  is  unbounded  at  r  =  0.    Thus 

the  boundary  problem  contains  a  singularity  at  the  corner,  and because  of  this 

the  finite  element  solutions  are  inaccurate  in  the  neighbourhood  of  this  type 
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of corner.     Further the error analysis  of the previous  sections 

is not        applicable,  as,  although u ∈ W ,   the assumption that u  ∈ W (R), 1
2

k
2

k   ≤  2 is violated. 

In an effort to improve accuracy and to make the error bounds applicable 

  we    try to subtract off at least the dominant part of the singularity in u near 

each corner.    Thus,   we consider a region with one  re-entrant corner.  In the 

neighbourhood N(ri)   ⊂   G of the corner, where 

N(ri)    ≡     {( r , θ ) :     0  ≦ r < r1,  0  ≦ θ   ≦  Φ } , 

functionstheformwe/2,
1
r

0
rand0,

1
rfixedfor =>some  

( )
( )
( ) ( )

⎪
⎪
⎩

⎪⎪
⎨

⎧

<

<<

<<

=

r,
1
r0

,1rr0rθ
i

h r
i

g

,0rr0,θr,
i

θr,
i

w

φ

   (6.5)

 

1.          1,.2,   ...   Ni  where Ni  is  discussed below.    The gi(r)  are Hermite  polynomials 

( ) ( ) ( ) [ ] ( )
( ) ( )( ) thatso2/θsinθ

i
h6.3ine.g.functiontheare

θ
i

h.The1r,0r
12nSr

i
i.e.g,Rn

2Winisθr,
i

wfunctioneachthatsoequation
=

−∈

eappropriat

the wi all  satisfy the homogeneous  boundary conditions  on the arms  of  the 

corner  Using(6.5)  we form the function 

( )∑
=

−=
iN

3i
,θr,iwicuw                                                (6.6)

and choose  Ni  so that w would be in W (R) if the ci were known exactly. k
2

However,  the  ci are constants  to be found.     It    is the function w that is 

approximated throughout R by the finite element solution U, and clearly 

if the were known exactly,  making W ∈W (R),  k≧  2 the error bounds  (2.4) k
2

and   (3.3) would then apply. 

Consider  the special case of φ = 2 π   ,  and the expansion of u(r,θ)  in 

(6.3)    Suppose that we want w in (6.6) to be in W .    Then,from (6.3),  the 2
2

minimal  Ni   is 1 ,   so that only the function w1 (r,θ) = r 2
1
 sin θ/2 need be 

considered.     (We note in passing that r sin θ = y,  and so this term is already 

included  in polynomial trial functions of positive degree.)    The functions 

gi(r)  must be so chosen that smoothness of  U +Σciwi is not lost because of them; 

i.e.   wi (r,θ) considered as a function of r  alone, wi (r),  is such that 
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wi(r)  ∈ W   [ro-  ∈,  r1+ δ ] for all positive   ∈  and δ    such that n

2

[(r,θ); 0 < ro - ∈,  ≤  r  ≤   r1 + δ ,  0 ≦  θ  ≦  φ} ⊂  G. The choice of the trial 

functions affects only the left hand side of (3.3), that is  
( )

,
R

n
2

o
w

||uw|| −

n  ≦  1 , so that in particular for linear,   quadratic, cubic and quartic 

trial functions n = 1   suffices, and we only need the trial functions to he in W1  . 2

Nothing has yet been said about the choice of  r1..    In particular if we 

wish to consider the convergence with decreasing mesh size h of U to u, we 

must decide what to do about N(rj).    Suppose there is a boundary singularity 

at the point 0, Fig. 5.       If we consider a point P = (r',θ') ∈   R - N(ri) 

with r'> rj (small)  from (6.6) with Ni singular functions it follows that at P 
 

 
Fig. 5 

Thus  in fact  no  singular terms  have been subtracted  off at P,  so  that,  if 

r → 0 with h,  at  a  fixed point  of R  nothing will  have been subtracted off 

and .    In order  that w remain inW  the  radius  r1   must be  kept  fixed 2
2ww∉ 2

2

so  that  near the  singular point the wi  are  not  zero.    As  the grid  size  is 

decreased,  the mesh must  therefore  be refined inside  N(rj).   When more  terms 

in  (6.6)  are  retained,  w  is  put  into  a  higher continuity  class W ,  k ≧  2. k
2

This  increasing  of  the  smoothness  of w  leads  to higher accuracy  in N(ri), 

and from the manner  of  coupling between nodes  in the  calculation of  the 

finite  element  solution this  permeates  R - N(ri). 

However,  the  ci  can unfortunately  not be  calculated exactly.  This 

can be  seen from the  following  implementation of  the finite  element  procedure. 
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The  method  is  that  of  augmentation of  the  trial  function spaces   with 

singular  functions,  and was  first  suggested by Fix  [8] .    In each  element 

of  R  the  trial  functions  are  taken as 

( ) ( ),
i

θr,iwicyx,mP ∑+  

so  that  by  (6.5) these  are  the usual  trial  functions  for  elements  in R -  N(r1). 

Extra  equations  are  added  to  the  linear  system which when solved gives  the 

finite  element  solution,  and  so  in practice  only  approximations ci   to  the  ciin(6.6) 

are  obtained from  the  same  numerical  calculation as  that which gives  the 

values  of U  at  the  nodal points.    Thus  although we would  like to be ∑− iwicu

in W k
2 ,  k   ≧    2,      we     actually have [ ] [ ]∑ +

−
+

∈− ,21/k
2w11/k

2wiwicu where  the 

k's  in the  last  expression arise  from  the angle  φ =kπ/l  and are  not  the  same 

as  the  k  in W .    Thus  instead  of  having k
2

( )

( )
theinisiwicuwsinceapplynotdoagainboundserrortheHence

.n
2

o
w

||uiwic-u||sidehandlefttheonhave we

,k
2

o
w

||w||nkkhn
2

o
w

||uw||n
2

o
w

||uiwicu||

∑−=

+∑

−<−=−∑−

 

same  space as  u.    However,  in a  qualitative way by calculating good 

approximations  to  the  ci  we  are  able  to  subtract  off  most of  the  singularity, 

and  hence w  is  almost  in w .    In fact  the  approximationk
2 ( )∑+ iwicU

 
is  a 

best  approximation  to u  in  the W1   norm ; are Barnhill  and Whiteman [ 2], 2

Fix uses  rectangular  elements  and  augments  the  spaces  of  trial  functions 

defined  on these.    We  use  triangular  elements,  with  N  internal  nodes  in R, 

and demonstrate  the  computational  advantages  of  doing  this.  Linear  trial 

functions  of  the form 

P1 (x,y)    =   a    +    bx   +    cy, (6.7) 

are  taken  in each  element  e,  and  these  interpolate  to  the  three  nodal 

values    so  that e
kU,e

jU,e
iU

⎥
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where the fp ,q  = 1,2,3, depend only on the nodal co-ordinates.    Thus,if U = p1 , 

,kU2kfjU2ifiU2if
x
U ++=

∂

∂

 

with   əU/əy dually.    Substitution in I[v],  (1.4), with summation over all 

the elements followed by differentiation with respect to Un , n = 1,2,   ...,  N, 

leads to the linear system 

[ ] ( ) ( ) ( )
( )8.6

e
0,

eT
dydxyx,Gyx,g

e eT
dydxe

kU,e
jU,e

iUF
nU

UI
∑ =∫∫∑ −∫∫=

∂

∂

 

In (6.8)the  F and Gare linear functions of their arguments, and we note that 

the first integral is just the area of the element, whilst the second can be 

difficult to compute.    The above is explained in greater detail in   [l8]. 

When the trial function space is augmented by the addition of just 

one singular function, so that 

Pl(x,y)     =   a   +   bx   +   cy   +   c1 w1 (r,  θ), (6.9) 

in the elements for which w1 ∉  0  there is immediately the problem of the 

combination of cartesian and polar co-ordinates. Thus in these elements 

(6.8) will be of the form 

[ ] ( ) ( ){ } ,θddrrθr,Hθr,,e
kU,e

jU,e
iUF

nU

eUI
∫∫ +=

∂

∂
  (6.10)

when cartesians have been changed into polar co-ordinates.    The function F 

now involves many terms of the form ( )θγcosθβsinαre
iU , and the integrations 

are complicated.    The necessary extra equation is formed by the inclusion of 

an extra node in the relevant elements.    Inclusion of more singular terms 

correspondingly makes everything more complicated.    Three ways of calculating 

the  integrals  in  (6.10) are : analytically,  numerically  and  symbolically. 

To date we have used only the first of these. 

When the elements are rectangular,  bilinear trial functions of the form 
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( ) dxycybxayx,1,1P +++=  (6.11) 

replace  (6.7).    All  the  subsequent  analysis  and  computation  is  now 

correspondingly altered  because  of  the xy term.    In particular,  when the 

singular function is  incorporated  as  in  (6.9),  the  integrals  in  (6.10)  now 

become much more  complicated  on account  of  the  interaction between the xy 

term and  the  singular term. 

7.  Model  Problem 

The above  discussion has  concerned  only problems  of  type  (1.1)  with 

homogeneous  Dirichlet  boundary conditions.    However,  it  is well  known that 

with a  slight modification of  the  functional  (1.4.)  the variational  technique 

is  applicable  to boundary problems for Poisson's  equation with  non-homogeneous 

Dirichlet and  natural boundary conditions.      A much  studied problem  of  this 

type,   see  [15]and  [16  -  20],  is a model  harmonic mixed  boundary value  problem 

in which  the function u(x,y)  satisfies 

- ∆ [u(x,y)] =   0, 

in the square   -π/2 = x,y = π/2 with the slit y = 0, 0  ≦ X  ≦ π/2, and the 

boundary conditions 

.2/0,0)0,(

,02,0),2/(

,2/0,0
,1000),2/(

,2/2,0)2,(

π

ππ

ππ

πππ

<<=
∂
∂

<<−=−
∂
∂

<<
⎩
⎨
⎧=

<<−=±
∂
∂

xtx
y
u

yy
x
u

yyu

xx
y
u

 

There is  thus a re-entrant angle (φ  = 2π) at the origin, and the asymptotic 

form of u near the origin is 
 

( ) ( )7.1./2θcos33/2r3aθrcos2a/2θcos2
1

r1a0aθr,u K++++=
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From the antisymmetry of the problem it     suffices to consider only 

the upper region G ≡  {(x,y) ≤ |x|  ≦ π /2, 0 , ≦ y ≦ π/2 },and to add the 
boundary condition u(x,0)  = 500,  -Π/2 ≦ x ≦  0.    An accurate 

(to six. significant digits) approximation to the  solution u(x,y) in 

R is derived in [19].     This is used to produce the surface of Fig.6, 

from which it can be seen that ∂u/∂r is unbounded at   r= 0. 

Wait and Mitchell [15]  use the Fix approach with rectangular elements 

and bilinear trial functions (6.11 ),  and augment first with two and then 

with three singular functions.    These are respectively the terms  involving 

a1 ,a2 and a1  a2  a3 of (7.1) .    As  no exact solution for this model problem 

is known,  they use the results of [16] for comparison   and it is clear that 

the introduction of the singular functions does  improve the finite element 

solution.    We note that in [15]   the mesh is refined outside N(r1). We have 

repeated this approach, but with right triangular elements as in Fig. 7 , 

and using no mesh refinement.    The trial functions are linear as in (6.7), 

and    the first    singular function   from (7.1)   is   included.    The results 

are shown in Fig. 8   together with those calculated with the standard finite 

element procedure.    There is clearly an improvement due to the inclusion of 

the singular terms, and in this case comparison is made with the results of [19]. 

As mentioned in Zienkiewicz  [2l]  the problem of boundary singularities 

is difficult.    The above approach,  although not completely satisfactory, goes 

some way towards a solution.    Another interesting approach is due to Byskov 

[6] who uses cracked elements.    Boundary singularities occur frequently in 

stress problems;  e.g.  in plates with cracks, see Bernal and Whiteman [3]. 

As the simplest governing equation here is biharmonic,  the trial functions 

are of higher order making the calculations more complicated than those 

described here.    We feel that a      technique such as ours which reduces the 

amount of computation, without loss of accuracy compared to other methods, 

is valuable, and is likely to be more so for higher order problems. 
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Fig. 6 

( )π/2,0,0−  

u(x,y) 

x 
(0, 0,0) (π/2,0,0)' 
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