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A B S T R A C T   

Supercritical carbon dioxide (sCO2) heat to power systems are a promising technology thanks to their potential 
for high efficiency and operational flexibility. However, their dynamic behaviour during part-load and transient 
operation is still not well understood and further research is needed. Additionally, there is not enough literature 
addressing suitable control approaches when the objective is to follow the dynamics of heat load supplied by the 
topping process to maximise the power recovery. The current research aims to fill these gaps by proposing a one- 
dimensional transient modelling formulation calibrated against the major components of a 50 kWe sCO2 test 
facility available at Brunel University London. The dynamic analysis showed that the system quickly adapts to a 
2800s transient heat load profile, proving the flexible nature of the sCO2 system investigated. The turbine by- 
pass, during startup and shutdown modes of operation, enabled gradual and safe build-up/decline of the pres
sures and temperatures throughout the loop. The regulation of the inventory in the range 20–60 kg allowed a 
30% variation of the turbine inlet temperature with lower penalties on system performance than the turboma
chinery speed control. The designed proportional-integral inventory controller showed a rapid response in the 
control of the turbine inlet temperature around the set point of 773 K during large variations of the heat load.   

1. Introduction 

Supercritical carbon dioxide (sCO2) power cycles are an attractive 
energy conversion technology. One of their main advantages over con
ventional power generation technologies is the potential improvement 
in the overall power conversion efficiency due to the attractive prop
erties of the working fluid in the supercritical state. Slightly above the 
critical point (73.9 bar and 304.25 K), CO2 has a liquid-like density and 
gas-like viscosity. This enables a reduction in the compressor power 
consumption and the design of highly efficient and compact energy 
conversion systems [1]. Other beneficial properties of CO2 are its non- 
flammability and high thermal stability, which make it also suitable 
for heat to power conversion from high temperature waste heat sources 
[2]. In the power generation sector, sCO2 systems have been investi
gated for nuclear, Concentrated Solar Power (CSP), geothermal and 
Waste Heat Recovery (WHR) applications [3]. Even in fossil fuelled 
power plants, sCO2 systems could offer advantages over conventional 
steam and gas turbine technologies by facilitating the use of carbon 
capture and storage systems [4,5] and the ability to adapt to and 
accommodate large variations of operating conditions imposed by the 

increasing penetration of renewables in the global energy mix [6]. 
Because of the wide variation in thermophysical properties and the 

high pressures in the cycle, the dynamic behaviour of sCO2 power sys
tems is still not fully understood. Additional research is also needed on 
the design of suitable control strategies that are paramount for system 
performance optimisation but also represent a challenge due to the lack 
of experimental data on compressor and turbine behaviours during 
transient operating regimes [7–9]. Furthermore, the safe operation of 
the power block must be ensured by avoiding undesired phenomena 
such as compressor stall/choking, turbine choking, extreme CO2 pres
sures and temperatures, extreme shaft rotational speeds etc. [10]. 

To date, dynamic models of sCO2 systems have been developed using 
tools such as ANL’s Plant Dynamics Code [11–13], MIT’s SCPS and 
TSCYCO [14] or commercial codes such as Modelica/Dymola® [15–20], 
MATLAB® [21–24], GT-SUITETM [25,26] ASPEN PLUS® [27,28], 
Apros® [29]. Control systems have been mainly designed for the 
recompression and simple regenerative cycle configurations due to the 
cost and thermal efficiency advantages of these layouts compared to the 
various alternatives. The majority of the investigated controllers has 
been the Proportional-Integral type (PI) due to the ability to achieve a 
null steady-state error and the reduced sensitivity to high-frequency 
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disturbances [10,30]. Some works also employed PID controllers that 
were set up and tuned through the Cohen-Coon technique [31]. Most of 
the published research has focussed on control strategies to guarantee 
the operational stability and maximisation of power output by acting on 

the compressor and turbine inlet conditions. 
Wright et al. in [32] proposed to control the compressor inlet tem

perature by acting on the heat sink fluid. The combined control of the 
heat sink flow rate and the cooler by-pass resulted in a constant main 

Nomenclature 

Symbols 
ξ Pressure loss coefficient [–] 
ρ Density [kg/m3] 
σ Surface tension [Pa] 
υ Dynamic viscosity [m2/s] 
dx Displacement [m] 
f Fanning friction factor [–] 
h Heat transfer coefficient [W/(m2K)] 
m Mass [kg] 
ṁ Mass flow rate [kg/s] 
p Pressure [bar] 
t Time [s] 
v Velocity [m/s] 
A Area [m2] 
C1 Pressure drop calibration coefficient [–] 
Cd Discharge coefficient [–] 
D Diameter [m] 
H Specific enthalpy [kJ/kg] 
L Length [m] 
Nu Nusselt number [–] 
Pr Prandtl number [–] 
R Radius [m] 

Ra Surface roughness [μm] 
Re Reynolds number [–] 
T Temperature [K] 

Subscripts 
b bubble 
wl wall 
wf working fluid 
0 total 
∞ boundaries 

Acronyms 
CBV Compressor By-pass Valve 
CGT Compressor-Generator-Turbine 
HX Primary heat exchanger 
ORC Organic Rankine Cycle 
PCHE Printed Circuit Heat Exchanger 
PHE Plate Heat Exchanger 
PI Proportional-Integral 
sCO2 Supercritical carbon dioxide 
SS 316L Stainless steel 316L 
TBV Turbine By-pass Valve 
WHR Waste Heat Recovery  

(a) (b)

(c)
Motorised by-pass globe valves

1578 mm

Fig. 1. sCO2 facility at Brunel University London: (a) system layout, (b) facility overview, (c) sCO2 loop inside the blue container shown in (b). (For interpretation of 
the references to color in this figure legend, the reader is referred to the web version of this article.) 
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compressor inlet temperature to avoid the two-phase region. Luu et al. in 
[33] suggested the control of the recompressor flow split ratio between 
the two compressors to maintain a sufficient compressor surge margin. 
The regulation of the recompressor flow control showed marginal ben
efits when used for load regulation compared to the inventory control. 
On the other hand, this approach resulted in optimal load tracking and 
with lower complexity of the overall control architecture [33]. 

A further control strategy consists in the variation of the working 
fluid mass in the CO2 circuit, also known as charge, to fulfil given control 
requirements, e.g. a temperature or a pressure set point. Such strategy, 
commonly referred to as inventory control [27], relies on two storage 
tanks, one for feeding and one for bleeding CO2 to and from the system 
respectively. The higher pressure tank supplies the additional CO2 to the 
main loop while the lower one stores the working fluid extracted from 
the system. The regulation of the CO2 mass (or charge) of the unit allows 
to change the working fluid mass flow rate and pressures in the circuit 
and, in turn, the achievable temperatures. Moyssetev et al. in [27] 
proposed this strategy to control the electric power generated, or electric 
load, from a 400 MWe nuclear power plant using supercritical CO2 as 
working fluid. When the system operated between the 50% and the 90% 
of its nominal power, the inventory control maximised the cycle thermal 
efficiency. However, for fast variations of the electric load imposed by 
the grid, in an operating range above the 90% of the nominal point, the 
turbine flow by-pass resulted in a more suitable control strategy. At 
lower power ranges, between the 20% and the 50% of the nominal 
power, the turbine flow throttling proved to be a better control option 
despite causing a significant reduction in the system performance. 
Heifetz and Vilim in [34] developed a mixed control strategy to follow 
the generator load of a sCO2 recompression cycle for nuclear applica
tions using both the turbine by-pass valve and the system inventory as 
control variables. A simple model was used to validate the controller. 

Despite these valuable works, the research to date has not reached an 
agreement on the most suitable control variable(s) for an optimal 
regulation of sCO2 system performance. The inventory control seems a 
promising strategy, even though its setup poses technical challenges yet 
to be addressed. Among the major drawbacks and limiting factors of 
inventory control, the main ones are: stability implications (e.g. pressure 
gradients in the loop) due to the withdrawals/additions of CO2, slow 
response rate compared to throttling and by-pass controls, and the finite 
capacity of the storage tanks [35]. 

To fill the aforementioned research gaps, this work aims to investi
gate the potential of several operating parameters for the control of a 50 
kWe sCO2 system currently being commissioned at Brunel University 
London. The research methodology considers a transient one- 
dimensional approach developed in GT-SUITE™, a commercial model
ling platform. After the assessment of the most suitable control variables 
and the investigation of the system dynamics (during startup, shutdown 
and large variations in operating conditions), an inventory control sys
tem has been designed. The controller performance has been investi
gated by simulating different transient heat load profiles. 

Novel aspects of the research include: the development of sub- 
models calibrated from actual heat exchanger, turbomachinery and 
generator equipment; a heat recovery application with direct sCO2 
heating from the industrial flue gas; testing of the designed control 
strategy on a complex system accounting for the geometric features and 
materials of the heat exchangers, turbomachines and pipes; simulations 
with reference to transient waste heat load profiles typical of energy 
intensive industries. The results of the study are expected to outline and 
evaluate procedures to start, operate, control and shutdown of experi
mental rigs and form the basis for the development of controls for full- 
scale systems. 

2. System description 

The modelled sCO2 system refers to a plug and play 50 kWe sCO2 unit 
for Waste Heat Recovery (WHR) applications available at Brunel 

University London. The sCO2 facility in Fig. 1 is based on a simple 
regenerative Joule-Brayton cycle (Fig. 1a) and employs three heat ex
changers as follows: a micro-tube gas/sCO2 heat exchanger, which 
performs the actual and direct heat recovery from the heat source; a 
Printed Circuit Heat Exchanger (PCHE), used as recuperator; and a Plate 
Heat Exchanger (PHE) which is employed as gas cooler. PCHEs have 
been widely used in the oil and gas sector because of their reliability to 
operate with working fluids at high pressures and temperatures [36], 
and for this reason have been also adopted in sCO2 power applications 
[37]. Even though PCHEs have been used also as gas coolers in other 
sCO2 test rigs [38], in this test facility a more conventional technology, 
as PHEs, has been selected as gas coolers in order to substantially reduce 
costs [39], which is of paramount importance in WHR and any industrial 
application. Indeed, in the gas cooler, the working fluid achieves the 
lower pressure levels in the cycle (between 75 bar and 85 bar), which 
today are common in current CO2 refrigeration applications, where 
PHEs are successfully employed. An overview of the facility is shown in 
Fig. 1b. A gas-fired Process Air Heater simulates the industrial waste 
heat source and provides flue gases up to 1.0 kg/s and 1073.15 K. The 
heat sink of the facility is a 500 kW dry-cooler system. The dry-cooler 
rejects the heat from a water/glycol mixture which, in turn, removes 
the residual heat from the CO2 stream in the gas cooler. Variable speed 
drives for the water pump and fans allow the variation of the heat 
removal and rejection rate. A series of electric heaters can be eventually 
used to warm up the water and then indirectly heat up the CO2 to 
achieve supercritical conditions at the system startup. This scenario is 
however not simulated in this research. 

The sCO2 packaged unit is located in a standard 20ft container 
(Fig. 1c) and gathers all the system components except for the micro- 
tube heat exchanger, also known as primary heater, which is located 
along the exhaust line of the Process Air Heater (Fig. 1b). The primary 
heater has been specifically designed to enhance the gas/sCO2 heat 
transfer without causing an excessive pressure drop on the flue gas side, 
and it is connected to the sCO2 loop in the container through two 10- 
meter pipes. 

On the right-hand side of Fig. 1c it can also be seen the Compressor- 
Generator-Turbine (CGT) assembly. The assembly considers two radial 
machines, a compressor and a turbine, mounted on the same shaft of a 
synchronous brushless generator. A complex ancillary system is used to 
ensure lubrication of the bearings and to reduce windage losses. Two 
motorised compressor and turbine by-pass globe valves (CBV and TBV 
respectively), shown in Fig. 1a and c, have been foreseen to control the 
system at nominal, startup, shutdown and emergency operations. The 
CBV valve is located between the compressor outlet and gas cooler inlet 
while TBV is placed between the turbine inlet and outlet (Fig. 1c). A data 
acquisition system has been also installed in the container (left-hand 
side of Fig. 1c) to allow the remote control and monitoring of the unit. 

The sCO2 test facility has been designed for a 50 kWe power output, 
which is a very small scale for sCO2 technology. In fact, at these oper
ating conditions, the turbomachinery impellers become very small and, 
in turn, their efficiency is likely to be affected by severe losses. Another 
challenge for small-scale sCO2 systems is the unitary cost per kilowatt 
installed. In fact, the capital expenditure is not linear with the power size 
especially for what concerns the heat exchangers, which typically absorb 
most of the equipment budget [40]. Therefore, unless costs are signifi
cantly reduced, sCO2 technology is primarily competitive for applica
tions beyond 1 MWe power output and heat source temperatures above 
620 K (~350 ◦C). Despite the power mismatching, this research at pilot 
scale is expected to advance the knowledge in the field of sCO2 power 
research and further support the market uptake of sCO2 technology. In 
fact, the cycle layout of a full-scale system will stay as close as possible to 
a simple regenerative layout to achieve commercial appeal. Further
more, as reported in [41] sCO2 turbomachinery will still be radial as 
long as the system power output stays below 10 MWe. For these reasons, 
the analysis that will be reported in the following sections are likely to 
be transposable to develop and operate full-scale sCO2 power systems. 
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Further details on the Brunel’s high-temperature heat to power con
version facility are available in [42]. 

3. Modelling methodology 

The model of the sCO2 heat to power conversion system has been 
developed in the commercial software GT-SUITE™. This tool is based on 
a one-dimensional (1D) formulation of Navier-Stokes equations and on a 
staggered grid spatial discretization [43]. Each component can be 
independently modelled through accurate input data, whose availability 
is crucial for the overall model development. The required inputs relate 
to the geometrical features of the components as well as their perfor
mance data. This information can result either from an experimental 
campaign or, as in the current case, from more detailed or complex 
models (e.g. 3D RANS CFD). 

The components modelled as equivalent 1D objects are heat ex
changers and pipes while the turbomachines, valves and the receiver are 
treated with a lumped approach. The 1D models discretise the compo
nents into a series of capacities such that manifolds are represented by 
single volumes while pipes are divided into one or more volumes. These 
volumes are connected by boundaries. The scalar variables (pressure, 
temperature, density, internal energy, enthalpy, etc.) are assumed to be 
uniform in each volume. On the other hand, vector variables (mass flux, 
velocity, mass fraction fluxes, etc.) are calculated for each boundary 
[43]. 

Each capacity considers the algebraic sum of all the incoming and 
outgoing mass flow rate contributions from the neighbouring capacities 
that occur at the boundaries, as per the continuity equation (1). 

dm
dt

=
∑B

i=1
ṁi (1) 

The pressure dynamics in the system is calculated through the mo
mentum equation (2), which neglects body forces and takes into account 
the algebraic sum of momentums, pressure forces and dissipations due 
to friction and pressure drops through the boundaries [43]. In pipes, the 
latter two terms are respectively related to distributed (i.e. due to sur
face roughness) or concentrated (i.e. due to bends) pressure losses. 

d(ṁv)
dt

=
1
dx

(

dpA +
∑B

i=1
(ṁv)i − 4f

ρv|v|
2

dxA
D

− ξ
(

ρv|v|
2

)

A

)

(2) 

The energy equation (3) is expressed in terms of total enthalpy. This 
formulation is required for the further implicit integration scheme 
employed by the solver for the analysis of energy systems whereas 
resolving fast dynamics (e.g. indicating pressure in positive displace
ment machines) is not the end goal [43]. Neglecting variations of po
tential energy, for a given capacity, the rate of change of total enthalpy 
depends on the volume capacity variations, the enthalpy fluxes and the 
heat transfer phenomena. The solution of the energy equation requires 
the computation of the local heat transfer coefficient through calibrated 
heat transfer correlations. 

d(ρH0V)
dt

=
∑B

i=1
(ṁH0)i +V

dp
dt

− hA
(
Twf − Twl

)
(3) 

Fig. 2 shows the model block diagram of the full sCO2 system 
developed in GT-SUITE™. Components are denoted with uppercase 
letters while the boundary conditions required for the simulations are 
indicated with lowercase ones. These boundary conditions are the rev
olution speed of the Compressor-Generator-Turbine (CGT) unit as well 
as the inlet temperatures, pressures and mass flow rates of the hot and 
cold sources. The thermodynamic properties of the working fluids are 
instead computed through an interface between the solver and the NIST 
Refprop database [44]. 

[RPM/K
0.5

]

[%]

Fig. 3. Turbine performance (a) and total to static isentropic efficiency maps 
(b). Reference state is 650.00 K and 145 bar. Revolution speed in (a) is 
expressed in reduced revolutions per minutes [RPM/K0.5], efficiency in (b) 
expressed in percentage points. 

Fig. 2. Model block diagram of the full sCO2 heat to power system including 
the PI controller. 

Table 1 
Summary of the turbomachinery aerodynamic design [33].   

Turbine Compressor 

Diameter 72 mm 55 mm 
No. of blades (Rotor) 14 7 
No. of blades (Nozzle) 17 11 
Isentropic efficiency (total-to-static) 0.7 0.8  
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3.1. Turbomachines 

Compressor and turbine have been modelled through performance 
maps since it is assumed that turbomachines have faster dynamics 
compared to heat exchangers. Therefore, performance maps have no 
intrinsic dynamics and merely act as look-up tables to provide the 
boundary conditions to the equipment upstream and downstream the 
machines. Table 1 summarizes some geometrical details about their 
aerodynamic design. Additional information on the turbomachinery 
design is available in [45]. 

The turbomachinery performance maps result from 3D RANS CFD 
simulations whose modelling methodology has been discussed in 
[25,46]. The 3D modelling approach has been validated through 
experimental data available from the Sandia National Laboratories [32]. 
The inlet boundary conditions of the 3D model are the total pressure and 
temperature as well as the flow direction, which is considered normal to 
the boundary. Outlet average static pressure has been chosen as outlet 
boundary condition. 

Fig. 3a and b show the turbine maps in a typical format typically 
adopted in turbomachinery [47]: the operating curves and the total-to- 
static isentropic efficiency of the machines are reported as a function of 
the pressure ratio, the reduced mass flow rate and the reduced revolu
tion speed. For the pressure and temperature ranges in which the turbine 
operates, it is reasonable to assume an ideal gas behaviour for the CO2 
and a unique reference state for the normalisation, namely 650 K and 
145 bar. As shown by the turbine operating curves reported in Fig. 3a, 
the maximum mass flow rate that the machine can deliver before 
choking occurs at 3.4 kg/s. From the isentropic efficiency map shown in 

Fig. 3b instead, it is possible to notice that the optimal operating range 
for the designed turbine occurs at high revolution speeds (over 80,000 
RPM) and for a pressure ratio between 1.7 and 2.3. 

Assuming a single reference state is not valid for the compressor, 
which instead operates close to the critical point. In this region, the real 
gas properties of the fluid must be considered and the use of reduced 
quantities via normalization can lead to errors in the compressor per
formance predictions [48]. To overcome this issue, the model considers 
multiple compressor maps at four reference states that span the whole 
CO2 critical region (308.15 K at 70, 75, 80 and 85 bar). Each of these 
maps has been generated by maintaining constant the inlet conditions of 
the working fluid (pressure and temperature) and changing the outlet 
static pressure at different revolution speeds. At least five pressure ratios 
for each revolution speed are required to ensure an accurate interpola
tion of the operating curves. Beyond the speed range available from the 
calibration data, a linear extrapolation method is used to predict the 
performance of the turbomachines. Fig. 4a and b show the compressor 
performance maps, operating curves and total-to-static isentropic effi
ciency for the reference state at 75 bar and 308.15 K. The small 
distortion located near the surge line at high revolution speeds is due to 
the supercritical CO2 thermophysical properties, which affect the pres
sure changes inside the compressor at different speeds. 

The design point for the compressor used in the current study ap
proaches the critical point. This thermodynamic condition has a positive 
effect on the choke line. In fact, its slope suggests that an operation of the 
compressor close to the critical point would be beneficial in terms of 
choke margin compared to the one typical of conventional machines 
using ideal gases. This is in line with the findings in [49]. In particular, 
for a pressure ratio of 2, the compressor can process a minimum mass 
flow rate of 2.1 kg/s before choking. For lower pressure ratios, for 
instance 1.3, the minimum mass flow rate of working fluid processable is 
1.1 kg/s, which shows the advantage of using sCO2 as working fluid in 
terms of operational flexibility (Fig. 4a). The compressor optimal 
operating region is located close to the choke line, as shown in Fig. 4b, 
where the isentropic efficiency assumes a value of 0.8 in a range of 
revolution speeds and pressure ratios between 50000–90000 RPM and 

[RPM/K
0.5

]

[%]

Fig. 4. Compressor performance (a) and total to static isentropic efficiency 
maps (b). Reference state is 308.15 K and 75 bar. Revolution speed in (a) is 
expressed in reduced revolutions per minutes [RPM/K0.5], efficiency in (b) 
expressed in percentage points. 

Fig. 5. Micro-tube heater: scheme (a), micro-tube arrangement (b), equivalent 
1D model (c). 
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1.3–2.0 respectively. 

3.2. Heat exchangers 

The primary heat exchanger employs a micro-tube technology. 
Similarly to a shell and tube heat exchanger, the high pressure sCO2 
flows in the micro-tubes while the flue gas path is in cross flow along the 
shell side. As shown in the 1D schematic of Fig. 5a, the heat exchanger is 
divided in four modules composed of a series of micro-tubes with an 
outer diameter of 2 mm. Fig. 5b also reports a cross-sectional view of the 
modules with the typical micro-tube arrangement. The tube spacing in 
the transverse (Xp) and in the longitudinal (Xn) directions are specifically 
designed to enhance heat transfer without an excessive pressure drop 
increase on the flue gas side. Table 2 summarizes the detailed geomet
rical features of the micro-tube heat exchanger. 

Fig. 5c instead displays the heat exchanger model block diagram 
developed in GT-SUITE™. Each module is represented by a predefined 
template requiring the following geometrical features as inputs: tube 
diameter, thickness, wetted perimeter, cross sectional area and number 
of parallel tubes. Because of the 1D modelling approach adopted, the 
tube staggered configuration cannot be reproduced in the model. 
Therefore, the use of calibration coefficients was considered. 

The recuperator of the sCO2 system is a Printed Circuit Heat 
Exchanger (PCHE) made of Stainless Steel 316L (SS316L) plates chem
ically etched with semi-circular channels which are bonded together 
through a thermal diffusion process. The hot and cold side channels are 
stacked alternately on top of each other, and nozzles distribute the fluid 
stream into several channels. These channels are equally spaced and 
with identical geometrical features. As such, the model of this heat 
exchanger can be substantially simplified by considering a series of 
elementary heat transfer units comprised of a pair of channels 

surrounded by solid substrates and periodic boundary conditions. A 
more detailed explanation of the modelling procedure is available in 
[50]. Table 3 summarises the geometrical features of the PCHE 
recuperator. 

The gas cooler is a Plate Heat Exchanger (PHE). This technology was 
selected given the less harsh operating conditions (lower pressure and 
temperature) and the availability of PHE from the CO2 refrigeration 
sector. Similarly to the PCHE, the PHE modelling has been carried out 
discretising the heat exchanger with a sequence of elementary heat 
transfer units. The coolant fluid has been assumed as pure water. The 
complete modelling procedure is reported in [30]. Table 4 summarises 
the geometrical features and material of the PHE gas cooler. 

In each heat exchanger, the geometrical inputs are used to define the 
properties of the equivalent 1D channels. Data provided by the manu
facturers or from more complex models (e.g. 3D CFD) are then employed 
to calculate the best fitting coefficients of the Nusselt-Reynolds (Nu-Re) 
correlations for the equivalent 1D networks that the heat exchangers are 
approximated with [43]. The performance data provided by the manu
facturer or obtained from more complex models are related to several 
operating conditions of the heat exchangers. 

The pressure drops are computed using a modified version of the 
Colebrook relationship in Equation (4). In this expression, the Fanning 
factor is calculated using the explicit approximation of the Colebrook 
equation proposed by Serghides [51], which is valid for the turbulent 
regime (ReD greater than 2100). The quantities C2 and C3, which can be 
calculated using Equations (5) and (6), account for the roughness of the 
heat exchanger channels Ra. The term C1 is the calibration coefficient 
used to adapt the simulation results to the performance data provided by 
the heat exchanger manufacturer. 

f = C1

(
1
4

(

4.781 −
(C2 − 4.781)2

C3 − 2C2 + 4.781

)− 2)

(4)  

C2 = − 2.0log10

⎛

⎜
⎝

Ra/D
3.7

+
12

ReD

⎞

⎟
⎠ (5)  

C3 = − 2.0log10

⎛

⎜
⎝

Ra/D
3.7

+
2.51C2

ReD

⎞

⎟
⎠ (6) 

Even though this modelling methodology is common to all the three 
heat exchangers considered, the gas cooler requires an additional cor
relation to account for possible condensation of CO2. In this case, to 
predict the phase change, the formation of vapor bubbles or liquid 
droplets is addressed by evaluating the fluid density in each sub volume, 
while the the two-phase area is computed using the vapour Rayleigh- 
Plesset formulation in Equation (7) [52]. 

Table 3 
PCHE recuperator (CO2/CO2) specifics.  

Flow parameters   

Nominal heat duty kW 630.0 
Nominal UA value kW/K 20.3 
Dry weight kg 305.0 
Hot side pressure drop kPa 128 
Cold side pressure drop kPa 120  

Geometrical features   
Wetted perimeter mm 5.14 
Hydraulic diameter mm 1.22 
Cross-sectional area mm2 1.57 
Length mm 1012.00 
Channels per row # 54 
Rows # 42 
Type Zig-zag 
Material SS 316L  

Table 4 
PHE gas cooler (CO2/water) specifics.  

Flow parameters   

Nominal heat duty kW 237.5 
Nominal UA value kW/K 16.8 
Dry weight kg 52.4 
Water pressure drop kPa 8.7 
sCO2 pressure drop kPa 89.1  

Geometrical features   
Length mm 186.00 
Width mm 203.00 
Height mm 425.00 
Heat transfer surface m2 6.21 
Channels per pass (water) # 42 
Channels per pass (sCO2) # 41 
Plates # 84 
Plate material SS 316L  

Table 2 
Micro-tube heater (flue gas/CO2) specifics.  

Flow parameters   

Nominal heat duty kW 388.3 
Nominal UA value kW/K 20.3 
Flue gas pressure drop kPa 11 
CO2 pressure drop kPa 64  

Geometrical features   
Tubes per module # 1250 
Passes/modules # 4 
Module width mm 500.0 
Module depth mm 35.4 
Tube length mm 500.0 
Tube thickness mm 0.1 
Pitch factor trasverse direction (Xp) mm 4.0 
Pitch factor longitudinal direction (Xn) mm 3.5  
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The results of the regression analyses carried out to calibrate the 
several heat exchangers are detailed in Table 5, which compares the Re- 
Nu curve interpolation of the different data provided by the manufac
turer against the ones obtained by using the Gnieliski [53] and Dittus- 
Boelter [54] heat transfer correlations. It can be observed that the 
Gnieliski correlation provides better predictions of the manufacturer 
data. For this reason, in the absence of data on heat exchanger perfor
mance from experimental tests, the Gnieliski correlation for the calcu
lation of the heat transfer coefficients has been employed in this study 
[50]. 

Table 6 lists the number of sub-volumes in which the different heat 
exchangers have been discretized and their time constant, calculated as 
the ratio between the heat exchanger mass multiplied by the specific 
heat capacity (m*cp) of the material and conductance (UA) of the heat 
exchanger. It can be seen that the primary heater has the lowest thermal 
inertia and the recuperator the highest due to its much higher thermal 
mass of the material used for its manufacture. 

3.3. Valves and other equipment 

The valves have been modelled as orifices. The valve template is in 
the form of a look-up table that provides the flow coefficient as a 
function of the pressure differential across the device. The globe valves 
have been designed by the manufacturer to follow an equal percentage 
characteristic curve. A series of forward and reverse discharge co
efficients have been used as a function of the lift position of the valve 
actuator. These discharge coefficients are used by the software to 
calculate the effective flow area at the throat, while the pressure ratio 
across the valves is used to compute the velocity at the throat and, 
consequently, the mass flow rate through the valve. Equation (8) cor
relates the valve discharge coefficient to ratio between the lift L and the 
valve diameter D [55]. 

Cd = 0.0112e0.196L
D (8) 

Straight pipes and bends are simulated using the 1D modelling 
approach described in Section 3. In the current study, pipes are 
considered smooth and insulated, thus friction and thermal losses are 

neglected. This is assumption can be justifies by the fact that the pipe 
diameters used in the Brunel sCO2 test facility have an oversized 
diameter (2′′) to reduce pressure losses and are insulated with a ceramic 
wool layer wrapped between an inner layer of silica wash treated glass 
cloth and an outer layer of grey PTFE coated glass cloth to minimise 
thermal losses. 

The receiver has been modelled as a container (capacity) with fixed 
volume. The receiver is situated downstream the gas cooler to absorb the 
thermal expansion of the fluid in the circuit, decoupling the high from 
the low-pressure side of the system (Fig. 2). Its volume is 0.165 m3 and 
accounts for almost 50% of the overall system capacity. 

The inertia of the generator shaft has been taken into consideration 
in the simulation but the electrical power generation process has not 
been considered in detail in this study. Parasitic losses of the system 
ancillaries (water cooling pump and fans, oil pump for turbomachinery 
lubrication, CO2 drainage compressors) have been also discarded. 

4. Results and discussion 

After the modelling stage, a series of simulations have been carried 
out to assess the steady-state and transient behaviour of the sCO2 sys
tem. The steady-state analysis has been focused on the assessment of the 
most suitable control variables for the regulation of the system under 
different waste heat loads. In particular, the revolution speed of the 
turbomachines and CO2 mass charge in the circuit, namely system in
ventory, have been considered. The mass charge (or inventory) in the 
sCO2 loop has been varied from 20 kg to 60 kg while the revolution 
speed of the turbomachines ranged between 50,000 RPM and 90,000 
RPM. During these simulations, the inlet conditions of the heat sink and 
the heat source (e.g. mass flow rates and temperature) have been kept 
constant and equal to their nominal values. These quantities are re
ported in Table 7. 

After the steady-state analysis, to further investigate the dynamic 
response of the sCO2 system, two transient heat load profiles have been 
simulated. In particular, the first profile has been obtained by varying 
the flue gas mass flow rate and maintaining the flue gas inlet tempera
ture equal to the design condition. For the second one, the mass flow rate 
of the flue gas has been kept constant while the inlet temperature has 
been varied. 

4.1. Steady state analysis 

It is worth to start by clarifying that the results presented strongly 
depend on the nature of the turbomachine maps. As such, the same sCO2 
system equipped with different turbomachines might exhibit a different 
behaviour. Fig. 6a shows the effects of the variations of the 

Table 7 
Nominal operating conditions and performance of the sCO2 heat to power loop.  

Supercritical CO2  Design Model I/O 

Mass flow rate kg/s 2.1 Output 
Highest pressure bar 128 Output 
Lowest pressure bar 75 Output 
Highest temperature K 753.15 Output 
Lowest temperature K 308.15 Output 
Heat source: flue gas    
Mass flow rate kg/s 1.0 Input 
Inlet temperature K 923.15 Input 
Inlet pressure bar 1 Input 
Cold source: Water    
Mass flow rate kg/s 1.6 Input 
Inlet temperature K 298.15 Input 
Inlet pressure bar 3 Input 
sCO2 unit    
Net thermal power output kW 50 Output 
Thermal efficiency – 0.2 Output 
Turbomachinery speed RPM 86,000 Input 
Mass charge kg 40 Input  

Table 5 
Heat exchanger calibration data (Cal) and comparison with model interpolation 
(Int), Gnieliski (Gn) and Dittus-Boelter (DB) correlations.   

Re = 20000 Re = 25000 Re = 30000 

Nu Err% Nu Err% Nu Err% 

Heater Cal 73.0 N/A 92.2 N/A 106.8 N/A 
Int 73.4 1.3 92.5 0.3 107.2 0.4 
Gn 75.7 2.7 90.9 1.4 101.9 4.8 
DB 80.1 8.7 96.5 4.4 108.6 1.6  

Recuperator Cal 596.2 N/A 767.6 N/A 876.9 N/A 
Int 596.2 0.0 756.8 1.4 878.1 0.1 
Gn 596.9 0.1 735.6 4.2 886.2 1.0 
DB 629.4 5.3 779.9 1.6 944.7 7.2  

Cooler Cal 371.5 N/A 464.0 N/A 560.1 N/A 
Int 373.4 0.5 454.6 2.1 554.5 1.0 
Gn 376.5 1.3 445.4 4.2 544.7 2.8 
DB 369.1 0.6 437.0 6.2 533.2 5.0  

Table 6 
Heat exchangers time constants and details of the model discretisation.   

Heater Recuperator Cooler 

Time constant [s] 1.55 7.25 2.38 
Channel sub-volumes 25 50 50  
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turbomachinery revolution speed and the system inventory on the 
Turbine Inlet Temperature (TIT). For a CO2 nominal charge of 40 kg, 
varying the revolution speed from 90,000 RPM to 50,000 RPM, leads to 
change of the turbine inlet temperature from 773.15 K to 723.15 K. On 
the contrary, a lower percentage variation of the system charge (from 
30 kg to 55 kg) is able to change the TIT from 773.15 K to 623.15 K, 
considering the nominal revolution speed of 86,000 RPM (Fig. 6a). 
Hence, the TIT is more sensitive to variations of the system inventory 
rather than the turbomachinery revolution speed. This difference can be 
explained by referring to Fig. 6b. Increasing the system mass charge at 
higher revolution speeds leads to higher CO2 mass flow rates circulating 
in the system, which allow to lower the temperature of the working fluid 
at the inlet of the turbine. Operating the system at these conditions is 
particularly important in order to reduce the turbine inlet temperature 
in case of high peaks of the waste heat source temperatures. Using the 
revolution speed as control variable would in fact not allow to keep the 
TIT in the safe temperature margin. 

With regards to the CO2 pressures at the turbine inlet, the variation of 
both the turbomachinery revolution speed and the CO2 inventory in 
their whole respective range does not lead to excessive pressures. For an 
inventory of 60 kg/s and a revolution speed of 90,000 RPM, the 
maximum pressure achieved at the turbine inlet is equal to 150 bar 
(Fig. 7a), which can be considered in the safe operating margin of the 
system. Fig. 7 shows also the effect of the CO2 injection in the system on 
the compressor inlet pressure, which goes from 50 bar to more than 80 
bar when the mass charge varies from 20 kg to 60 kg (Fig. 7b). 

It is possible to notice that the compressor inlet pressure is only 
affected by the supercharging of the circuit. On the contrary, the turbine 
inlet pressure depends on both control variables since the pressure at the 
inlet of the machine is affected by the lowest cycle pressure (set at the 
compressor inlet) and also from the cycle pressure ratio, which depends 
mainly from the turbomachinery revolution speed (Fig. 7c). For this 
reason, the turbine inlet pressure increases following the rise of both the 
system inventory and the turbomachinery revolution speed (upper part 
of Fig. 7a). 

The cycle pressure ratio also affects the turbine inlet temperature as 
can be noticed from comparison of Figs. 6a and 7c. Increased expansion 
ratios across the turbine (top right-hand side of Fig. 7c) lead to lower 
temperatures at the turbine outlet and, in turn, to reduced residual heat 
available at the hot side of the recuperator. This lower amount of re
sidual thermal energy available, leads to lower temperatures at the 
outlet of the recuperator cold side and, assuming a constant heat supply 
from the flue gases, at lower temperatures at the turbine inlet. 

A further interesting aspect is the effect of turbomachinery revolu
tion speed and the system inventory on the turbine performance and on 
the system net power output. Fig. 8a shows that an inventory variation 
in the considered range, for a given fixed revolution speed of 80,000 
RPM, does not affect substantially the turbine isentropic efficiency of 
73%. On the contrary, the change in the revolution speed has a more 
pronounced effect on the turbine isentropic efficiency, which drops from 
the optimal value of 74% at 86,000 RPM to 65% when the speed is 
decreased to 50,000 RPM (for a system mass charge of 40 kg as shown in 
Fig. 8a). This trend can be explained by looking at the turbine maps 
shown in Fig. 3. The map shows that, for a wide operating range of the 
machine, the isentropic efficiency remains almost constant, while it 
drops consistently for small cycle pressure ratios and lower CO2 mass 
flow rates. These operating conditions are mainly achieved at lower 
revolution speeds of the compressor-turbine-generator unit. 

The losses in the turbine performance directly affect the system net 
power output, which decreases for the same variation of the revolution 
speed from 50 kW to 20 kW (Fig. 8b). At the nominal revolution speed of 
the turbomachines, the net power output of the system strongly depends 
also by the system inventory, going from 10 kW when the system is filled 
with 20 kg of CO2 to 50 kW for a CO2 mass in the circuit of 40 kg 
(Fig. 8b). When the system is in fact undercharged, the pressure at the 
compressor inlet is lower than 74 bar and thus the supercritical condi
tions of the CO2 are not achieved, compromising the performance of the 
unit. 

4.2. Transient heat load variations 

Even for small power outputs, heat to power conversion technologies 
such as Steam or Organic Rankine cycles have relatively large compo
nents, with high thermal mass and working fluid inventories. This leads 
to a high thermal inertia which influences the system dynamics [30]. On 
the other hand, for the particular sCO2 system under consideration, the 
inertial effects are less prominent and a higher operational flexibility can 
be obtained due to the high density of the working fluid and the small 
size of components. Fig. 9 demonstrates this concept, showing the 
response of the CO2 temperature at the inlet of the turbine (continuous 
line) and the compressor (dashed line) to a variation of the heat load at 
the primary heat exchanger resulting from a change in the flue gases 
mass flow rate. In particular, the time varying mass flow rate profile 
consists of a number of ramps and plateaus. The time length of the 
plateaus is of 400 s while the ramp lasts 200 s. During the plateaus, the 
mass flow rate of the flue gases assumes the same minimum and 

Fig. 6. Contour maps of turbine inlet temperature (a) and CO2 mass flow rate (b) as a function of the turbomachinery revolution speed and the system inventory.  
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maximum values of 0.75 kg/s and 1.25 kg/s respectively. 
No delays are noticeable in Fig. 9 with regards to the dynamic 

response of the turbine inlet temperature. Hence, for this specific sys
tem, the thermal inertia effects are negligible. In particular, the turbine 
inlet temperature (red line) promptly varies from the value of 743.15 K 
to 798.15 K, when the gas flow rate goes from 1.00 kg/s to 1.25 kg/s and 
drops to 683.15 K when the gas flow rate decreases to 0.75 kg/s. The 
same trend holds for the pressure, which goes from a minimum of 135 
bar at 0.75 kg/s of flue gas up to a maximum of 140 bar when the flue 
gas mass flow rate increases to 1.25 kg/s. 

The changes of the working fluid thermodynamic conditions at the 
compressor inlet change less notably following the heat source mass 
flow rate variations, with the compressor inlet pressure remaining 
almost constant and equal to 72.5 bar. This effect is mainly due to the 
receiver placed downstream the gas cooler, whose large capacity con
tributes to decouple the hot and the cold sides of the sCO2 loop. 

The inverse response of the compressor inlet temperature, which 
goes from 312.15 K to 313.15 K (Fig. 9) when the mass flow rate of the 
flue gases decreases from 1.25 kg/s to 0.75 kg/s, can be explained by the 
increase of the CO2 mass flow rate circulating in the system. A higher 
heat load leads to a decrease of the working fluid density, due to the 
increase of its temperature, and consequently to a reduced CO2 mass 
flow rate (Fig. 9). However, the cooling load supplied by the heat sink 
remains fixed, and therefore a lower temperature at the compressor inlet 
is achieved. The opposite occurs for a decrease of the hot source mass 
flow rate (Fig. 9). 

Fig. 10 shows the response of the system to a variation of the flue gas 
inlet temperature (black line) from 723.15 K to 1123.15 K with same 
time duration of ramps and plateaus imposed for Fig. 9. The trends of the 
thermodynamic conditions (pressure and temperature) of the working 
fluid at the inlet of the compressor and the turbine resemble the ones 
shown in Fig. 9, but more accentuated given the deeper effect of the hot 
source inlet temperature on the cycle parameters. In particular, the 
turbine inlet temperature goes from 623.15 K for the minimum tem
perature value of the flue gases (723.15 K), up to 923.15 K for its 
maximum one (1123.15 K), while the compressor one goes from 312.15 
K to 314.15 K for the same temperature variation of the flue gases 
(Fig. 10). 

4.3. Startup and shutdown 

After a pre-heating phase in which the working fluid is brought 
above the supercritical state to prevent any liquid pocket in the loop, the 
turbomachines are span to their nominal revolution speed. To investi
gate the system dynamics during these conditions, a rotational speed 
profile has been imposed to the single-shaft turbomachinery unit as 
boundary condition as shown in Fig. 11. In particular, the turbine and 
compressor speed increases from 0 to 86,000 RPM in 900 s during the 
startup phase, it is then held to the nominal value of 86,000 RPM for 
1200 s and then is decreased from 86,000 RPM to 0 RPM in 700 s. The 
ramp rates have been set according to the maximum acceleration 
allowed for the generator rotor, which is equal to an increase of 100 
RPM every second for the startup stage and to a 130 RPM decrease every 
second for the shutdown (black dashed-line in Fig. 11). During the whole 
transient simulation, the heat source mass flow rate and inlet tempera
ture have been kept constant and equal to their nominal values of 1 kg/s 
and 923.15 K respectively. 

When the turbine and compressor bypass valves (Fig. 2) are both 
closed, for low values of the turbomachinery speed, the temperature at 
the turbine inlet would be equal to 923.15 K due to the low mass flow 
rate in the system and the low pressures achieved in the circuit (cyan 
line, Fig. 11). To overcome this issue, two different strategies for the 
turbine by-pass globe valve (TBV) and the compressor by-pass globe 
valve (CBV) have been simulated. In the first case, both the TBV and the 
CBV are fully open during the acceleration and deceleration decrease 
ramps, and closed when the nominal value of 86,000 RPM is achieved. 

Fig. 7. Contour maps of the turbine (a) and compressor (b) inlet pressure, and 
the cycle pressure ratio (c) as a function of the turbomachinery revolution speed 
and the system inventory. 

M. Marchionni et al.                                                                                                                                                                                                                           



Applied Thermal Engineering 183 (2021) 116214

10

Fig. 8. Contour maps of turbine total-to-static efficiency (a) and sCO2 system net thermal power output (b) as a function of the turbomachinery revolution speed and 
the system inventory. 

Fig. 10. Dynamic response of the sCO2 system to a transient waste heat load 
profile (variable waste heat inlet temperature and constant mass flow rate). 

Fig. 9. Dynamic response of the sCO2 system to a transient waste heat load 
profile (constant waste heat inlet temperature and variable mass flow rate). 
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In the second strategy, the CBV is kept fully closed and only the TBV is 
operated. Similarly to the first strategy, the TBV is opened during the 
startup and shutdown stages (when the revolution speed of the turbo
machines is increased and decreased respectively) and closed when the 
nominal value of 86,000 RPM is achieved. In both strategies, the valve 
opening profiles are the same: the second strategy differs from the first 
one only because the CBV is not operated. 

The standalone opening of the TBV (magenta line, Fig. 11) achieves 
better results in terms of turbine inlet temperature reduction, since it 
allows the temperature to decrease after a limited time period of 225 s, 
bringing it down from 923.15 K to 753.15 K when the speed increases 
from 25,000 RPM to 86,000 RPM. A much less pronounced effect is 
produced by the simultaneous opening of both valves (grey line, 
Fig. 11). In this case, the turbine inlet temperature is reduced only from 
923.15 K to 903.15 K when the turbomachinery speed exceeds 55,000 
RPM. Therefore, the beneficial effect due to the opening of the turbine 
by-pass valve is counter-balanced by the opening of the compressor 

bypass, which decreases the mass flow rate going through the primary 
heater and therefore leads to a temperature increase at the turbine inlet. 

To better understand how the turbine by-pass valve opening affects 
the dynamics of the working fluid temperature at the turbine inlet, 
reference can be made to Fig. 12. This chart displays the startup and 
shutdown turbine mass flow rate and pressure ratio evolution for the 
three strategies presented in Fig. 11 superimposed to the turbine oper
ating map. When TBV and CBV are both closed (cyan circles) the 
working fluid flows entirely through the turbine and this prevents the 
achievement of the suitable pressure ratio across the machine during the 
revolution speed increasing and decreasing ramps (as shown in the low 
part of the left-hand side of Fig. 12, where the pressure ratio starts to 
increase only for revolution speeds higher than 50,000 RPM during the 
unit startup and shutdown). As a consequence, a lower CO2 mass flow 
rate circulates in the loop and higher temperatures are achieved at the 
heater outlet despite the same heat load. When TBV and CBV are fully 
opened (grey circles), the mass flow rate flowing into the turbine de
creases. During the startup and shutdown, this leads to higher pressure 
ratios than the former case (lower left-hand side part of Fig. 12). How
ever, since the compressor by-pass valve is also open, the compressor is 
not able to fully pressurise the fluid due to the lower mass flow rate. On 
the contrary, the sole opening of the turbine by-pass valve (magenta 
circles), allows to achieve a more gradual build-up of the pressure ratio 
across the machine, which leads to higher mass flow rates circulating 
throughout the loop and a faster achievement of the nominal working 
fluid temperature at the turbine inlet (Fig. 12). From this analysis it can 
be concluded that during the startup and shutdown phase of the unit, 
reducing the mass flow rate throughout the turbine and normally 
operating the compressor, leads to a faster and more gradual increase of 
the working fluid mass flow rate circulating in the loop and thus the 
achievement of the nominal operating conditions of the system limiting 
the exposure of the components to extreme temperatures. 

Fig. 12 further allows to explain the small fluctuations of the turbine 
inlet temperature depending on the strategy considered in Fig. 11. This 
is mainly due to the different build-up of pressure in the machine for 
each different case. Indeed, it is possible to observe that, during the 
startup and the shutdown of the turbomachinery, the pressure ratio 
across the turbine changes with time following a different path for each 
of the considered strategies. These pressure ratio variations lead to small 
fluctuations of the working fluid mass flow rate processed by the turbine 
and, in turn, in the whole circuit. Since the heat load is assumed as 
constant in these simulations and the energy balance must hold at the 
primary heater, these variations of working fluid mass flow rate result in 
temperature fluctuations at the turbine inlet. 

5. Control system design 

The results from the steady-state analysis showed that, for the system 
considered, the regulation of the inventory represents a more suitable 
option to control the turbomachinery inlet conditions without exces
sively compromising the system performance and operational stability. 
In particular, the control strategy here proposed acts on the CO2 mass in 
the circuit to regulate the turbine inlet temperature, which is an 
important parameter both from a cycle performance perspective as well 
as to prevent unsafe operating conditions due to unforeseen peaks in the 
waste heat load. 

The inventory control envisaged works as follows: for a given change 
of the heat load, if the turbine inlet temperature becomes higher than the 
set point value, the system is charged with additional mass of working 
fluid, which flows from the high pressure inventory control tank to the 
circuit. The increased CO2 mass in the system (or system inventory) 
leads to a rise of the minimum cycle pressure at the compressor inlet and 
the CO2 mass flow rate processed until the control error is eliminated. 
On the other hand, if the temperature at the turbine inlet drops, the 
working fluid is withdrawn from the main loop and flows into the low- 
pressure inventory control tank, lowering the minimum cycle pressure 

Fig. 11. Dynamic response of the turbine inlet temperature during the startup 
and shutdown for different operating strategies of the turbine (TBV) and the 
compressor by-pass (CBV) valves: fully opened and/or fully closed. 

Fig. 12. Turbine operating map with superimposed transient trends during the 
startup and shutdown profiles considered in Fig. 11. Revolution speed 
expressed in reduced revolutions per minute [RPM/K0.5]. 
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and mass flow rate. 
The addition and the withdrawal of the CO2 is thus possible thanks to 

two inventory control tanks, one at higher and one at lower pressure 
compared to the circuit charging point. The tank used to inject the CO2 
in the system is at higher pressure than the circuit charging location, 
while the tank used to store the extracted CO2 from the system is at a 
lower one. By modulating these pressure differentials between the high/ 
low pressure tanks and the circuit charging point (which can be done by 
using two pressure regulators located downstream the tanks) the control 
system is able to set the right amount of CO2 to be injected/withdrawn 
into/from the circuit. 

The hardware implementation of this control approach would 
require, in addition to the two tanks at high and low pressure connected 
to the same charging point, a three-way valve to exclude the addition or 
withdrawal line depending on the desired control action. Two pressure 
regulators should be placed upstream the tanks to be able to change the 
pressure level between the two extreme values of the high- and low- 
pressure tanks. From a modelling perspective, this hardware architec
ture can be simplified by considering just one inventory tank able to 
assume a certain level of pressure between the maximum and minimum 
values of 110 bar and 55 bar, as shown in Fig. 2. The tank is also assumed 
to have an infinite capacity while the dynamics of the pressure regula
tors and of the three-way valve have been neglected in the current study. 

The two inventory tanks are connected to a circuit feeding point 
between the gas cooler and the receiver, as shown in Fig. 2. This design 
choice allows to avoid detrimental effects on the compressor operation 
due to a possible fast charge or discharge of the system. In fact, the large 
volume of the receiver smooths the sudden pressure variations following 
the increase or decrease of the working fluid mass charge in the system. 
The working fluid temperature injected in the main loop is assumed to 
be at 308.15 K. 

The modulation of the inventory control tank pressure is commanded 
by a Proportional-Integral (PI) controller to reduce the error between 
the actual turbine inlet temperature and the set point. The derivative 
term has been set to zero because of the possible high control actions 
resulting from noisy signals. To prevent the saturation of the control 

action caused by the integral term, an anti-wind up scheme has also been 
adopted. The proportional and integral coefficients have been calculated 
via a lambda tuning procedure [56]. In particular, a first order rela
tionship has been considered between the mass flow rate of the fluid 
injected in the system and the controlled process variable (turbine inlet 
temperature). Therefore, the control output has been modified in the 
entire admissible range and the process variable response analysed [43]. 
From the calculated time constant (τ) and process gain (K), the resulting 
proportional and integral coefficients of the PI controller are 0.177 and 
0.011 respectively. 

To firstly assess its performance, the turbine inlet temperature is 
regulated assuming the transient heat load profile reported in Fig. 10, 
where the turbine inlet temperature of the waste heat source is varied 
between the two plateaus of 623.15 K and 1123.15 K while the mass 
flow rate has been kept constant and equal to the nominal value of 1 kg/ 
s. Both the uncontrolled and controlled response of the turbine inlet 
temperature system have been reported in Fig. 13. The temperature set 
point has been assumed equal to 773.15 K and it is displayed as a dashed 
grey line. It is possible to notice that the controller is able to regulate the 

Fig. 13. Uncontrolled and controlled responses of the turbine inlet temperature 
for a 2800 s transient waste heat load profile. 

Table 8 
Coordinates of the turbine and compressor maps for a waste heat source tem
perature of 723.15 K in case of a system uncontrolled and controlled response.   

Variables Units Uncontrolled 
case 

Controlled 
case 

Turbine Temperature K 580.15 675.15 
Pressure bar 134 92 
Revolution speed RPM 86,000 86,000 
Reduced mass 
flow rate 

(kg/s) 
K0.5/kPa 

0.005 0.004 

Pressure ratio – 1.8 1.7 
Isentropic 
efficiency 

– 0.74 0.72  

Compressor Temperature K 314.15 330.15 
Pressure bar 72 55 
Revolution speed RPM 86,000 86,000 
Reduced mass 
flow rate 

(kg/s) 
K0.5/kPa 

0.006 0.008 

Pressure ratio – 1.8 1.7 
Isentropic 
efficiency 

– 0.67 0.55  

Fig. 14. Uncontrolled and controlled responses of the turbine inlet temperature 
for an industrial 1400 s transient waste heat load profile. 
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turbine inlet temperature despite the large variations of the heat source 
temperature. The effects of the saturation of the control action are not 
fully compensated by the anti-wind up scheme as it can be observed at 
400 s, 1200 s, 1800 s and 2400 s, where the controlled inlet temperature 
assumes peak values of 783.15 K, 493.15 K, 823.15 K and 765.15 K 
respectively. The only case when the controller is not able to achieve the 
set point is when the waste heat source temperature assumes a value of 
623.15 K. In this case, the controller sets the temperature value at the 
closest feasible temperature possible, which is 603.15 K (Fig. 13). 

From a performance perspective, it is possible to notice that the 
control of the CO2 inventory leads to an improvement of the system 
thermal efficiency (which is calculated with respect to thermal energy 
recovered by the waste stream) and power output when the temperature 
of the flue gas increases. In particular, for the controlled case an increase 
of the 25% and of the 101% in the system thermal efficiency and net 
power output respectively can be observed, compared to the uncon
trolled case, when the flue gas temperature achieves the maximum value 
of 1123.15 K. On the contrary, when the flue gas temperature decreases 
to 723.15 K, the action of the inventory controller is detrimental, leading 
to a system operating condition where no electric power can be 
extracted by the heat recovered (net power output of − 10 kW and sys
tem thermal efficiency equal to − 0.05). These effects are due to working 
fluid mass flow rate injection and extraction imposed by the controller. 
Indeed, following an increase of the flue gas temperature, the loop is 
charged with additional mass of working fluid, while the system is dis
charged in the opposite case. Therefore, when the temperature of the 
flue gases is too low, to achieve the desired temperature set point, the 
inventory control system imposes an excessive extraction of CO2 mass 
from the loop, leading to an operating condition where the turbine 
cannot supply the required mechanical power required from the 
compression to pressurise the working fluid. Indeed, for a lower mass 
flow rate circulating in the circuit, the isentropic efficiency of the 
compressor decreases, causing the detrimental effect on the system 
performance. Table 8 shows the different coordinates of the turbine and 
compressor efficiency maps when the waste heat source assumes the 
minimum temperature value of 723.15 K for both the uncontrolled and 
controlled system response. 

Despite then the inventory control has been considered as one of the 
most suitable control strategies for sCO2 systems in the power genera
tion sector [57], where the system thermal efficiency is optimised 
depending on the electric load set by the grid, this does not apply when 
waste heat recovery applications are considered. When indeed the 
objective is to maximise the power recovery depending on the dynamics 
of heat load supplied by the topping process, namely a heat load 
following strategy, the use of an inventory control system presents some 
criticalities since introduces a strong detrimental effect on the system 
performance for reduced thermal levels of the waste heat source. This 
limitation could be overcome by the adoption of multi-level control 
system combining multiple control actions depending on the heat load 
available. 

To test the performance of the controller on a real industrial case, a 
second transient heat load profile has been simulated. The profile refers 
to a typical process in an energy intensive industry. Fig. 14 shows the 
transient heat load trend, composed by five different temperature pla
teaus of 923.15 K, 873.15 K, 973.15 K, 923.15 K and 998.15 K, with 
durations of 25 s, 150 s, 525 s, 300 s and 175 s respectively (black 
continuous line, Fig. 14). 

The controlled response shows that the designed controller not only 
eliminates the error between the actual turbine inlet temperature and 
the set point, but also shows good dynamic performance. The slight 
overshoots at 300 s, 860 s and 1240 s due to the control action saturation 
are indeed limited. 

It is possible also to notice that the turbine inlet temperature in the 
uncontrolled system is not able to achieve the set point value of 773.15 
K. Values of 693.15 K, 793.15 K, 753.15 K and 818.15 K are indeed 
achieved for waste heat source temperatures of 873.15 K, 973.15 K, 

923.15 K and 998.15 K respectively (Fig. 14). From a performance 
perspective, for a such waste heat load profile, the inventory control 
leads to a net improvement of the system power output and thermal 
efficiency since no substantial decreases of the waste heat source inlet 
temperature occur. 

6. Conclusions 

This research investigated the dynamic behaviour of bottoming su
percritical CO2 (sCO2) heat to power systems and discussed control 
approaches with reference to typical operating conditions of sCO2 power 
blocks, such as startup, shutdown and transient heat load profiles from 
the topping industrial process. The sCO2 high temperature heat to power 
conversion system at Brunel University London, based on the simple 
regenerative Joule-Brayton cycle with a nominal electrical power output 
of 50 kW has been considered as test case. The research methodology 
employed a one-dimensional (1D) modelling approach to perform off- 
design, transient and control studies. 

A steady-state analysis has been performed to assess the most suit
able control variables for the regulation of the inlet conditions at the 
turbine. The system inventory showed to be a good parameter for the 
control of the turbine inlet temperature having only a small impact on 
turbine performance. A reduction in CO2 from 60kg to 20kg would 
indeed result to only 1.0% reduction in the turbine isentropic efficiency. 

Transient variations of the flue gas flow rate and temperature in a 
time interval of 2800 s always led to changes in the turbine inlet tem
perature. The turbine inlet pressure was slightly affected, especially at 
variable flow conditions but constant temperature of the heat source 
(max 3% of design point for a variation of the heat source mass flow rate 
of the 25%). More importantly, unlike ORC systems of similar power 
output, the turbine inlet temperature variation did not experience any 
lag with respect to the topping process. This demonstrates the flexible 
nature of the sCO2 system investigated. Furthermore, during the startup 
and shutodown of the unit, the opening of the turbine by-pass globe 
valve could guarantee a safer operation of the turbine and a quicker 
build-up of the pressures and temperatures in the sCO2 loop. 

Based on these outcomes, an inventory control strategy has been 
designed to regulate the turbine inlet temperature during transient heat 
load profiles. The PI controller showed good accuracy and dynamic 
performance. The single envisaged location for additions/withdrawals 
of CO2 downstream of the gas cooler prevented instability in the 
compressor operation for rapid changes of the waste heat source 
temperature. 

The analysis further highlighted the possible detrimental effect on 
system performance introduced by the inventory regulation should a 
heat load following control strategy be considered. A sudden tempera
ture drop at the waste heat source would action excessive withdrawals of 
working fluid mass flow rate from the main sCO2 loop and, in turn, lead 
to negative power outputs being the compression power higher than the 
turbine one. 
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Appendix A 

This section summarises the design specifics for the High Tempera
ture Heat To power Conversion (HT2C) at Brunel University London 
[42]. Fig. A1 shows the cycle layout and heat exchangers diagrams while 
Table A1 lists the design conditions for the working fluid (CO2) as well as 
heat source (flue gas from natural gas combustion) and heat sink (75% 
water, 25% glycol). 

Fig. A1. Design specifics of the Brunel’s HT2C facility: sCO2 system layout (a) and Temperature vs. heat load diagrams of primary micro-tube heater (b), printed 
circuit recuperator (c) and plate gas cooler heat exchangers (d). 

Table A1 
Process variables at design conditions with reference to Fig. A1.a.  

Point Fluid Mass flow rate [kg/s] Temperature [K] Pressure [bar] 

1≡7 CO2 2.1 308.15 75.0 
2 373.15 127.5 
3 523.15 127.5 
4 673.15 127.5 
5 623.15 75.0 
6 373.15 75.0  

8 Flue gas 1.0 923.15 1.0 
9 623.15 1.0  

10 Water 1.6 283.15 3.0 
11 323.15 3.0  
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supercritical CO2 power cycle technology and first operational experience at CVR, 
2018. doi: 10.17185/duepublico/46075. 

[8] A.J. Hacks, S. Schuster, D. Brillert, Stabilizing effects of supercritical CO2 fluid 
properties on compressor operation†, Int J Turbomachinery, Propuls Power 4 
(2019) 20, https://doi.org/10.3390/ijtpp4030020. 

[9] A. Johannes Hacks, A. Vojacek, H.J. Dohmen, D. Brillert, A. Vojacek, et al. 
Experimental investigation of the sCO2-HeRo compressor n.d. doi: 10.17185/ 
duepublico/46088. 

[10] T.Q. Trinh, Dynamic Response of the Supercritical CO 2 Brayton Recompression 
Cycle to Various System Transients, Massachusetts Institute of Technology, 2009. 

[11] A. Moisseytsev, J. Sienicki, Modeling of the SNL S-CO2 Loop with ANL plant 
dynamics code, in: Int. Conf. Nucl. Eng. ICONE, 2012, https://doi.org/10.1115/ 
ICONE20-POWER2012-54548. 

[12] F. Lambruschini, E. Liese, S.E. Zitney, A. Traverso, V009T36A004, Dynamic Model 
of a 10 MW Supercritical CO2 Recompression Brayton Cycle, Oil Gas Appl. 
Supercrit. CO2 Power Cycles; Wind Energy vol. 9 (2016), https://doi.org/10.1115/ 
GT2016-56459. 

[13] A. Moisseytsev, J.J. Sienicki, Dynamic control analysis of the AFR-100 SMR SFR 
with a supercritical CO2 cycle and dry air cooling Part I: Plant control 
optimization, in: Int. Conf. Nucl. Eng. Proceedings, ICONE, vol. 1, American 
Society of Mechanical Engineers (ASME), 2018, https://doi.org/10.1115/ 
ICONE26-82292. 

[14] European Commission. EU energy in figures; 2016. doi: 10.2833/15026. 
[15] M.T. Luu, D. Milani, R. McNaughton, A. Abbas, Dynamic modelling and start-up 

operation of a solar-assisted recompression supercritical CO2 Brayton power cycle, 
Appl Energy 199 (2017) 247–263, https://doi.org/10.1016/J. 
APENERGY.2017.04.073. 

[16] R. Singh, S.A. Miller, A.S. Rowlands, P.A. Jacobs, Dynamic characteristics of a 
direct-heated supercritical carbon-dioxide Brayton cycle in a solar thermal power 
plant, Energy 50 (2013) 194–204, https://doi.org/10.1016/j.energy.2012.11.029. 

[17] R. Singh, A.S. Rowlands, S.A. Miller, Effects of relative volume-ratios on dynamic 
performance of a direct-heated supercritical carbon-dioxide closed Brayton cycle in 
a solar-thermal power plant, Energy 55 (2013) 1025–1032, https://doi.org/ 
10.1016/j.energy.2013.03.049. 

[18] G. Xiao, K. Xing, J. Zhang, T. Yang, M. Ni, K. Cen, Heat transfer characteristics of 
SCO2 and dynamic simulation model of SCO2 loop, in: 3 rd Eur. Supercrit. CO2 
Conf., 2019, https://doi.org/10.17185/duepublico/48881. 

[19] Z. Yang, Y. Le Moullec, J. Zhang, Y. Zhang, Dynamic modeling of 5 MWe 
supercritical CO2 recompression Brayton cycle, in: AIP Conf. Proc., vol. 2033, 
American Institute of Physics Inc., 2018, p. 70003, https://doi.org/10.1063/ 
1.5067089. 

[20] E. Hakkarainen, T. Sihvonen, J. Lappalainen, Dynamic modelling and simulation of 
CSP plant based on supercritical carbon dioxide closed Brayton cycle, in: AIP Conf. 
Proc., vol. 1850, American Institute of Physics Inc., 2017, p. 70004, https://doi. 
org/10.1063/1.4984418. 

[21] F.G. Battisti, G.S. Delsoto, A.K. da Silva, Transient analysis and optimization of a 
recuperative sCO2 Brayton cycle assisted by heat and mass storage systems, Energy 
150 (2018) 979–991, https://doi.org/10.1016/j.energy.2018.02.045. 

[22] R. Van Der Westhuizen, R.T. Dobson, Modelling and simulation of a supercritical 
carbon dioxide (sCO2) concentrated solar power (CSP) system, in: AIP Conf. Proc., 
vol. 2126, American Institute of Physics Inc., 2019, p. 140008, https://doi.org/ 
10.1063/1.5117656. 

[23] O. Olumayegun, M. Wang, Dynamic modelling and control of supercritical CO2 
power cycle using waste heat from industrial processes, Fuel 249 (2019) 89–102, 
https://doi.org/10.1016/j.fuel.2019.03.078. 

[24] G. Fan, H. Li, Y. Du, K. Chen, S. Zheng, Y. Dai, Preliminary design and part-load 
performance analysis of a recompression supercritical carbon dioxide cycle 
combined with a transcritical carbon dioxide cycle, Energy Convers. Manag. 212 
(2020), 112758, https://doi.org/10.1016/j.enconman.2020.112758. 

[25] M. Marchionni, S.S. Saravi, G. Bianchi, S.A. Tassou, Modelling and performance 
analysis of a supercritical CO2 system for high temperature industrial heat to 
power conversion at off-design conditions, in: 3rd Eur. sCO2 Conf., 2019, https:// 
doi.org/10.17185/duepublico/48908. 

[26] V.K. Avadhanula, T.J. Held, Transient modeling of a supercritical CO2 power cycle 
and comparison with test data, in: Proc. ASME Turbo Expo, vol. 9, American 
Society of Mechanical Engineers (ASME), 2017, https://doi.org/10.1115/GT2017- 
63279. 

[27] P. Mahapatra, S.E. Zitney, J. Albright, Eric Liese netldoegov A. advanced 
regulatory control of a 10 MWe supercritical CO2 recompression Brayton cycle 
towards improving power ramp rates. 6th Int. Supercrit. CO2 Power Cycles Symp., 
2018. 

[28] M.T. Luu, D. Milani, R. McNaughton, A. Abbas, Analysis for flexible operation of 
supercritical CO2 Brayton cycle integrated with solar thermal systems, Energy 124 
(2017) 752–771, https://doi.org/10.1016/j.energy.2017.02.040. 

[29] B.S. Higgins, C.M. Oldenburg, M.P. Muir, L. Pan, A.D. Eastman, Process modeling 
of a closed-loop SCO 2 geothermal power cycle. 5th Int. Supercrit. CO2 Power 
Cycles Symp., 2016. 

[30] M. Marchionni, G. Bianchi, A. Karvountzis-Kontakiotis, A. Pesyridis, S.A. Tassou, 
An appraisal of proportional integral control strategies for small scale waste heat to 
power conversion units based on Organic Rankine Cycles, Energy 163 (2018) 
1062–1076, https://doi.org/10.1016/J.ENERGY.2018.08.156. 

[31] A. Vojacek, T. Melichar, P. Hajek, F. Doubek, T. Hoppe, Experimental 
investigations and simulations of the control system in supercritical CO2 loop, in: 
3rd Eur. Supercrit. CO2 Conf., n.d. doi: 10.17185/duepublico/48916. 

[32] S.A. Wright, R.F. Radel, M.E. Vernon, G.E. Rochau, P.S. Pickard, Operation and 
Analysis of a Supercritical CO2 Brayton Cycle, 2010. doi: 10.2172/984129. 

[33] M.T. Luu, D. Milani, R. McNaughton, A. Abbas, Advanced control strategies for 
dynamic operation of a solar-assisted recompression supercritical CO2 Brayton 
power cycle, Appl. Therm. Eng. 136 (2018) 682–700, https://doi.org/10.1016/j. 
applthermaleng.2018.03.021. 

[34] A. Heifetz, R. Vilim, Turbine bypass, mass inventory, and mixed-mode generator 
power control of S-CO2 recompression cycle, Nucl. Technol. 189 (2015) 268–277, 
https://doi.org/10.13182/NT13-113. 

[35] B.-S. Oh, J.I. Lee, Study of autonomous control system for S-CO2 power cycle, in: 
3rd Eur. Supercrit. CO2 Conf., 2019, https://doi.org/10.17185/duepublico/48913. 

[36] D.A. Reay, Compact heat exchangers: A review of current equipment and R&D in 
the field, Heat Recover Syst CHP 14 (1994) 459–474, https://doi.org/10.1016/ 
0890-4332(94)90050-7. 

[37] Y. Jiang, E. Liese, S.E. Zitney, D. Bhattacharyya, Design and dynamic modeling of 
printed circuit heat exchangers for supercritical carbon dioxide Brayton power 
cycles, Appl. Energy 231 (2018) 1019–1032, https://doi.org/10.1016/j. 
apenergy.2018.09.193. 

[38] J.H. Park, J.G. Kwon, T.H. Kim, M.H. Kim, J.E. Cha, H.J. Jo, Experimental study of 
a straight channel printed circuit heat exchanger on supercritical CO2 near the 
critical point with water cooling, Int. J. Heat Mass Transf. 150 (2020), 119364, 
https://doi.org/10.1016/j.ijheatmasstransfer.2020.119364. 

[39] M. Marchionni, G. Bianchi, S.A. Tassou, Techno-economic assessment of Joule- 
Brayton cycle architectures for heat to power conversion from high-grade heat 
sources using CO2 in the supercritical state, Energy 148 (2018) 1140–1152, 
https://doi.org/10.1016/J.ENERGY.2018.02.005. 

[40] D. Shiferaw, J. Carrero, R.L. Pierres, Economic analysis of SCO2 cycles with PCHE 
Recuperator design optimisation, 2016. 

[41] R. Fuller, J. Preuss, J. Noall, Turbomachinery for supercritical CO2 power cycles, 
in: Proc. ASME Turbo Expo, vol. 5, American Society of Mechanical Engineers 
Digital Collection, 2012, pp. 961–966, https://doi.org/10.1115/GT2012-68735. 

[42] G. Bianchi, S.S. Saravi, R. Loeb, K.M. Tsamos, M. Marchionni, A. Leroux, Design of 
a high-temperature heat to power conversion facility for testing supercritical CO2 
equipment and packaged power units, Energy Procedia 161 (2019) 421–428, 
https://doi.org/10.1016/J.EGYPRO.2019.02.109. 

[43] T Gamma - Gamma Technologies Inc 2020. GT-SUITE-Flow Theory Manual, 2020. 
[44] Lemmon EW, Huber ML, Mclinden MO. NIST Reference Fluid Thermodynamic and 

Transport Properties— REFPROP User’s Guide; 2013. 
[45] N. Holaind, M. De Miol, S.S. Saravi, S.A. Tassou, A. Leroux, H. Jouhara, Design of 

radial turbomachinery for supercritical CO2 systems using theoretical and 
numerical CFD methodologies, Energy Procedia 123 (2017) 313–320, https://doi. 
org/10.1016/J.EGYPRO.2017.07.256. 

[46] S.S. Saravi, An investigation into sCO2 compressor performance prediction in the 
supercritical region for power systems, Energy Procedia 161 (2019) 403–411, 
https://doi.org/10.1016/J.EGYPRO.2019.02.098. 

[47] S. Son, Y. Jeong, S.K. Cho, J.I. Lee, Development of supercritical CO2 
turbomachinery off-design model using 1D mean-line method and Deep Neural 
Network, Appl Energy 263 (2020), 114645, https://doi.org/10.1016/j. 
apenergy.2020.114645. 

[48] M. White, AI. Sayma, A preliminary comparison of different turbine architectures 
for a 100 kW supercritical CO2 Rankine cycle turbine, 2018. 

[49] N.D. Baltadjiev, C. Lettieri, Z.S. Spakovszky, an investigation of real gas effects in 
supercritical CO2 centrifugal compressors, J. Turbomach. 137 (2015) 91003, 
https://doi.org/10.1115/1.4029616. 

[50] M. Marchionni, L. Chai, G. Bianchi, S.A. Tassou, Numerical modelling and transient 
analysis of a printed circuit heat exchanger used as recuperator for supercritical 
CO2 heat to power conversion systems, Appl. Therm. Eng. 161 (2019), 114190, 
https://doi.org/10.1016/j.applthermaleng.2019.114190. 
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