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Image Representations of Vibrations 
for a Two-stage Fault Diagnosis of Roller 
Bearings Using Convolutional Neural Networks
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Abstract 

Roller bearing failure is one of the most common faults in rotating machines. Various techniques for bearing fault 
diagnosis based on faults feature extraction have been proposed. But feature extraction from fault signals requires 
expert prior information and human labour. Recently, deep learning algorithms have been applied extensively in the 
condition monitoring of rotating machines to learn features automatically from the input data. Given its robust per-
formance in image recognition, the convolutional neural network (CNN) architecture has been widely used to learn 
automatically discriminative features from vibration images and classify health conditions. This paper proposes and 
evaluates a two-stage method RGBVI-CNN for roller bearings fault diagnosis. The first stage in the proposed method 
is to generate the RGB vibration images (RGBVIs) from the input vibration signals. To begin this process, first, the 1-D 
vibration signals were converted to 2-D grayscale vibration Images. Once the conversion was completed, the regions 
of interest (ROI) were found in the converted 2-D grayscale vibration images. Finally, to produce vibration images 
with more discriminative characteristics, an algorithm was applied to the 2-D grayscale vibration images to produce 
connected components-based RGB vibration images (RGBVIs) with sets of colours and texture features. In the second 
stage, with these RGBVIs a CNN-based architecture was employed to learn automatically features from the RGBVIs and 
to classify bearing health conditions. Two cases of fault classification of rolling element bearings are used to validate 
the proposed method. Experimental results of this investigation demonstrate that RGBVI-CNN can generate advan-
tageous health condition features from bearing vibration signals and classify the health conditions under different 
working loads with high accuracy. Moreover, several classification models trained using RGBVI-CNN offered high 
performance in the testing results of the overall classification accuracy, precision, recall, and F-score.
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1 Introduction
In most production procedures in manufacturing, roller 
bearings need to be maintained in a healthful condi-
tion to guarantee the steadiness of production. Thus, 
it is essential to monitor the health condition of roller 

bearings to avoid machine breakdowns. Bearings may 
be categorised into two key types: (i) plain (sliding) bear-
ings; and (ii) rolling bearings. Of these, rolling bearings 
are commonly used in most applications of rotating 
machinery [1]. Vibration-based condition monitoring has 
been extensively studied and has become a well-accepted 
method for planned maintenance management as vari-
ous typical features can be observed from vibration 
signals. In general, with these features, machine learn-
ing classifiers can be utilised to identify machine health 
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conditions. However, the extracted features are typically 
distorted with noise and measurement errors that make 
it practically challenging to obtain distinguishable data 
that are well generalised. Therefore, considerable litera-
ture can be found around the theme of vibration signals 
feature extraction and feature selection for machine fault 
diagnoses.

It is now well established from a variety of studies, that 
vibration signal analysis can be performed in three main 
groups - time domain, frequency domain, and time-fre-
quency domain. Various time domain-based techniques 
are used for vibration signal analyses. For instance, most 
of the time domain techniques are used to extract fea-
tures from the raw vibration signals for bearings fault 
diagnoses using statistical functions as well as some other 
advanced functions [2–11]. A considerable amount of lit-
erature has been published on the practice of frequency-
domain techniques to extract various spectrum features 
from vibration signals that can efficiently represent a 
bearing’s health condition. These studies showed that the 
frequency domain analysis techniques can reveal infor-
mation from vibration signals that are not easy to be 
observed in the time domain. For example, Fourier analy-
sis including Fourier series, Discrete Fourier Transform 
(DFT), and Fast Fourier Transform (FFT) techniques are 
used to transform time-domain vibration signals to the 
frequency domain [12–18]. Moreover, various techniques 
are used to extract different spectrum features to repre-
sent a bearing’s health condition. For instance, envelop 
analysis that is also called high-frequency resonance is 
evaluated for detecting incipient faults of bearings [19]. 
Furthermore, various frequency domain features based 
on high-order spectra techniques are utilised to repre-
sent the bearing’s health condition [20, 21].

The time-frequency domain-based methods such as 
short-time Fourier transform (STFT), wavelet trans-
form (WT), Hilbert-Huang transform (HHT), local 
mean decomposition (LMD), empirical mode decom-
position (EMD), which are introduced for nonstation-
ary waveform signals, are used to extract features from 
vibration signals for bearing fault diagnosis [22–32]. 
Several classification methods, such as logistic regres-
sion (LR), artificial neural networks (ANNs), and sup-
port vector machines (SVMs), can be utilised to classify 
different vibration signals based on the extracted fea-
tures [1]. In case the features are sensibly formulated, 
and the parameters of the classification methods are 
wisely tuned, it is possible to achieve high classification 
accuracy. Nevertheless, extracting useful features from 
such a huge and noisy vibration dataset, which may 
also contain measurement errors, is usually a challeng-
ing task. Recently, several lines of evidence suggest that 
feature-learning methods that can automatically learn 

representations of the vibration dataset can be a solu-
tion to address this challenge. Deep learning (DL) that 
usually learns representations of the data using a hier-
archical multi-layer data processing architecture has 
been attracting a lot of interest. For example, Autoen-
coder-based Deep neural networks (DNNs) methods 
are used for bearings fault diagnosis in several studies 
[33–39].

Moreover, the literature on the application of DL-based 
techniques for machine fault diagnosis has highlighted 
several studies describing the use of deep belief net-
works (DBNs) for bearings fault diagnosis [40–44]. Fur-
thermore, the application of recurrent neural networks 
(RNNs)-based techniques in bearings fault diagnosis was 
investigated by several researchers [45–48]. In the same 
vein, several studies used convolution neural networks 
(CNNs)-based algorithms to process vibration signals 
for bearings fault diagnosis [49–54]. Most of these stud-
ies applied pre-processing techniques such as FFT, WT, 
time-domain statistical functions, spectral kurtosis, to 
extract features from the raw vibration signals and used 
them as the input to the targeted DL technique, while 
others used the raw vibration signals directly as the input 
to the targeted DL technique. However, all the previously 
mentioned methods suffer from some serious limita-
tions. For example (1) feature extraction from fault sig-
nals requires expert prior information and human labour; 
(2) it is sometimes hard to recognize faults features using 
only time-domain features, only frequency domain fea-
tures, and only time-frequency domain features; and (3) 
the CNNs deep architecture was originally modeled for 
2-D signals such as images and their application to 1-D 
signals such as vibrations was not straightforward.

Lately, researchers have shown increased interest in 
transforming the 1-D vibration signal into a 2-D image, 
which can often offer more discriminative descrip-
tions of the vibration signals and allows direct usage of 
the CNN for fault diagnosis. For instance, Chong pro-
posed a method for induction motors utilizing features 
of vibration signals in the two-dimension domain. In 
this method, the 2-D features of the vibration signal are 
achieved using the scale-invariant feature transform 
(SIFT) [55]. In Ref. [56] an ANN classifier with vibration 
spectrum imaging (VSI) is used for bearing fault classifi-
cation where the vibration signal is first divided into time 
segments and adapted into an image. Then, the spectral 
contents of each image are computed and normalized to 
form a spectral image using FFT. Afterwards, to enhance 
features of the obtained spectral images, an average filter 
and binary threshold techniques are used to retain fea-
tured patterns and remove noise patterns. Finally, ANN 
is used as a fault classifier using these enhanced features 
of the faults.
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Moreover, Kang and Kim presented a method for fault 
diagnosis of multiple induction motor faults using a 2-D 
representation of Shannon Wavelet. In this method, first, 
wavelet coefficients deduced from the Shannon wavelet 
function with dilation and translation parameters are 
used to create 2-D gray-level images. Then, the texture 
features of the created images are utilised as inputs to 
a multi-class support vector machine (SVM) classifier 
to identify faults in the induction machine [57]. Li et al. 
[58] presented a method for bearing fault using spectrum 
images of vibration signals. In this method, first, the FFT 
is used to obtain the spectrum images then each image 
is processed with 2-D principal component analysis 
(2DPCA) to reduce the dimensions. Finally, a minimum 
distance method is employed to classify bearing faults. 
Lu et al. [59] proposed a fault diagnosis method for rotat-
ing machinery using image processing. In this method, 
first, the bi-spectrum technique is used to transform the 
vibration signal into a bi-spectrum contour map. Then, 
the speeded-up robust features (SURF) detector and 
descriptor technique is employed to extract automatically 
features from the transformed bi-spectrum contour map. 
After, the t-Distributed Stochastic Neighbor Embed-
ding technique is used to reduce the dimensionality of 
the generated feature vectors. Finally, with these reduced 
features, the probabilistic neural network is used for fault 
identification. Verstraete et  al. [60] presented a method 
for rolling element bearing fault diagnosis using time-
frequency representations and CNN. In this method, to 
validate the ability of the proposed CNN model to accu-
rately diagnose bearings fault, three time-frequency tech-
niques, i.e., STFT, WT, and HHT, are used to generate 
different representations of the raw signal. Then, these 
representations are separately fed into a CNN architec-
ture for fault classification. The classification accuracy 
results of the three representations are compared to 
study their representation effectiveness.

Additionally, a vibration imaging and deep learning-
based feature engineering technique for rotor systems 
fault diagnosis is proposed. In this technique, first, vibra-
tion signals are collected from sensors in the rotor sys-
tems then vibration images are prepared to be used 
as input to deep learning architecture. The vibration 
images are generated by first producing signals from vir-
tual vibration sensors then the individual vibration sig-
nals are stacked to form the vibration images based on a 
phase synchronization rule. After, the vibration images 
are enhanced using the histogram of oriented gradients 
(HOG) descriptor technique. Then, the pretraining of 
the DBN is used to extract high-level features from the 
generated vibration images. Finally, a fault classifier that 
is based on fine-tuning the pre-trained DBN by combin-
ing it with a multilayer perceptron (MLP) is used for fault 

diagnosis [61]. Zhang et  al. [62] presented a technique 
for bearing fault diagnosis using CNN with a 2-D repre-
sentation of vibration signals. In this technique, first, the 
raw vibration signal is divided into n equal parts and each 
part is aligned as the row of the 2-D image representa-
tion in sequence. Then, the obtained 2-D representations 
of the vibration signals are used as input to a CNN archi-
tecture for fault classification [62]. Hasan and Kim [63] 
proposed a method for bearing fault diagnosis under var-
iable rotational speeds using Stockwell transform-based 
imaging and transfer learning techniques. In this method, 
the discrete orthonormal Stockwell transform (DOST)-
based vibration imaging is used as a preprocessing step 
to generate health patterns. Then, a CNN-based transfer 
learning approach is used for fault diagnosis.

In 2019, Wang et al. [64] proposed a fault recognition 
technique based on multi-sensor data fusion and bot-
tleneck layer optimized CNN (MB-CNN). In this tech-
nique, the vibration signals of several sensors are fused 
in the feature maps. Then, MB-CNN is used to extract 
features and deal with the fault recognition of rotat-
ing machinery. Yan et  al. [65] proposed a fault diagno-
sis method for an active magnetic bearing-rotor system 
using vibration images. In this method, three features, 
histogram of vibration image (HVI), the histogram of ori-
ented vibration image (HOVI), and 2-D FFT of vibration 
image (2DFFT) are designed based on signal amplitude, 
signal phase, and frequency domain, respectively. Then, 
a feature fusion technique called two-layer AdaBoost is 
introduced to train the fault recognition model. Moreo-
ver, Hoang and Kang presented a method for rolling ele-
ment bearing fault diagnosis using CNN and vibration 
image. In this method, the amplitude of the sample in the 
vibration signal is normalized into the range [−1, 1] and 
then each normalized amplitude becomes the intensity of 
the corresponding pixel in the corresponding vibration 
image. After, with these vibration images, a CNN archi-
tecture is used for fault diagnosis [66].

Furthermore, Zhu et  al. [67] proposed a method for 
bearing fault diagnosis using CNN based on a capsule 
network with an inception block (ICN). In this method, 
first, the raw data are changed from a one-dimensional 
signal to a two-dimensional graph using STFT. Then, 
the ICN, which is proposed to address the problem of 
poor generalization of CNN models in diagnosing bear-
ing faults under different loads, is used to deal with the 
fault diagnosis. Ma et  al. [68] presented a bearing fault 
diagnosis method using 2-D image representation and 
transfer learning-based CNN (TLCNN). In this method, 
first, the time-domain raw signals are reconstructed to a 
fault signal component using the frequency slice wavelet 
transform (FSWT), then the reconstructed signals are 
converted into a 2-D time-frequency image. With these 



Page 4 of 21Ahmed and Nandi  Chin. J. Mech. Eng.           (2021) 34:37 

time-frequency images, the TLCNN model is used to 
extract features and achieve the classification conditions 
of bearing health. Zhu et al. [69] proposed a method for 
rotor fault diagnosis using CNN with symmetrized dot 
pattern (SDP) images. In this method, vibration signals 
are transformed into SDP images then the graphical fea-
tures of the SDP images of different vibration states are 
learned and identified using a CNN architecture.

Recently, Zhang et al. [70] presented an enhanced CNN 
for bearing fault diagnosis method based on time-fre-
quency image. In this method, the STFT is used to obtain 
the input images. Then, the obtained images are used as 
input to a CNN architecture with the scaled exponential 
linear unit (SELU). Kaplan et  al. [71] presented a fea-
ture extraction method for bearing fault diagnosis using 
texture analysis with local binary patterns (LBP). In this 
method, first, bearing vibration signals are converted to 
grayscale images. Then, the LBP technique is employed 
to obtain texture features. Finally, the obtained features 
are used as input to different classifiers such as K-nearest 
neighbor (K-NN), random forest (RF), Naive Bayes, Bayes 
Net, and ANN to deal with the classification problem.

Two important themes emerge from the studies dis-
cussed above: (1) Given its robust performance in image 
recognition, the CNN deep learning architecture has 
been used in most of the studies discussed above; and 
(2) taken together, the fault diagnosis results from these 
studies indicate that they may be further enhanced by 
considering two main factors: (a) how well the vibra-
tion images are generated from the vibration signals; 
and (b) how efficiently the generated vibration images 
reveal different patterns of each vibration signal status. 
On the question of image feature extraction techniques 
that can be applied to the generated vibration images, 
several types of features can be extracted from the gener-
ated vibration images such as texture, colour, shape, pixel 
intensity, etc. Hence, the more characteristics we have 
within the generated vibration images the more robust 
features can be extracted, and consequently, the more 
accurate learned classification model can be achieved.

This paper proposes a two-stage method for bearing 
fault diagnosis based on RGB vibration image representa-
tion and CNN (RGBVI-CNN). In the first stage, a tech-
nique for generating image representation from vibration 
signals that can successfully represent the bearing health 
condition is proposed. This technique uses image ana-
lytic techniques to generate efficient vibration image sig-
nals with rich characteristics using three main steps: (1) 
convert the 1-D vibration signals to 2-D gray-level vibra-
tion Images; (2) find the region of interest (ROI) in the 
binary images of the converted 2-D gray-level vibration 
images; and (3) generate RGBVIs based on connected 
components of the ROI of each vibration image that 

demonstrate useful characteristics of the targeted vibra-
tion signals. In the second stage, the RGBVIs with their 
texture and colour features are used as inputs to a CNN 
architecture to further learn useful features, which are 
used to obtain an accurate classification model for bear-
ing faults.

This study aims to contribute to this growing area 
of research by exploring the efficacy of the two-stage 
RGBVI-CNN method in generating vibration images 
with useful characteristics that can distinguish different 
bearing health conditions using vibration signals. The 
contributions of this paper are summarized as follows:

1) A new three-step approach of image analytics tech-
niques is proposed in the first stage of the RGBVI-
CNN, which produces 2-D RGBVIs with advanta-
geous texture and colour features of bearing health 
conditions from the 1-D time-series vibration signals. 
The approach does not require any prior knowledge 
or any programmed parameters.

2) The visualized texture and colour features of the 
RGBVIs that are generated in the first stage of the 
RGBVI-CNN method can visually offer discrimina-
tive patterns of bearing health conditions.

3) A CNN-based deep learning architecture with three 
feature learning blocks is proposed to automati-
cally learn features from the RGBVIs and to achieve 
improved classification accuracy for bearing health 
conditions.

The rest of this paper is structured as follows. Section 2 
is dedicated to a description of the proposed method. 
Section  3 is devoted to a description of the performed 
experiments and datasets of the two case studies of bear-
ing fault classification and the corresponding experimen-
tal results. Finally, Section  4 draws some conclusions 
from this study.

2  The Proposed Method
This section presents the details of the RGBVI-CNN 
method for bearing fault diagnosis. The RGBVI-CNN is 
a two-stage method that generates RGB vibration images 
with useful features that can be used as inputs to a CNN 
architecture for bearing fault diagnosis. The flow chart 
of the proposed two-stage RGBVI-CNN fault diagnosis 
method is shown in Figure 1. In the first stage, a proposed 
three-step based approach of image analytic techniques 
is utilised to generate efficient connected components 
based RGB vibration image signals with rich character-
istics that can efficiently represent bearing health condi-
tion. In the second stage, a CNN architecture is applied 
to accomplish two main tasks: (1) to learn further fea-
tures from the RGB vibration images generated in the 
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first stage; and (2) to classify bearing health condition 
utilizing the learned features. The subsequent subsec-
tions describe these two stages in more detail.

2.1  First Stage: RGBVI Generation
In this stage, RGBVI-CNN generates RGB based vibra-
tion images (RGBVIs) using a three-step approach of 
image analytic techniques as follows.

2.1.1  Conversion of 1‑D Vibration Signal to 2‑D Vibration 
Image

As described in Section 1, various techniques have been 
used to convert the 1-D vibration signals into 2-D gray-
scale image representations, ranging from simple meth-
ods that directly reshape the 1-D vibration signal into a 
2-D image, to transformation based techniques, such as 
FFT, STFT, WT, HHT, SIFT, DOST, FSWT, which trans-
form the 1-D time series vibration signal to frequency 
or time-frequency domain first and then construct the 
2-D image representation. In this step of the first stage 
of the proposed method, we used a technique to directly 
reshape the 1-D time series vibration signal into a 2-D 
grayscale vibration image representation. In this tech-
nique, the raw vibration signal is divided into m equal 
segments and each segment is aligned as the column of 
an m×m 2-D image representation. Briefly, we describe 
this technique as follows. Assume that we have the origi-
nal 1-D vibration signal vector x(t) where x(t) ∈ R1xn . As 

shown in Figure 2, to construct a 2-D grayscale vibration 
image representation of mm matrix dimensions I ∈ Rmxm 
from x(t) ∈ R1xn where n denotes the length of the 1-D 
vibration signal. We need to segment x into m equal seg-
ments where m =

√
n (i.e., n = m2 ) and each segment is 

associated as the column of the image I such that

2.1.2  Find the Region of Interest in the Converted 2‑D 
Vibration Image

It is desirable to find the region of interest (ROI) in the 
converted 2-D grayscale vibration images that can offer 
useful characteristics from which different bearing health 
conditions can be classified. Hence, in this step of the 
first stage of RGBVI-CNN, an effective algorithm for 
finding ROI is used. As shown in Figure 3, the algorithm 
starts with the image resizing step where the size of the 
converted 2-D vibration image is increased so that more 
pixel information will be added. Then, for easy process-
ing, the 2-D vibration images are converted to double 
type. Afterwards, to smooth the converted 2-D vibration 
image and to alleviate noises and enhance its feature, we 
applied an average filter, which is also called the mean 
filter. Here, the pixel value in the image matrix of the 

(1)I =







x(t)1 · · · x(t)((m−1)m)+1
...

. . .
...

x(t)m · · · xmm






.

Figure 1 The proposed method



Page 6 of 21Ahmed and Nandi  Chin. J. Mech. Eng.           (2021) 34:37 

converted 2-D vibration image is replaced by the average 
value of the targeted pixel and neighbors’ pixels values, 
which reduce the intensity variation between one pixel 
and its neighbors’ pixels. Compared to other types of fil-
ters such as median filters, the average filter is simple and 
easy to implement for image smoothing based on a ker-
nel to represent the shape and size of the neighborhood 
to be sampled while the mean is computed. The most 
commonly used kernel with an average filter is a square 

kernel of 3×3, 5×5, 7×7, 9×9, etc. [72, 73]. The average 
filter (AF) with a square kernel of ZZ can be expressed 
mathematically as in Eq. (2):

To remove small pixel values, including both posi-
tive and negative values, the smoothed image is then 
subtracted from the 2-D grayscale vibration image. Fol-
lowing this treatment, we converted the resulted 2-D 
grayscale vibration image to binary in order to find the 
ROI. To achieve this, we employed a global image thresh-
old using Otsu’s technique, which automatically selects 
an optimal threshold from the viewpoint of discriminant 
analysis [74].

2.1.3  Generation of Colour Images from Vibrations
Intending to produce a 2-D vibration image with use-
ful discriminative characteristics in this step we applied 
an algorithm to generate connected components-based 

(2)AF =
ones(Z,Z)

(ZZ)

Figure 2 Conversion of 1-D vibration signal to 2-D vibration image

Figure 3 Find the ROI process
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RGB vibration images (RGBVIs) from the binary images 
generated in the previous step. The connected compo-
nents labeling process plays a vital role in object extrac-
tion in binary image analysis [75]. Therefore, in this step, 
our algorithm includes three main processes: (1) find 
connected components in the binary image using 2-D 
connectivity of 8 where eight pixels are connected if their 
boundaries or corners touch; (2) create label matrix from 
the connected components in the binary image with 
unique values; and (3) convert the created label matrix 
into RGB color image of labeled regions, which offers 
a set of colour and texture features. Figure  4 shows an 
example of connected components based RGB vibration 
image generated from a binary vibration image.

2.2  Second Stage: CNN Based Fault Diagnosis
A CNN, also known as convNet, is a multi-stage neural 
network (NN) that is usually composed of an input layer, 
a convolutional layer, a sub-sampling layer also called a 
pooling layer, fully connected layers, and an output layer. 
The CNNs perform two main tasks: (1) feature learning 
and (2) classification. They learn features from alternat-
ing and stacking convolutional layers, activation layer, 
and pooling process, which apply procedures to learn 
features from the data. The classification task can then 
be achieved using the learned features with the fully con-
nected layer and the output layer that is commonly a 
SoftMax layer. The convolution layers convolve multiple 
local filters with raw input data and generate invariant 
local features and the pooling layers extract the most sig-
nificant features [76, 77]. The convolution computation 
can be described mathematically as follows [68]:

Here, hj specifies the jth output feature map of the pre-
sent convolutional layer, Xi denotes the ith output feature 
of the preceding convolutional layer, * represents the con-
volution operator, Wij maps the convolution kernel relat-
ing to the ith input feature map to the jth output feature 

(3)hj = f

(

∑

i

Xi ∗Wij + bj

)

.

map in the present layer, bj is the bias of the jth feature 
kernel, and f  is the activation function. The most com-
monly used activation function is Rectified linear unit 
(ReLU) that can be described mathematically in Eq. (4):

The pooling layer performs nonlinear downsampling to 
reduce the output dimensionality using one of the pool-
ing techniques, such as maximum pooling, averaging 
pooling, and random pooling. Of these techniques, the 
maximum pooling, which can be described mathemati-
cally in Eq. (5), is commonly utilised

Here, Xj is the jth output of the current pooling layer, αj 
represents a constant applied to control the change of the 
data by the pooling layer, down(Xi) is the down-sampling 
procedure of the ith output of the previous layer, bj is the 
bias of the jth feature kernel of the current pooling layer, 
and f  is the activation function.

With the learned features, a CNN performs the classifi-
cation task using the fully connected layer and the output 
layer that is also called the classifier layer, which is often 
added as top layers of CNNs to perform predictions. The 
most used classifier is SoftMax classifier. Briefly, we can 
describe the SoftMax classifier as follows: Assume we 
have a training set {(x(1), c(1)), . . . , (x(L), c(L)) } of L labeled 
examples and input features x(i) ∈ Rk with multi-labels 
c(i) ∈ {1, . . . , c} . To estimate the probability P(c = c(i)|x) 
for each value of c(i) = 1 to c, such that

Here, θ contains model parameters that are trained to 
minimize the cost function J (θ) defined by

where θ(1),θ(2),…, θ(K ) ∈ Rn are the parameters of the 
SoftMax model.

(4)f (x) =
{

0, if x < 0,
x, if x ≥ 0.

(5)Xj = f (αjdown(Xi
)+ bj).

(6)

hθ (x) =















P(c = 1|x; θ)
P(c = 2|x; θ)

.

.

.
P(c = K |x; θ)















=
1

�K
j=1exp
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θ(j)Tx
�















exp
�

θ(1)Tx
�

exp
�

θ(2)Tx
�

.

.

.

exp
�

θ(K)Tx
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.

(7)

J (θ) = −

[

L
∑

i=1

c(i)loghθ

(

xi
)

+
(

1− c(i)
)

log
(

1− hθ

(

xi
))]

,

Figure 4 An example of connected components based RGB 
vibration image generation
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The CNNs have been demonstrated to be successful in 
many applications such as medical imaging, object rec-
ognition, speech recognition, visual document analysis 
[78–81]. In the second stage of our proposed method, 
we employed CNNs to deal with the classification prob-
lem of bearing health condition based on the RGB vibra-
tion image generated in the first stage described above. 
The CNNs are chosen for their reliability and validity in 
image classification. They are mainly advantageous for 
finding patterns in images for detection and classification 
purposes. The architecture of the proposed CNN model 
is presented in Figure  5. Each feature learning layer in 
Figure  5 consists of four layers: (1) convolutional 2-D 
layer; (2) Batch Normalisation layer; (3) ReLu layer; and 
(4) maximum pooling layer as shown in Figure 6.

Figure 5 Structure of the CNN used in this study

Figure 6 Layers of each feature learning block of the CNN in Figure 5

Figure 7 Test rig used to obtain the first vibration data of bearings
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3  Experimental Study
Two case studies of bearing vibration datasets generated 
using different health conditions in roller bearings are 
used to validate the efficacy of RGBVI-CNN in diagnos-
ing bearing faults.

3.1  The First Case Study
The first bearing vibration dataset is obtained from 
experiments on a test rig that simulates running roller 
bearings’ environment. In these experiments, several 
substitutable faulty roller bearings are implanted in the 
test rig to represent the type of faults that can usually 
happen in roller bearings. The test rig (Figure  7) used 
to get the first vibration dataset of bearings consists of a 
12 V DC electric motor driving the shaft through a flex-
ible coupling. The shaft was supported by two Plummer 
bearing blocks where a series of damaged bearing were 
implanted. Two accelerometers were utilised to measure 
the resultant vibrations in both the horizontal and verti-
cal planes. The outputs from the accelerometers were 
fed back through a charge amplifier to a Loughborough 
Sound Images DSP32 ADC card employing a low-pass 
filter by means of a cut-off of 18 kHz. The sampling rate 
was 48 kHz, giving slight oversampling. Six health con-
ditions of roller bearings have been recorded with two 
normal conditions, i.e., brand new condition (NO) and 
worn but undamaged condition (NW), and four faulty 
condition including, inner race fault (IR), an outer race 
fault (OR), rolling element fault (RE), and cage fault (CA). 
Table 1 shows a description of the matching characteris-
tics of these bearing health conditions.

The data recorded using 16 different speeds in the 
range 25–75 rev/s. In each speed, ten-time series were 
recorded for each condition, i.e., 160 examples per con-
dition. This resulted in a total of 960 examples to work 
with. Figure  8 shows some typical time series plots for 
the six different conditions.

As shown in Figure 8, each fault modulates the vibra-
tion signals by their unique patterns. For example, based 
on the level of damage to the rolling element and the 
loading of the bearing, IR and OR fault conditions have a 

fairly periodic signal, RE fault condition may or may not 
be periodic, and CA fault condition generates a random 
distortion.

3.1.1  Results
To apply the RGBVI-CNN method in this case study, we 
began by generating the RGBVIs using the first stage of 
the RGBVI-CNN described in Section 2.1. First, each raw 
vibration with 5776 data points is divided into 76 non-
overlapping segments of 76 samples and then each seg-
ment is aligned as the column of a 76×76 matrix of a 
2-D grayscale image. Figure 9 depicts some typical exam-
ples of the obtained 2-D grayscale image for the six dif-
ferent health conditions of the first case study. Next, to 
find the ROI that can offer useful discrimination charac-
teristics, we resized the converted 2-D grayscale image 
to 128×128 with the intention of adding more pixel 
information. Then, we employed an average filter with 
a square kernel of size 9×9 to smooth the image. After, 
the smoothed image is subtracted from the converted 
2-D grayscale image to remove the small positive and 
negative values of pixels according to the process used in 
Ref. [82]. Finally, we employed a global image threshold 
based on Otsu’s technique, which automatically chooses 
an optimal threshold from the viewpoint of discriminant 
analysis, to convert the resulting 2-D gray image in the 
previous step to a binary image.

With the obtained binary image, we generated the 
connected components based RGBVI by first finding 
the connected components 2-D connectivity of 8 pixels 
where eight pixels are connected if their edges and cor-
ners touch. Here, touching pixels are considered part of 
the same object if they are both on and are linked along 
the horizontal, vertical, or diagonal direction. To achieve 
this, we employed the ‘bwconncomp’ function [83]. Based 
on the connected components we create a label matrix 
with a unique value for each set of connected compo-
nents. Finally, we convert the created label matrix into an 
RGB color image of labeled regions, which offers a set of 
colour and texture features. Figure 10 shows examples of 
the generated RGBVIs for the six health conditions of the 
first case study. It can be clearly seen that the generated 

Table 1 Characteristics of bearings health conditions in the first bearing dataset

Condition Characteristic

NO The bearing is brand new and in perfect condition

NW The bearing is in service for some time but in good condition

IR Inner race fault. This fault is created by cutting a small groove in the raceway of the inner race

OR Outer race fault. This fault is created by cutting a small groove in the raceway of the outer race

RE Roller element fault. This fault was created by using electrical etcher to mark the surface of the balls, simulating corrosion

CA Cage fault. This fault is created by removing the plastic cage from one of the bearings, cutting away a section of the cage 
so that two of the balls were not held at a regular space and free to move
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Figure 8 Typical time – domain vibration signals for the six different conditions of the first case study

Figure 9 Typical examples of the obtained 2-D grayscale image for the six different health conditions of the first case study
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RGBVIs offers discriminative texture and colour features 
of the six bearing health conditions that can be recog-
nized visually.

To validate the efficiency of RGBVI-CNN in bear-
ing fault diagnosis, we used the CNN with the gener-
ated RGBVIs to classify bearing health conditions of the 
first case study dataset described above using the CNN 
architecture described in Figure  5. Experiments were 
conducted with a training size of 40%, 50%, 60%, and 70% 
and 10 trials for each experiment. The CNN architec-
ture consists of an image input layer of size 128×128×3, 
three blocks of feature learning and each block consists 
of four layers including the convolutional 2-D layer, Batch 
Normalisation layer, ReLu layer, and the maximum pool-
ing layer. Based on preliminary observations, we created 
convolutional layers with 32, 64, and 96 filters in the first, 
second, and third feature learning blocks respectively. 
Each filter with a square kernel of 11, i.e., the height and 
width of each filter, were set to 11, and we set the step 
size, i.e., the stride, to 2 in the horizontal and vertical 
directions. To speed up the training process of CNNs we 
used a batch normalization layer between the convolu-
tional layers and the activation layer, i.e., the ReLU layer. 
Besides, in each feature learning block, we employed a 
max-pooling layer of size 2 and stride 2. In the classifi-
cation stage, we used a fully connected layer with output 
size 6 (number of classes in the first case study vibration 
dataset), a SoftMax layer, and a classification layer that 
computes the cross-entropy loss. For the training pro-
cedure of our proposed CNN model, we employed the 
Adam optimization method [84], which is an efficient 
computational method with little memory requirements, 

with a minimum batch size of 15, an initial learning rate 
of 0.001, and a maximum number of epochs was set to 
20.

Table  2 shows overall testing classification accuracy, 
precision, recall, F-score results, and their corresponding 
standard deviations of bearing faults using the first case 
study vibration dataset. As can be seen from Table 2, the 
testing results of the four performance measures from the 
RGBVI-CNN based classification models obtained using 
training sets of size 40%, 50%, 60%, and 70% are all above 
99%. With a training set of 70%, our method achieved a 
100% average testing classification accuracy, precision, 
recall, and F-score. Table 3 shows the sample confusion 
matrix of the classification results with 30% and 60% test-
ing data. As can be seen from Table 3 that the recogni-
tion of all health conditions of bearings is 100% with 30% 
testing data, i.e., the RGBVI-CNN method misclassified 
none of the testing examples of all health conditions. But, 
with 60% the RGBVI-CNN method misclassified 0.2% 
of NO condition as NW, 0.2% of NW condition as NO 

Figure 10 Typical examples of the RGBVI for the six health conditions of the first case study

Table 2 Overall classification accuracy, precision, recall, F-score 
results from the first bearing dataset using the RGBVI-CNN 
method with 40% to 70% training size

Training 
size (%)

Overall 
classification 
accuracy

Overall precision Overall recall F-score

40 99.3% ± 0.7 99.2% ± 0.8 99.3% ± 0.6 99.3% ± 0.7

50 99.8% ± 0.1 99.8% ± 0.1 99.8% ± 0.1 99.8% ± 0.1

60 99.9% ± 0.1 99.9% ± 0.1 99.9% ± 0.1 99.9% ± 0.1

70 100% ± 0.0 100% ± 0.0 100% ± 0.0 100% ± 0.0
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condition, 0.3% of IR condition as OR condition, 0.2% of 
OR condition as IR condition, and 0.2% CA condition as 
NO condition. Overall, these results verify the effective-
ness of the RGBVI-CNN method for diagnosing faults in 
bearings.

3.1.2  Comparison of Results
To validate the effectiveness of the RGBVI-CNN method, 
we conducted two experiments to examine the classi-
fication performances in two scenarios. The results are 
presented in Table  4. The first left column refers to the 
training sets size used to train the classification mod-
els in each scenario. The second column describes the 
classification results and their corresponding standard 
deviations obtained using the converted 2-D grayscale 
vibration images as the inputs to the CNN. The third col-
umn presents the classification results and their corre-
sponding standard deviations obtained using the RGBVI 
images as inputs to the CNN architecture. As Table  4 
shows, the classification results from our proposed 
method, i.e., RGBVI-CNN, are better than those achieved 
by using the converted 2-D grayscale vibration image-
based CNN for all training sets with 40%, 50%, 60%, and 
70% of the vibration dataset. Also, it shows that all the 
classification results from RGBVI-CNN are above 99% 
for all training sets and it achieved 100% accuracy with 
70% training set size. While the highest classification 

accuracy achieved using the converted 2-D grayscale 
vibration images is 92.6% with 70% training set size. 
Together these results indicate that the RGBVI generated 
using our proposed method offer greater discrimina-
tive characteristics compared to the 2-D grayscale image 
vibration.

These results may be explained by the fact that resolv-
ing a classification problem is enormously helped by 
appropriate feature representations of the input data. If 
the features of the input data are carefully devised, and 
the parameters of the classifiers are carefully tuned, it may 
be possible to achieve high accuracy in classification per-
formance. In this study, unlike the 2-D grayscale images 
in Figure 9, the visualized texture and colour features of 
the RGBVI images in Figure 10 are generated. In the first 
stage of the proposed method, the colour features of the 
RGBVI images can visually offer discriminative patterns 
of bearing health conditions that may sufficiently advance 
the feature learning process in the second stage of our 
proposed method. In addition, the 2-D grayscale input 
image is usually represented as a single matrix, while the 
RGBVI input image is a 3-D matrix of texture and colour-
space features that describe red, green, and blue colour 
components for each pixel, which offers richer features 
to the CNN in the second stage of the proposed method. 
Therefore, the RGBVI images as inputs to the CNN in the 
second stage of the proposed method are richer and are 
expected to achieve better classification results than hav-
ing the 2-D grayscale images as inputs.

To further evaluate the effectiveness of the RGBVI-
CNN method, shows comparisons of classification accu-
racies of the RGBVI-CNN with some recently published 
results using the same vibration dataset of the first case 
study. The first left column refers to the reference number 
in the paper. The second left column presents the method 
used to obtain the classification results in each reference. 
The third column describes the testing data size used to 
validate the classification models in each work while the 

Table 3 Sample confusion matrix of classification results with testing data set of 30% and 60%

Table 4 Comparison with the results obtained using 2-D 
grayscale-based CNN

Training 
size (%)

2-D grayscale vibration images-
based CNN classification accuracy

Our proposed RGBVI-
CNN classification 
accuracy

40 86.8% ± 13.1 99.3% ± 0.7

50 88.1% ± 11.6 99.8% ± 0.1

60 91.7% ± 8.2 99.9% ± 0.1

70 92.6% ± 7.4 100% ± 0.0
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fourth column shows the classification results obtained 
using each method of the compared works. In Ref. [85], 
classification accuracies from a technique uses entropic 
features extracted directly from the raw data, and the 
other two techniques use entopic features extracted 
from reconstructed signals of compressed measure-
ments. SVM is employed to classify bearing health condi-
tions based on the extracted features. In Ref. [86], with 
0.1 sampling rate, compressively sampled measurements 
(CS), CS followed by principal component analysis (PCA) 
feature extraction, and CS followed by linear discrimi-
nant analysis (LDA) feature extraction. Linear logistic 
regression (LRC) classifier is used to obtain the classifica-
tion accuracies results. In Ref. [87], a hybrid model com-
prising of the Fuzzy Min-Max (FMM) neural network 
and Random Forest (RF) with Sample Entropy (SampEn) 
and Power Spectrum (PS) features is employed to classify 
bearing health conditions. In Ref. [88], a technique based 
on features extracted using SampEn from the envelope 
data of the vibration dataset of the first case study is used 
to classify bearing health condition using SVM and MLP 
classifiers. In Ref. [89], a Genetic Programming (GP) 
based approach is studied to extract features from raw 
vibration data and SVM and ANN are used to classify 
bearing conditions. As Table  5 shows, the classification 
results from our proposed method are better than those 
reported in Refs. [85, 86, 88, 89] using different testing 
data sizes. Utilising the same vibration dataset of the 
first case study with 40% testing data size, our proposed 
method achieved 99.9% classification accuracy, which is 

better than the results achieved using CS, CS-PCA, CS-
LDA methods in Ref. [86] with 98.6%, 98.5%, and 89.8% 
respectively. Also, our results are as good as, if not better 
than results reported in Ref. [87].

3.2  The Second Case Study
The second bearing vibration data is offered by the Case 
Western Reserve University (CWRU) Bearing Data 
Center [90]. This data is freely available and widely used 
in roller bearings fault diagnosis research. Figure 11 dis-
plays the test rig used to obtain this vibration data. It is 
comprised of a 2-horsepower electric motor driving a 
shaft that encompasses a torque transducer and encoder. 
A dynamometer and electronic control system are 

Table 5 Comparison with the classification results from the literature on the bearing dataset

Reference No. Method Testing data size Classification 
accuracy (%)

[85] Raw Vibration data with entropic features. 10-fold cross-validation 98.9 ± 1.2

Compressed measurements of 0.5 sampling rate followed by 
signals recovery.

92.4 ± 0.5

Compressed sampled 0.25 sampling rate followed by signals 
recovery.

84.6 ± 3.4

[86] CS 98.6 ± 0.3

CS-PCA 40% 98.5 ± 0.4

CS-LDA 89.8 ± 3.5

[87] FMM-RF (SampEn + PS) 5-fold cross-validation 99.81 ± 0.41

[88] SVM 10-fold cross-validation 93.5 ± 0.50

MLP 93.7 ± 0.21

[89] GP generated feature sets (un-normalised) 50%

ANN 96.5

SVM 97.1

This paper RGBVI-CNN (Our proposed method) 50% 99.8% ± 0.1

40% 99.9% ± 0.1

30% 100% ± 0.0

Figure 11 Test rig used to collect the first vibration data of bearings 
(CWRU Bearing Data Center)
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utilised to apply torque to the shaft. A series of faults with 
width ranging from 0.18‒0.71 mm (0.007‒0.028  inch) 
were planted on the drive end bearing (in this case SKF 
deep groove ball bearings 6205-2RS JEM were employed) 
of the electric motor utilising electro-discharger machin-
ing. The planted faults include rolling elements, inner 
race, an outer race faults, and each faulty bearing was run 
for motor loads 0–3 horsepower at a constant speed in 
the range of 1720–1797 rev/m. The sampling rates used 
were 12 kHz for some of the sampled data and 48 kHz 
for the rest of the sampled data. The bearing vibration 
signals were acquired under normal NO, IR, OR, and RE 
conditions for four different speeds. At each speed, 100 
time-series were taken for each condition per load.

For IR, OR, and RE conditions, vibration signals for 
four different fault widths (0.18 mm, 0.36 mm, 0.53 mm, 
and 0.71 mm) were separately recorded. In this study, 
from these acquired vibration signals, three datasets were 
prepared to be used in the assessment of the RGBVI-
CNN. The datasets are chosen from the data files of the 
vibration signals sampled at 48 kHz with fault width 
(0.18, 0.36, and 0.53), fixed load including 1, 2, and 3 
horsepower, and the number of examples chosen are 200 
examples per condition. This gave three different datasets 
A, B, and C with 2000 total number of examples and 2400 
data points for each signal. The characteristics of these 
three datasets are recorded in Table 6.

3.2.1  Results
We applied the same data processing steps of RGBVI-
CNN as in the first case study to each dataset, i.e., A, B, 
and C datasets described above, to obtain the RGBVI 
(first stage of RGBVI-CNN), which can be used as input 
to the CNN (second stage of RGBVI-CNN). Figure  12 
shows examples of typical time-domain vibration signals 
for the ten health conditions of dataset A of the second 

case study vibration datasets and their corresponding 
generated RGBVI.

Experiments were conducted with a training size 
of 30%, 40%, 50%, 60%, 70%, and 80% with 10 tri-
als for each experiment. Figure  13 shows examples 
of the training progress of the RGBVI-CNN for (a) 
50% training data, and (b) 70% training data of data-
set A. Figures 14, 15, 16 present the overall classifica-
tion accuracy, precision, recall, F-score results from 
datasets A, B, and C of the second case study, respec-
tively, using the RGBVI-CNN method with 30% to 80% 
training size. As follows in Figures 14, 15, 16, RGBVI-
CNN shows high performance in the testing results 
of the four measures used in this study. In particular, 
the results for 80% training data achieved 100% aver-
age testing classification accuracy, precision, recall, 
and F-score for datasets A and B as can be seen in 
Figures  14 and 15, respectively. Results for dataset C, 
i.e., the dataset with a load of 3 horsepower, achieved 
99.9% average testing classification accuracy, preci-
sion, recall, and F-score.   

Results from the RGBVI-CNN with 30% training 
data for datasets A, B, and C are less than 98% for aver-
age testing classification accuracy, precision, recall, and 
F-score. Generally, RGBVI-CNN achieved results above 
99% for all the performance measures used in this study 
using classification models trained with training data of 
size 50% or more of all datasets of the second case study, 
i.e., datasets A, B, and C.

Taken, together, these results indicate that the RGBVI-
CNN method can classify the bearing conditions under 
different working loads with high accuracy.

3.2.2  Comparison of Results
To further evaluate the effectiveness of the RGBVI-CNN 
method, Table  7 presents the comparisons with some 
recently published results with the same bearings vibra-
tion datasets A, B, and C. The first left column refers to 
the reference number in the paper. The second left col-
umn presents the method used to obtain the classifica-
tion results in each reference. The third column describes 
the testing data size used to validate the classification 
models in each work while the fourth column shows the 
classification results obtained using each method of the 
compared works. In Ref. [34], classification results of 
deep neural network (DNN) and backpropagation neu-
ral network (BPNN) were reported. Also, classification 
results from the same datasets using a generic multi-layer 
perceptron (MLP) are reported in Ref. [91]. Moreover, 
classification results using a technique combining com-
pressive sampling and DNN (CS-DNN) are reported in 
Ref. [36]. Furthermore, STFT was employed to convert 

Table 6 Description of the bearing health conditions for A, B, 
and C datasets

Fault type Fault width (mm) Classification 
label

NO 0 1

IR1 0.18 2

IR2 0.36 3

IR3 0.53 4

RE1 0.18 5

RE2 0.36 6

RE3 0.53 7

OR1 0.18 8

OR2 0.36 9

OR3 0.53 10
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1-D vibration vectors of datasets A, B, and C to 2-D time-
frequency graphs (TFGs) then a CNN based on a cap-
sule network with an inception block (ICN) was trained 
on one load of A, B, and C datasets and tested on the 
other two loads. Also, ICN is compared to the other two 
CNN based network, namely, AlexNet and ResNet using 
the TFGs and the results are reported in Ref. [67] where 
A → B means the methods were trained on dataset A 
and tested on dataset B.

As Table 7 shows, using the same vibration datasets of 
the second case study, the classification results obtained 
using the RGBVI-CNN are better than the results 
reported in Refs. [67, 91] as well as the results of BPNN 
reported in Ref. [35]. Moreover, using 30%, 40%, and 
50% testing data sizes, the results from the RGBVI-CNN 
remain very competitive if not better than the results 
reported in [36] and [34] with 50% data size.

Figure 12 Typical examples of time – domain vibration signals for the ten health conditions of dataset A of the second case study vibration 
datasets and their corresponding generated RGBVI
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Figure 13 Examples of the training progress of the RGBVI-CNN for a 50% training data, and b 70% training data
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4  Conclusions
The paper developed and evaluated a two-stage 
method RGBVI-CNN for bearing fault diagnosis. In 
the RGBVI-CNN, the first stage was employed to gen-
erate RGBVIs based on connected components of the 
ROI of bearing vibration images that demonstrate use-
ful features of bearing vibration signals. These RGB-
VIs were input to the proposed CNN architecture in 
the second stage of RGBVI-CNN to train, validate, and 
classify bearing health conditions. RGBVI-CNN was 
evaluated experimentally in two case studies of bear-
ing vibration datasets. The results of this investigation 
showed that RGBVI-CNN can generate advantageous 

health condition features from bearing vibration sig-
nals and classify the health conditions under different 
working loads with high accuracy. The classification 
models trained using RGBVI-CNN showed high per-
formance in the testing results of the overall classifi-
cation accuracy, precision, recall, and F-score. Besides, 
a comparison with recently published results indicates 
that RGBVI-CNN offers better results. Taken together, 
these findings suggest a significant role for RGBVI-
CNN in developing intelligent methods for bearing 
fault diagnosis, to help improve safety, reliability, and 
performance.
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Figure 14 Overall classification accuracy, precision, recall, F-score results from dataset A of the second case study using the RGBVI-CNN method 
with 30% to 80% training size
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Figure 15 Overall classification accuracy, precision, recall, F-score results from dataset B of the second case study using the RGBVI-CNN method 
with 30% to 80% training size
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In the practice of machine condition monitoring, one 
would like to use the model developed for a fault classi-
fication task of rolling bearings in one machine to work 
in another machine. Such transfer learning is beyond the 

scope of this study. However, we believe that the gener-
ated connected components-based colour representa-
tions of vibrations using our proposed method can be 
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Figure 16 Overall classification accuracy, precision, recall, F-score results from dataset C of the second case study using the RGBVI-CNN method 
with 30% to 80% training size

Table 7 A comparison with the classification results from the literature on bearing datasets A, B, and C datasets

Reference No. Method Dataset Testing data size (%) Classification accuracy (%)

[34] DNN A 50 99.95 ± 0.06

B 99.61 ± 0.21

C 99.74 ± 0.16

BPNN A 50 65.2 ± 18.09

B 61.95 ± 22.09

C 69.82 ± 17.67

[36] CS-DNN with CS sampling 
rate of 0.1

A 50 99.3 ± 0.6

B 99.7 ± 0.5

C 100 ± 0.0

[91] MLP A 50 95.7

B 99.6

C 99.4

[67] AlexNet A → B; A → C; B → A; – 94.3

ResNet B → C; C → A; C → B 94.6

ICN 97.2

This paper RGBVI-CNN *the proposed 
method

A 50 99.6 ± 0.4

B 99.2 ± 0.7

C 99.3± 0.7

A 40 99.9 ± 0.1

B 99.8 ± 0.1

C 99.6± 0.3

A 30 100 ± 0.0

B 99.9 ± 0.1

C 99.9± 0.1



Page 19 of 21Ahmed and Nandi  Chin. J. Mech. Eng.           (2021) 34:37  

used for transfer learning and we will consider this in our 
future research.
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