
Abstract—Due to various weather perturbation effects, 
the stochastic nature of real-life solar irradiance has been 
a major issue for solar photovoltaic (PV) system planning 
and performance evaluation. This paper aims to discover 
clearness index (CI) patterns and to construct centroids for 
the daily CI profiles. This will be useful in being able to 
provide a standardized methodology for PV system design 
and analysis. Four years of solar irradiance data collected 
from Johannesburg (26.21S, 28.05E), South Africa are used 
for the case study. The variation in CI could be significant 
in different seasons. In this paper, cluster analysis with 
Gaussian Mixture Models, K-Means with Euclidean 
distance, K-Means with Manhattan distance, Fuzzy C-
Means with Euclidean distance and Fuzzy C-Means with 
Dynamic Time Warping (FCM DTW) are performed for the 
four seasons. A case study based on sizing a stand-alone 
solar PV and storage system with anaerobic digestion 
biogas power plants is used to examine the usefulness of 
the clustering results. It concludes that FCM DTW and 
GMM can determine the correct PV farm rated capacity with 
an acceptable energy storage capacity, with 36 and 46 
rather than 1457 solar irradiance profiles respectively. 

Index Terms—Clearness Index, Photovoltaic system, 
Dynamic time warping, Fuzzy C-Means 

I. INTRODUCTION

OLAR Photovoltaic distributed generation (PV-DG) 
systems are being integrated worldwide into distribution 

systems at a rapid rate [1]. Due to the intermittent nature of PV 
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sources which are generally densely connected in low-voltage 
distribution network. Voltage and power fluctuations on the 
grid must be considered. To study the fluctuations, statistical 
evaluation and localized spectral analysis of the fluctuation 
power index should be further investigated [2]. As a result of 
the analytical monitoring costs, there are limited number of 
studies on PV systems operation in remote areas. To reduce the 
costs, clustering results are needed for analyzing the 
performance and sizing of PV systems.  

Given the statistical distribution of the solar irradiance, a 
large quantity of data can be characterized with only very few 
parameters [3-9]. An example for the practical application of 
solar irradiance statistical modelling is provided in [3], for a 
case study in Tahifet, Algeria. It is learnt that the installed PV 
system produces excess energy in October and energy storage 
is required in June and December. 

Solar irradiance is characterized by short fluctuations 
mainly introduced by passing clouds. The analysis of these 
fluctuations with regard to solar energy applications should 
focus on the instantaneous clearness index (CI) [2, 6, 10, 11]. 
CI can effectively characterize the attenuating impact of the 
atmosphere on solar insolation by specifying the proportion of 
extraterrestrial solar irradiance that reaches the surface of the 
earth. Performance analysis of the PV systems studied with 
classification scheme of CI profiles provides useful insights 
[10, 12]. The ability of generalization of this technique allows 
the proposed method to be applied to other system 
configurations for evaluation purposes, such as sizing energy 
storage system [13]. In particular, it is shown that cloud-
induced fluctuations in CI can be treated by statistical analysis.
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This paper provides the grouping of daily CI profiles and to 
construct centroids with cluster analysis. Section II provides 
the literature review on statistical analysis of PV and renewable 
energy sources. Section III presents the clear-sky solar model 
and real-life solar data collected for CI calculation purposes. 
The research problem and preliminary understanding will also 
be provided. Section IV gives the clustering algorithms and 
distance metrics used for clustering of daily CI profiles. 
Section V will present the clustering results for the four 
seasons with the five clustering techniques. To evaluate the 
usefulness of the clustering results for PV system planning, a 
case study based on sizing a stand-alone solar PV and storage 
system with anaerobic digestion biogas power plants is given 
in Section VI. Section VII provides the conclusion and future 
work of the research. 

II. LITERATURE REVIEW

Fractal analysis of daily solar irradiance measured with a 
time step of 10 minutes at Golden and Boulder located in 
Colorado is provided in [14], with the aim to perform 
classification of daily solar irradiance. These results lead to 
three classes, namely clear-sky, partially covered sky and 
overcast sky. The daily distributions of CI were classified by 
estimating a finite mixture of Dirichlet distribution in [5]. The 
results display four distinct classes of distributions 
corresponding to different types of days. However, in the two 
studies, the CI in different seasons or months has not been 
studied or given. 

The use of models with CIs for any solar system 
applications, such as solar hydrogen production is appropriate 
and simple. This is due to the CI only needs the global solar 
irradiance data [15]. The knowledge of the statistical behavior 
of short-term variability of solar irradiance will provide a more 
accurate evaluation of the uncertainty in the long-term annual 
energy production of solar power plants [16]. CI can be used 
to train the Markov transitions matrix, in order to approximate 
the daily irradiance value with Markov model [17]. Irradiance 
sequences can be generated via this method. Reference [18] 
uses CI to separate forecasting complexity into the prediction 
of solar geometry and the prediction of cloudiness and aerosol. 
The quadratic and cubic equations which are based on global 
solar irradiance data have the highest accuracy in predicting 
the diffuse fraction as a function of CI [19-21]. 

Wavelet analysis is applied to the daily CI profiles in [22], 
and which is decomposed into components to evaluate the 
endurance and magnitude of various fluctuations of the solar 
irradiance. The classification of typical meteorological days 
from global irradiance data is given in [23]. The classification 
was performed with aggregation Ward's method. It is learnt 
that the recorded days are clustered in 3, 4 or 5 groups for 
monthly time step and 3 groups are classified for annual time-
step. The authors relied on discriminant analyses to evaluate 
the number of clusters and this was achieved by visual 
inspection. 

PV generations are commonly presented by Beta 
distribution [9]. This assumption has been widely used for the 
system planning purposes. However, in reality, the underlying 
distribution may vary widely due to the hemisphere and 
climate of the location [24]. Reference [8] determined the 

parameters of the appropriate distribution that provide the best 
fit for CI. The global solar irradiance is thereafter predicted 
from CI using inverse transformation of the cumulative 
distribution function. The proposed method is effective in 
predicting the monthly average global solar irradiance. 

Pattern recognition and cluster analysis have been applied to 
other renewable sources. A statistical approach was proposed 
for improvement of short-term wind electric power forecast 
based on pattern recognition technique [25]. The predictions 
on wind speed and direction to identify patterns of the wind 
behavior at the location considered to obtain a stochastic 
distribution of the daily wind speed were studied in [26]. A 
statistical hybrid wind power forecast technique was proposed 
in [27], where weather events are clustered with respect to the 
most important weather forecast parameters. 

III. CLEARNESS INDEX DEVELOPMENT

A. Data Acquisition of Real-life Solar Irradiance
The CI is developed with the solar irradiance data collected

from the Skye Instruments SKS 1110 Pyranometer sensor [28, 
29]. The cosine-corrected head, a sensor consists of a 
semiconductor diode, and a light filter system for the 
wavelength range 350nm-1100nm were used to construct the 
pyranometer. Cosine-corrected head is required to avoid 
measurement errors when the sensor is not directly below the 
sun. The pyranometer can be used for energy balance studies, 
as the head is perfectly sealed and can be placed indefinitely in 
outdoor conditions. World Radiometric Reference [30] is used 
for the calibration of sensor under open sky conditions.  

The pyranometer sensor was placed on a perfectly flat 
surface in order for the top light collecting surface to be exactly 
horizontal. Four years of solar irradiance data, from 2009 to 
2012 were obtained in Johannesburg for this research. 
Johannesburg has a latitude of 26.21°S, longitude of 28.05°E 
and with an altitude of 1753m. The data sampling rate is at 1 
sample/30min. 

B. Clear-Sky Solar Irradiance Model
Under perfect atmospheric condition, the earth will absorb

the solar irradiance which is equal to the solar constant minus 
the amount absorbed by the atmosphere of the earth. The solar 
constant is at a value of 1367 Wm-2. The global solar irradiance 
on a horizontal surface has two main components, namely the 
direct beam component and the diffuse sky irradiance. 

The other factor in the attenuation of the atmosphere is a 
function of the concentrations of the various elements in the 
atmosphere [31]. Their impacts can be assessed by comparing 
the actual observed optical depth with the theoretical optical 
depth of a perfectly clean dry scattering Rayleigh atmosphere. 
The ratio of the two optical depths is known as the Air mass 2 
Linke turbidity factor, 𝑇"# . The clear-sky beam irradiance 
normal to the beam 𝐼%&'()  at the surface is calculated as 
mentioned in references [32, 33]. 

𝐼%&'() = 𝐼&𝜀 exp −0.8662𝑇"#𝑚𝛿7 𝑚 sin𝛾< 																						(1) 
𝜀 = 1 + 0.0334 cos 𝑗′ − 2.80& 																																												(2) 

𝑗′ =
𝐽 ∗ 360
365.25

																																																																																	(3)



𝑚 = (𝑝/𝑝&)/ sin𝛾< + 0.50572(𝛾< + 6.07995)NO.PQPR 						(4) 

𝐼&  is the solar constant,	ε is the correction factor to mean 
solar distance, m is the optical air mass corrected for station 
height, 𝛾<	is the solar altitude angle in degrees and 𝛿7  is the 
Rayleigh optical depth, 𝐽 is the Julian day and 𝑗′ is the Julian 
day angle. 𝑝/𝑝&  is the pressure correction for station height 
and is calculated with Equation (5) given below: 

𝑝
𝑝&
= exp −

𝑧
𝐻X

																																																																									 5

𝑧 is the site elevation above sea level in meter and 𝐻X is a 
constant at 8400 meters. 𝛿7 is calculated as follows [34]. 

1
𝛿7(𝑚)

= 6.6296 + 1.7513𝑚 − 0.1202𝑚Y + 0.0065𝑚Q

− 0.00013𝑚R											if	𝑚	 < 	20																(6) 
1

𝛿7(𝑚)
= 10.4 + 0.718𝑚																								if	𝑚	 >= 	20												(7) 

The solar altitude angle is calculated as a function of time of 
day with Equation (8) [32]. 

𝛾< = sinNO sin𝜙sin𝛿 + cos𝜙cos𝛿cos𝜔 																																(8) 
𝜔 = 15 𝑡 − 12 																																																																												 9

𝜙  , 𝛿  and 𝜔  are the latitude of location, solar declination 
angle and solar hour angle respectively. All are in degrees. 𝑡 is 
the instantaneous time of the day in hour with values between 
0 and 23. 

C. Real-life Solar Irradiance Data Analysis
To examine the nature of the real-life irradiance data, the

clear-sky model is used to provide comparisons. 𝑇"#	has been 
set to 5 to model the diffuse irradiance. A comparison of solar 
insolation data from different sources are summarized in Fig. 
1. Further comparisons are made with the NASA data obtained
in [35]. The maximum amount of insolation received is in
December and the minimum amount is in June. The insolation
is generally higher in Summer (Dec, Jan, Feb) season as
compared to other seasons such as Spring (Sept, Oct, Nov),
Autumn (March, Apr, May) and Winter (June, Jul, Aug).

NASA provides the solar insolation for clear-sky condition. 
The solar model and NASA data will have a higher monthly 
averaged insolation incident as compared to the real-life data. 
It can be seen that the three sources give a similar trend and 
this gives a good indication that the data is statistically 
accurate. 

Fig. 1. Comparison of solar insolation data. 

D. Clearness Index
CI at instantaneous time t is expressed as a ratio between 0

and 1, where 1 signifies there is no loss in irradiance, i.e. all 
the insolation is of direct beam irradiance, and 0 means there 
is no irradiance due to complete cloud cover. It is worth 
mentioning that CI can be undefined when no irradiance is 
available, such as before sunrise and after sunset. These 
conditions are not considered in this work as they are not 
applicable for the study. CI is calculated with Equation (10) 
below. 

CI 𝑡 =
𝐼bc7de&%f(7 𝑡
𝐼%&'() 𝑡
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Ighijklmnoi is the real-life solar irradiance and Imlpoq is the 
clear-sky solar irradiance from the solar model. To calculate 
the solar model irradiance for CI, the TLK is set to 1 to remove 
the effect due to the clear-sky solar irradiance atmospheric 
absorption and scattering. These phenomena can be reflected 
in the CI, as it takes into account of the total irradiance 
reduction from the clear-sky irradiance.  Fig. 2 presents the 
clear-sky and real-life solar irradiance for a typical day in 
January. 

CI for four different seasons between 2009-2012 is shown 
in Fig. 3. Each color represents a CI profile for a day. 20 
profiles were plotted for each season due to the space 
limitation. It can be seen that in winter there are significantly 
more clear days, i.e. higher CI. In contrast, CIs in summer are 
mostly below 0.3. CI also displays the nature of uncertainty 
and the daily fluctuation.  
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Fig. 2. Solar irradiance for clear-sky model and real-life (pyranometer) 
data.

Fig. 3. Clearness index for the four seasons. 

IV. CLUSTERING METHODS

A. Distribution-Based Clustering
In distribution-based clustering, clusters can be defined as

objects belonging most likely to the same distribution. A 
Gaussian Mixture Model (GMM) is a weighted sum of 𝑚 
components, i.e. the number of clusters. The Gaussian mixture 
densities for vectors 𝑥 is given in Equation (11) [36] below: 

𝑔t;v,x 𝑥; 𝑤, 𝜃 = 𝑤{𝑔t;x| 𝑥; 𝜃{

%

{}O

																																						(11) 

𝑤  is the mixture weight with the constraints 𝑤{ > 0	and 
𝑤{%

{}O = 1 . 𝑔t;v|,x| 𝑥; 𝑤{, 𝜃{  is known as the component 
Gaussian densities. The parameter 𝜃	contains the component 
weights 𝑤{ , mean vectors, 𝜇{	and the covariance matrices 𝛴{. 
This is expressed with Equation (12) [36] below: 

𝜃 = {𝑤O, 𝑤Y, … , 𝑤%, 𝜇O, 𝜇Y, … , 𝜇%, 𝛴O, 𝛴Y, … , 𝛴%}														(12) 

For ℎe to be the number of elements in the vector 𝑥e, the log 
likelihood function is given in Equation (13) [36] below: 

𝐿 𝜃 = ln 𝑤{𝑔t;x| 𝑥e; 𝜃{

%

{}O

��

e}O

																																										(13) 

The Expectation-maximization (EM) algorithm aims to 
calculate the maximum likelihood estimation of the marginal 
likelihood in an iterative process. The process consists of two 
stages, the expectation step and maximization step. 

1. Expectation step: Calculate the expected value of the log
likelihood function under the current estimate of the 
parameters 𝜃(f)	at 𝑡 iteration [36, 37]. 

𝐵 𝜃; 𝜃 f = 𝐸�,x(�) 𝐿 𝜃 																																																							(14) 

2. Maximization step: Find the parameter that maximizes the
following quantity [36, 37]:

𝜃 f�O = argmax
x

𝐵 𝜃; 𝜃 f 																																																				(15) 

B. Partition-Based Clustering
1) K-Means

K-Means clustering aims to classify the objects into the
clusters with the nearest mean. It is an iterative algorithm and 
begins with choosing K initial cluster centers. The distances of 
all observations to each centroid are computed. The object is 
assigned to the cluster with the closest centroid. The new 
centroid locations are determined by calculating the average of 
the objects in each cluster. Given data with 𝑛 vectors of equal 
lengths, 𝑋 = 𝑥O, 𝑥Y, … , 𝑥e , K-Means determines cluster 
centers for 𝑘  clusters of vectors with equal lengths 𝑉 =
{𝑣O, 𝑣Y, … , 𝑣�}, by minimizing the objective function as given 
in Equation (16) [38] below: 

min
�

DY 𝑥�, 𝑣{

e

�}O

�

{}O
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where D is the distance function, such as Euclidean distance 
(ED), Manhattan distance (MD) and Dynamic Time Warping 
(DTW) etc. 
2) Fuzzy C-Means

The Fuzzy C-Means (FCM) algorithm is an extended 
version of the K-Means algorithm by including the fuzzy-
partition matrix. Each object can belong to more than one 
cluster.  The iterative process is similar to K-Means. The 
objective function is given in Equation (17) [38] below: 

min
�

(𝑤{�)%DY(𝑥�, 𝑣{)
e

�}O

�

{}O

																																																				(17) 

The fuzzifier m determines the level of cluster fuzziness, 
where 1 ≤ 𝑚 ≤ ∞. A large 𝑚 results in smaller membership 
values. The centroid for FCM is calculated with Equation (18) 
[38]. 

𝑣{ =
(𝑤{�)%𝑥�e

�}O

(𝑤{�)%e
�}O

, 𝑖 = 1, … , 𝑘.																																													(18) 
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The fuzzy-partition matrix is given in Equation (19) [38]. 

𝑤{� =
1

D(𝑥�, 𝑣{)
D(𝑥�, 𝑣�)

Y
%NO

�
�}O

																																																				(19) 

3) Distance Metrics
One of the crucial element in partition-based cluster analysis

is the function used to measure the similarity between time 
series. The distance metric can have a profound effect to the 
clustering of times series and to their respective clusters. 

a) Euclidean distance and Manhattan distance
ED and MD are the most frequently used distance measures 

for data mining. Although both have been deployed in many 
time series application fields, the metric has many pitfalls for 
time series analysis. They can only be used for time series of 
equal length and are prone to noise and outliers, which are 
common in real-life temporal sequences especially when noise 
and uncertainty exist in the data source [39]. Another major 
issue with ED is that the metric is based on the comparison 
between data points at the same time interval. Time series 
regularly suffer transformations in the time axis although the 
series are in a similar shape, i.e. due to the perturbation to the 
solar irradiance and in the context of CI, there will be time 
discrepancies for sunrise and sunset in the clear-sky solar 
model and real-life solar irradiance data. Let 𝑥{ and 𝑣� each be 
a d-dimensional vector, the ED and MD between the two 
vectors are presented in Equations (20) [38] and (21) [40] 
respectively. 

ED = (𝑥{� − 𝑣��)Y
p

�}O

																																																											(20) 

MD = 𝑥{� − 𝑣��

p

�}O

																																																																	(21) 

b) Dynamic Time Warping
Dynamic Time Warping (DTW) has many features that may 

overcome the drawbacks of ED and MD. In essence, the 
objective of DTW is to find the optimal alignment between the 
two series by searching for the minimal path in a distance 
matrix that defines a mapping between them, whist satisfying 
the moving restrictions during the searching process, i.e. only 
vertical, horizontal and diagonal moves are allowed. This 
results in stretching and compressing of time series. The 
mapping for every pair of points in the series can be determined 
by distance metrics such as ED and Manhattan etc. In this paper, 
the distance metric used for FCM DTW is ED. The outputs of 
DTW are the cost matrix that denotes the cost values, i.e. the 
DTW distance between the two coordinates and the warping 
path. The main weakness of DTW is the computational 
complexity. The algorithm for calculating the DTW for two 
time series is given in [41]. 

The main challenge in applying DTW distance to partition-
based clustering techniques is to calculate the average of a set 

of time series. To overcome this issue, DTW barycenter 
averaging (DBA) is used for DTW averaging. Unlike the 
traditional centroid calculation method where the mean is 
directly determined, the aim of DBA is to minimize the sum of 
squared DTW distances between the centroid sequence and the 
set of sequences to be clustered. This is essentially achieved by 
performing two iterative procedures. The first stage is to 
perform DTW to the sequence to be clustered and the centroid 
to be refined. The associations between them are kept and will 
be stored in the vector or known as the association table. The 
second stage is to update each coordinate of the centroid with 
the barycenter of coordinates associated with it from the 
association table, by calculating the mean. The standard 
deviation of the centroid can also be calculated with the 
association table. The algorithm for DBA can be found in [42]. 

As previously explained, the cluster centers cannot be 
calculated with the traditional method in Equation (18) when 
considering DTW as the distance function in Equation (17). 
The cluster centers are calculated with DBA instead. To 
initialize the cluster centers in each cluster, the time series are 
assigned to the cluster having the maximum membership 
degree. The cluster centers will be refined in the iterative FCM 
optimization process. The partition matrix is calculated with 
Equation (19), where D stands for the DTW distance. 

C. Comparison of Computational Complexities
Let N, I and d be the number of profiles, number of iterations

and dimension of profiles respectively. The K-Means 
computational complexity (CC) for ED or MD is approximated 
as O(NKdI) [43]. For FCM with ED, the CC is approximated 
as O(NK2dI). The FCM suffers a higher computation costs 
compared to K-Means, this is due to the need for updating the 
fuzzy-partition matrix in each iteration [44]. 

For GMM clustering, the CC is mainly associated with the 
EM algorithm. This is approximated as O(INK(1+d2)+K) [37], 
which is higher than the partition-based clustering methods for 
high dimensional data [45, 46]. The covariance and mean 
matrix grow in the size of Kd2 and Kd respectively. 

For FCM DTW, the differences in CC per iteration with 
respect to the standard FCM algorithm are the distance and 
centroid calculations. The CC of DTW is quadratic, d2, unlike 
the linear computation costs for ED and MD [42]. Therefore, 
the total complexity for distance calculation is O(Nd2). The 
centroids are calculated with the DBA method and has a 
computation cost of O(INd2) [42]. The resulting FCM DTW 
computation cost is therefore O{Nd2I(K2Nd2)}, which 
simplifies to O(IN2K2d4). FCM DTW has the highest CC 
compared to other clustering methods and future research 
should look for more efficient methods in using DTW for FCM 
clustering. 

V. CLUSTER ANALYSIS AND DISCUSSIONS

A. Clustering of Daily Clearness Index Profiles
Cluster analysis aims to determine the smallest number of

cluster for the daily CI profiles, while minimizing the intra-
cluster distance. To achieve this, it is required to minimize the 
total distance between each clustered profile with respect to 
their centroids. Five clustering methods described previously 
are studied and compared. These are FCM with Euclidean 



distance (FCM ED), FCM with Dynamic Time Warping (FCM 
DTW), K-Means with Euclidean distance (K-Means ED), K-
Means with Manhattan distance (K-Means MD), and GMM. 
The cluster number to be evaluated is from 2 to 15. The total 
intra-cluster distance is calculated with Equation (22) and is 
used as an indicator of merit. 

D�lnjq = DY(𝑥�, 𝑣{)
e

�}O

�

{}Y

																																																						(22) 

Due to the clustering algorithms contain random variables, 
50 repeated tests were made and the minimum results are kept. 
The total intra-cluster distance with respect to different number 
of clusters for the four seasons is provided in Fig. 4. Compared 
with different clustering methods, there is a huge difference in 
total intra-cluster distance for Winter and Summer case. This 
can be explained by the level of uncertainty associated with the 
season. There is significantly more fluctuation in the Summer 
season, hence, the total intra-cluster distance will be increased. 
It is learnt that FCM DTW has significantly smaller total intra-
cluster distance for all cases. FCM ED performs marginally 
better than K-Means ED in most cases, given the fact that it 
provides better performance in analyzing uncertainty, i.e. 
clusters with various sizes and shapes due to the fuzzifier used 
for calculation, where the profiles may belong to more than one 
cluster. It is worth mentioning that the intra-cluster distance for 
K-Means MD should not be compared with other intra-cluster
distances, as ED and MD are different metrics.

Fig. 4. Total Intra-cluster distance for different number of clusters. 

ED is used to compute the intra-clusters distance for GMM. 
It can be seen that the total intra-cluster distance for GMM is 
marginally higher than K-Means methods. K-Means aims to 
minimize the intra-cluster distance with ED, while GMM aims 
at maximizing the maximum-likelihood via EM algorithm, 
which does not consider minimizing the distance. 

B. Fuzzy Decision Making
One of the major challenges in using cluster analysis is to

determine the optimal number of clusters. Traditionally, this is 
achieved by using the criteria such as Silhouette index, Dunn’s 

index and Calinski-Harabasz index. In essence, these indices 
aim to determine some form of relationship between the within 
cluster cohesion and the cluster separation in order to evaluate 
the clusters validity. The details of these indices and the 
distance suitability are provided in [40]. It is learnt that the 
criteria are deemed ineffective for dataset with significant 
amount of noise or uncertainty [40]. Also, the optimal number 
of clusters is problem dependent and the mentioned criteria 
rarely provide the same results. A technique in determining the 
optimal number of clusters is provided in this research, by first 
evaluating the number of clusters that provides the best trade-
off for minimizing the total intra-cluster distance. 
Consequently, if the resultant centroids have similar 
characteristics, i.e. mean and standard deviation, the similar 
clusters will be grouped together with the new centroid 
calculated. Given no prior knowledge for the selection of 
candidate partitions in Pareto set, an un-weighted fuzzy logic 
decision making strategy [47] is employed to yield the best 
trade-off solution.  

In this paper, it is assumed that the preferences of 
minimizing the number of clusters and total intra-cluster 
distance are unbiased. Fuzzy logic decision making is 
formulated as follows. 𝑚  is equal to 15 and stands for the 
number of non-dominated solutions and 	n is the number of 
objective functions. In this case, 𝑛  is equal to 2 due to the 
objective is to minimize the number of centroids and the total 
intra-cluster distance. The fuzzy membership is defined below: 

𝜇{(𝑗) =
𝑓{ − 𝑓{m¡k

𝑓{mj¢ − 𝑓{m¡k
, 𝑖 = 1,2																																																	(23) 

𝑓{ stands for the solutions in the ith objective function. The 
normalized membership for each solution is expressed as 
below: 

𝜇 𝑗 =
𝜇{ 𝑗e

{}O

𝜇{ 𝑗e
{}O

%
�}Y

																																																													(24) 

The most satisfactory solution in this case is selected with 
the minimum fuzzy membership value [47]. The normalized 
fuzzy memberships for the four seasons, calculated with the 
intra-cluster distances given in Fig. 4 are presented in Fig. 5. 
The clustering methods show a similar trend for the normalized 
fuzzy membership with respect to cluster number. This 
explains that the optimal number of clusters are similar for the 
different clustering techniques. 
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Fig. 5. Fuzzy decision making for both case studies. 

Fig. 6 shows the centroids for the Winter case with different 
clustering techniques. The centroids for FCM ED and K-
Means ED in Winter case show a similar shape. Recall the 
results in Fig. 4, the total distance for the two approaches are 
very similar. The number of representation for clear days are 
different. It is one centroid for GMM, two centroids for FCM 
ED and K-Means ED, and three centroids for K-Means MD 
and FCM DTW. A method is required to minimize the number 
of centroids with similar shapes and magnitude to reduce 
redundancy. 

According to Fig. 7, the centroids in the Summer case show 
that the clustering performance of FCM ED, K-Means ED, K-
Means MD and GMM are similar. It is worth noting that the 
clustering problem for Summer case is significantly more 
challenging than the Winter case. This is due to the fact that CI 
in Summer has more fluctuation. 

Fig. 6. Centroids for different clustering techniques in Winter case. 

Fig. 7. Centroids for different clustering techniques in Summer case.

C. Reduction of clusters with centroid evaluation
The K-Means related clustering techniques consider solely

the intra-cluster compactness, i.e. the distances between the 
objects and the centroids [48]. The inter-cluster separation, i.e. 
the distances between the centroids are not well considered 
during the clustering process. Redundant or similar clusters 
and centroids can be eliminated by evaluating the centroid’s 
standard deviation and mean. In the first step, a mean similarity 
matrix and standard deviation similarity matrix, both with size 
K by K are constructed to determine if the clusters are similar. 
If the element in the matrix falls below a predefined threshold, 
in this case 0.1 for both variables, then the element will be set 
to 1. This signifies that the two clusters have similar 
characteristic. The corresponding elements in the two matrices 
with binary numbers will be multiplied together to give the 
similarity matrix, M. Once the similar clusters are grouped 
together, the new centroid is calculated by calculating the 
average of the centroids by considering the weights with the 
number of profiles in the original cluster. The procedure is 
presented in Table I. 
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TABLE I 
ALGORITHM FOR REDUCTION OF REDUNDANT CENTROIDS 

Input: 
1 2{ , ,..., }kC c c c= : the set of all centroids

             card: the cardinality of each cluster 
Output: C¢ : the reduced set of centroids 
1. Calculate the similarity matrix M
2. {1,2,..., }s k=
3. Find the all-zero rows of M

s¢ ¬ the indices of all-zero rows

{ | }iC c i s¢ ¢= Î
4. s s s¢= -
5. while s is non-empty

1 ,{ | 1  1}i s is s i or M¢ = = =

        _
i i

i s

i
i s

c card
C new

card
¢Î

¢Î

×
=
å
å

        s s s¢= -  
end 

C ' = C ' ∪C _new



Fig. 8 shows that the centroids for FCM DTW Winter case 
can be reduced from the original 5 centroids as shown in Fig. 
6 to 3 centroids. It also presents the daily CI profiles with their 
respective centroids for FCM DTW in Winter case. The 
percentage day covered for clear days in Cluster 3 is 78%, 
which is the highest compared to other seasons. The black, blue 
and red lines in Fig. 8 and Fig. 9 give the centroids, the 
centroids with plus one and minus one standard deviation 
respectively, calculated with the association table in DBA. 

Fig. 8. CI Profiles in respective centroids for FCM DTW Winter case. 

Fig. 9 presents the daily CI profiles with respect to their 
centroids for FCM DTW Summer case. The clear days are 
presented in Cluster 5, which takes into 19.10% of the days of 
the season. Cluster 3 shows that the perturbation takes place 
during the late afternoon. Cluster 6 presents the CI profile 
where the CI is generally low for the whole day. The clustering 
results display an interesting pattern and could be understood 
and quantified. The optimal number of clusters for the four 
seasons with the five clustering techniques is provided in Table 
II. 

Fig. 9. CI Profiles in respective centroids for FCM DTW Summer case. 

VI. CASE STUDY: SIZING OF STAND-ALONE PV AND
STORAGE SYSTEM WITH ANAEROBIC DIGESTION

BIOGAS POWER PLANTS 
In contrast with using the actual real-life daily solar 

irradiance profiles for system sizing in [49], this paper uses the 
daily solar irradiance profiles constructed from the cluster 
centroids with CIs. The daily clear-sky solar irradiance profile 
for Autumn, Spring, Winter and Summer are calculated with 
the equinoxes (20th March and 23rd Sept.), the Winter solstice 
(21st June) and the Summer solstice (21st Dec.) respectively. 
The equation for the calculation of constructed solar irradiance 
is given in Equation (25) below: 

𝐼£&e<f7¤£f(𝑡) = CI(𝑡) ∗ 	 𝐼%&'()(𝑡)	 	(25) 

The constructed solar irradiance profiles for FCM DTW 
Winter and Summer cases are presented in Fig. 10 and Fig. 11 
respectively. To consider the dispersion of the clustered data, 
the plus one and minus one standard deviations of the centroids 
are included for sizing purposes. 

Fig. 10. Constructed irradiance from centroids in FCM DTW Winter 
case. 
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TABLE II 
OPTIMAL NUMBER OF CLUSTERS 

Spring Summer Autumn Winter 
FCM ED 5 6 6 4 

FCM DTW 4 6 5 3 
GMM 6 6 6 5 

K-Means ED 5 6 6 4 
K-Means MD 5 6 5 4 



Fig. 11. Constructed irradiance from centroids in FCM DTW Summer 
case. 

A. Sizing of Solar Panels
The required PV solar panel areas to meet the energy deficit

of the solar PV hybrid energy system are determined with 
Particle Swarm Optimization with Interior Point Method [49]. 
Fig. 12 presents the panel area results with the irradiance 
profiles developed from five different clustering techniques. 

The population of results in a form of boxplot for PV panel 
sizing for the four seasons are represented in Fig. 12 and the 
PV farm power capacities are given in Fig. 13. The calculation 
of PV capacity from panel area can be referred to [49]. In Fig. 
13, it can be realized that FCM DTW and GMM need a 
required PV capacity of 5 MW, whereas FCM ED and K-
Means ED need a 4 MW PV capacity, and finally K-Means 
MD needs a PV capacity of 3 MW. The energy balance of 
generation and demand are highly related to the shape and 
arbitrariness of the solar irradiance profile. These are better 
captured by GMM and FCM DTW clustering methods, which 
are reflected in the PV panel sizing results in Fig. 12 and the 
centroids in Fig. 6 and Fig. 7. 

Fig. 12. Optimization results for PV panel sizing.

Fig. 13. PV farm rated capacity with different clustering techniques. 

B. Sizing of Storage
Turning to sizing of storage, the aim is to determine the

maximum energy deficit of the system with the centroid 
profiles. For a 5 MW solar farm, the maximum energy deficit 
with GMM results is 4.14 MWh and occurs in Summer. The 
maximum energy deficit with FCM DTW results is 3.49 MWh 
and also occurs in Summer, at Cluster 6 in Fig. 11 with the 
minus one standard deviation. To understand the implications 
of the energy deficit results, Fig. 14 shows the energy deficit 
computed with four years of real-life solar irradiance data.  

Fig. 14. Histogram for system energy deficit for four years of daily case 
study. 

The real-life solar irradiance profile study shows that the 
energy deficit can reach 5 MWh. It is also worth mentioning 
that the total number of clusters for FCM DTW is less than 
GMM. The total number of sizing cases, i.e. the total count is 
1457. The number of additional cases where 4.14 MWh meets 
the energy demand in contrast to 3.49 MWh is 16. At 3.49 
MWh, 1436 cases of energy deficit are covered. The difference 
in energy storage capacity between FCM DTW and GMM is 
(4.14-3.49)/3.49 = 18.62%. By increasing the storage capacity 
from 3.49 MWh to 4.14 MWh, the additional cases of energy 
deficit covered is 16/1436 = 1.11%. This concludes that the 
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system can meet an additional 1.11% cases of energy deficit 
with an additional of 0.65 MWh storage capacity. This may not 
be an economical solution and the issue with energy deficit can 
be overcome by optimal scheduling or demand side 
management, which will be a future work. 

VII. CONCLUSION AND FUTURE WORK

This paper presents feature extraction for daily clearness 
index profiles with five different cluster analysis techniques. 
An optimal sizing case study for a PV system with energy 
storage and anaerobic digestion biogas power plants is used to 
compare the clustering results for PV system planning. As 
different to the 1457 daily irradiance profiles used in [49] for 
the system sizing, the data set can be represented with 36 and 
46 profiles, with Fuzzy C-Means (FCM) dynamic time 
warping (DTW) and Gaussian mixture model clustering 
respectively. It is worth mentioning that the optimal number of 
clusters is problem dependent and may vary depending on the 
application. 

For future work, it is possible to include an extra temporal 
constraint in DTW, by limiting the number of vertical or 
horizontal steps that the path can take consecutively. This 
adjustment avoids the matching of points that are very far from 
each other in time and, in addition, it reduces the computation 
cost. The fuzzifier parameter for FCM can be further explored. 
The centroids can be used for other planning and operation 
purposes for PV systems, such as optimal placement of phasor 
measure unit and evaluation of scheduling algorithms. 
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