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Abstract 
High-pressure die casting (HPDC) is widely used in the manufacture of automobiles and aeroplanes; 

however, the mechanical properties of die-castings are notoriously inconsistent. This inconsistency 

leads to high scrap rates and increased safety factors for component design. Although the 

mechanical properties of die-castings have been linked to various microstructural heterogeneities, 

the underlying cause of variability remains somewhat enigmatic 

First, a Baseline HPDC process is established that is representative of commercial foundry practice. 

Porosity and non-metallic inclusions are identified as the main sources of variability in tensile 

ductility, for specimens produced under these conditions. It is proposed that these non-metallic 

inclusions form during the pyrolysis of commercial plunger lubricants, and that these large pores 

derive from dilatational strains introduced during semi-solid deformation.  

The ensuing series of experiments explore ways of reducing defect size using conventional HPDC 

equipment. Changing the kinematics of the plunger can greatly reduce the scatter in tensile ductility, 

which is attributed to the reduced size of pores observed under these conditions. The breakup of 

defect-forming suspensions during the transportation of liquid metals is then considered. Increasing 

the dissipation rate of turbulent kinetic energy leads to a refinement of non-metallic inclusions and 

primary 𝛼-Al crystals nucleated in the shot chamber. This refinement enhances the tensile ductility 

of the castings. Grain refinement is attributed to the fragmentation of incipient grains following 

turbulent oscillations of the surrounding liquid. 

Finally, a novel technique—based on X-ray tomography and digital image processing—is presented to 

predict the areal fraction of porosity involved during tensile failure. By coupling this technique with 

an existing analytical model, the tensile fracture strain and tensile fracture stress are predicted to 

within 10.9 % and 8.1 % error, respectively. This fares well against its predecessor for which maximum 

errors of 242 % and 33.5 % were reported, respectively.  
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1.1 Background and Challenges 

Glaciers are melting, sea levels are rising, and extreme weather events are increasingly more 

frequent. Climate change is real. Climate change—specifically global warming—is primarily driven by 

the anthropogenic emission of greenhouse gases, with CO2 being the main contributor. Road 

transportation accounts for roughly 21 % of CO2 emissions in the European Union and is the main 

cause of air pollution in cities [1]. On 17 April 2019, the European Parliament and Council announced 

reduction targets of -15 % and -37.5 % for the CO2 emissions of newly-registered passenger cars for 

the years 2025 and 2030, respectively [2]. Automobile manufacturers have responded to the 

emission reduction challenge by expanding their portfolio of electrically-chargeable vehicles. 

However, the market penetration of these vehicles is relatively low (Fig. 1.1). The sales of 

alternatively-powered vehicles will need to increase if the European Union hopes to achieve its 2025 

and 2030 CO2 emission targets.  

 

Fig. 1.1    Market share of fuel types for new passenger cars sold in the European Union for the year 

2018 [2]. 

The main barriers to consumers are affordability and the availability of charging infrastructure [2]. 

Consumers worry that an electric vehicle will run out of power before reaching its destination, or a 

suitable charging point. One way to alleviate this anxiety is to increase the range of the vehicle—the 

distance travelled on a single charge. Lightweighting is a cost-effective route to reducing CO2 

emissions and improving vehicle range. Substituting steel for lightweight materials, such as 

aluminium alloys and magnesium alloys, can lead to weight savings of up to 50 % in the vehicle’s 

body and chassis [3]. Aluminium alloys also enable closed-loop recycling, which presents both 

ecological and economic benefits in itself.  

High-pressure die casting (HPDC) is the most common method for producing light alloy structures 

intended for use in automobiles. This is in part due to its high dimensional tolerance and suitability 

for robotic automation. In HPDC, a hydraulically actuated plunger injects molten metal into a sealed 
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mould cavity, where it solidifies under an applied pressure of 30~100 MPa [4]. The process thus 

elicits an array of rich and complex phenomena including solidification, fluid turbulence, and semi-

solid deformation. Combined, these phenomena make HPDC somewhat probabilistic in nature: the 

mechanical properties of die-castings are notoriously inconsistent [5–7]. This inconsistency leads to 

high scrap rates and increased safety factors for component design. Although the mechanical 

properties of die-castings have been linked to various microstructural heterogeneities—porosity 

[5,6], oxides [7,8], defect bands [9,10], sludge particles [11,12], cold flakes [12,13], and externally 

solidified crystals [14–16] to name a few— the underlying cause of variability remains somewhat 

enigmatic.  

Porosity is one of the most common defects in conventionally die-cast structures. According to the 

mainstream literature [17,18], porosity is attributed to two main sources: solidification shrinkage, 

and the expansion of gaseous phases; however, recent studies involving synchrotron X-ray imaging 

[19–21] have shown that porosity also depends on the response of the semi-solid alloy to shear 

deformation. Pores adversely affect the fracture properties of die-cast structures by reducing the 

load-bearing area and localising strain [22]. Researchers have strived to establish a quantitative 

relationship between the casting integrity and the materials performance in tensile [22–24] and 

fatigue [25,26]; however, more experimental evidence is required to test the validity of these 

models. Validated models will enable materials engineers to produce more informed safety factors 

for component design, leading to a reduction in component cost and/or weight.  

Over the past two decades, several so-called ‘high-integrity’ HPDC processes have emerged that aim 

to reduce the amount of porosity in die-castings [18]. Of these processes, the most commercially 

viable is vacuum-assisted HPDC. This variant of HPDC uses a vacuum system to evacuate air from the 

mould cavity prior to liquid metal injection. Although studies [6,27,28] suggest that these processes 

can be effective, the comparisons made to conventional HPDC are often biased. For example, when 

comparing vacuum-assisted HPDC and conventional HPDC, researchers tend to use the same 

processing parameters—processing parameters that are often tailored to the requirements of the 

vacuum system. Furthermore, these processes rely on the use of expensive external equipment that 

require regular maintenance. A major goal of the HPDC industry is to develop innovative 

technologies that enable the casting of high-integrity components using conventional HPDC 

equipment. To achieve this, the scientific community must first identify useful physical phenomena 

and means of further exploiting their potency. 

1.2 Thesis Outline 

This doctoral thesis aims to address the following challenges faced by the die casting industry: 
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• The dominant source of variability in mechanical properties is presently unknown. 

• So-called ‘high-integrity’ processes rely on the use of expensive external equipment. 

• A quantitative relationship needs to be established between the size of defects and the 

mechanical properties. 

Following the introduction is a series of preliminaries (Chapters 2–5). Chapter 2 reviews current 

knowledge on topics relevant to the completion, and interpretation, of this thesis. Particular 

attention is paid to solidification and defect formation in HPDC, and the fundamentals of X-ray 

tomography (a technique which is used extensively in this work). Chapters 3 and 4 present the 

experimental and statistical techniques used throughout this thesis, respectively. A set of processing 

parameters and operating conditions are established in Chapter 5 that are representative of 

commercial foundry practice. The mechanical properties of specimens produced under these 

conditions will serve as a baseline for subsequent benchmarking. 

After these preliminaries, the research findings are presented in Chapters 6-8. These chapters—

which expand on papers published by the authors (see pages 1 and 2)—are presented in an order 

that is intended to emphasise the coherent nature of this work. Chapter 6 presents an investigation 

into the underlying cause of variability in mechanical properties, identifying critical casting defects 

and elucidating their genesis. Ways of reducing defect size using conventional HPDC equipment are 

then considered; this is achieved through a combination of process optimization (Chapter 6) and die 

design (Chapter 7). Finally, a quantitative relationship is established between the size of these 

defects and the materials performance in monotonic tension (Chapter 8). Chapter 9 concludes the 

thesis by reviewing its contributions to the field, and suggesting direction for future work.  

1.3 References  

[1] European Union, Road transport: Reducing CO2 Emissions from Vehicles. 

https://ec.europa.eu/clima/policies/transport/vehicles_en (accessed September 4, 2020). 

[2] European Automobile Manufacturers Association (ACEA), Making the Transition to Zero-

Emission Mobility, 2019. 

https://www.acea.be/uploads/publications/ACEA_progress_report_2019.pdf.  

[3] United States Department of Energy, Lightweight Materials for Cars and Trucks. 

https://www.energy.gov/eere/vehicles/lightweight-materials-cars-and-trucks (accessed 

August 28, 2020). 



14 
 

[4] X.P. Niu, K.K. Tong, B.H. Hu, I. Pinwill, Cavity Pressure Sensor Study of the Gate Freezing 

Behaviour in Aluminium High Pressure Die Casting, Int. J. Cast Met. Res. 11 (1998) 105–112. 

https://doi.org/10.1080/13640461.1998.11819264. 

[5] H. Yang, S. Ji, D. Watson, Z. Fan, Repeatability of Tensile Properties in High Pressure Die-

Castings of An Al-Mg-Si-Mn Alloy, Met. Mater. Int. 21 (2015) 936–943. 

https://doi.org/10.1007/s12540-015-5108-0. 

[6] X. Dong, X. Zhu, S. Ji, Effect of Super Vacuum Assisted High Pressure Die Casting on the 

Repeatability of Mechanical Properties of Al-Si-Mg-Mn Die-Cast Alloys, J. Mater. Process. 

Technol. 266 (2019) 105–113. https://doi.org/10.1016/j.jmatprotec.2018.10.030. 

[7] Y. Zhang, J.B. Patel, J. Lazaro-Nebreda, Z. Fan, Improved Defect Control and Mechanical 

Property Variation in High-Pressure Die Casting of A380 Alloy by High Shear Melt 

Conditioning, JOM. 70 (2018) 2726–2730. https://doi.org/10.1007/s11837-018-3005-y. 

[8] D.R. Gunasegaram, M. Givord, R.G. O’Donnell, B.R. Finnin, Improvements Engineered in UTS 

And Elongation of Aluminum Alloy High Pressure Die Castings Through the Alteration of 

Runner Geometry and Plunger Velocity, Mater. Sci. Eng.: A 559 (2013) 276–286. 

https://doi.org/10.1016/j.msea.2012.08.098. 

[9] C.M. Gourlay, H.I. Laukli, A.K. Dahle, Defect Band Characteristics in Mg-Al and Al-Si High-

Pressure Die Castings, Metall. Mat. Trans. A 38 (2007) 1833–1844. 

https://doi.org/10.1007/s11661-007-9243-1. 

[10] X. Li, S.M. Xiong, Z. Guo, Failure Behavior of High Pressure Die Casting AZ91D Magnesium 

Alloy, Mater. Sci. Eng.: A 672 (2016) 216–225. https://doi.org/10.1016/j.msea.2016.07.009. 

[11] S. Ferraro, G. Timelli, Influence of Sludge Particles on the Tensile Properties of Die-Cast 

Secondary Aluminum Alloys, Metall. Mater. Trans. B 46 (2015) 1022–1034. 

https://doi.org/10.1007/s11663-014-0260-3. 

[12] G. Timelli, A. Fabrizi, The Effects of Microstructure Heterogeneities and Casting Defects on 

the Mechanical Properties of High-Pressure Die-Cast AlSi9Cu3(Fe) Alloys, Metall. Mater. 

Trans. A 45 (2014) 5486–5498. https://doi.org/10.1007/s11661-014-2515-7. 

[13] M. Okayasu, S. Wu, T. Hirayama, Y.-S. Lee, Method for Reducing Aluminum Alloy Heat Loss in 

High Pressure Die Casting Shot Sleeves, Int. J. Cast Met. Res. 31 (2018) 308–316. 

https://doi.org/10.1080/13640461.2018.1470370. 



15 
 

[14] X. Li, W. Yu, J. Wang, S. Xiong, Influence of Melt Flow in the Gating System on Microstructure 

and Mechanical Properties of High Pressure Die Casting AZ91D Magnesium Alloy, Mater. Sci. 

Eng.: A 736 (2018) 219–227. https://doi.org/10.1016/j.msea.2018.08.090. 

[15] X. Li, S.M. Xiong, Z. Guo, On the Porosity Induced by Externally Solidified Crystals in High-

Pressure Die-Cast of AM60B Alloy and its Effect on Crack Initiation and Propagation, Mater. 

Sci. Eng.: A 633 (2015) 35–41. https://doi.org/10.1016/j.msea.2015.02.078. 

[16] Y. Zhou, Z. Guo, S.-M. Xiong, Effect of Runner Design on the Externally Solidified Crystals in 

Vacuum Die-Cast Mg-3.0Nd-0.3Zn-0.6Zr Alloy, J. Mater. Process. Technol. 267 (2019) 366–

375. https://doi.org/10.1016/j.jmatprotec.2018.12.032. 

[17] J. Campbell, Castings - 2nd Edition, Butterworth-Heinemann, 2002. 

[18] E.J. Vinarcik, High Integrity Die Casting Processes, Wiley, New York, 2003. 

[19] S. Bhagavath, B. Cai, R. Atwood, M. Li, B. Ghaffari, P.D. Lee, S. Karagadde, Combined 

Deformation and Solidification-Driven Porosity Formation in Aluminum Alloys, Metall. Mat. 

Trans A. 50 (2019) 4891–4899. https://doi.org/10.1007/s11661-019-05378-8. 

[20] K.M. Kareh, P.D. Lee, R.C. Atwood, T. Connolley, C.M. Gourlay, Revealing the 

Micromechanisms Behind Semi-Solid Metal Deformation with Time-Resolved X-Ray 

Tomography, Nat. Commun. 5 (2014) 4464. https://doi.org/10.1038/ncomms5464. 

[21] K.M. Kareh, P.D. Lee, R.C. Atwood, T. Connolley, C.M. Gourlay, Pore Behaviour During Semi-

Solid Alloy Compression: Insights into Defect Creation Under Pressure, Scripta Mater. 89 

(2014) 73–76. https://doi.org/10.1016/j.scriptamat.2014.06.033. 

[22] C.H. Cáceres, B.I. Selling, Casting defects and the Tensile Properties of an AlSiMg Alloy, 

Mater. Sci. Eng.: A 220 (1996) 109–116. https://doi.org/10.1016/S0921-5093(96)10433-0. 

[23] J.P. Weiler, J.T. Wood, R.J. Klassen, E. Maire, R. Berkmortel, G. Wang, Relationship Between 

Internal Porosity and Fracture Strength of Die-Cast Magnesium AM60B Alloy, Mater. Sci. 

Eng.: A 395 (2005) 315–322. https://doi.org/10.1016/j.msea.2004.12.042. 

[24] J.P. Weiler, J.T. Wood, Modeling Fracture Properties in a Die-Cast AM60B Magnesium Alloy 

I—Analytical Failure Model, Mater. Sci. Eng.: A 527 (2009) 25–31. 

https://doi.org/10.1016/j.msea.2009.08.060. 



16 
 

[25] E. Battaglia, F. Bonollo, P. Ferro, Experimental Damage Criterion for Static and Fatigue Life 

Assessment of Commercial Aluminum Alloy Die Castings, Metall. Mater. Trans. A 48 (2017) 

2574–2583. https://doi.org/10.1007/s11661-017-4038-5. 

[26] M. Tiryakioğlu, Relationship between Defect Size and Fatigue Life Distributions in Al-7 Pct Si-

Mg Alloy Castings, Metall. Mater. Trans. A 40 (2009) 1623–1630. 

https://doi.org/10.1007/s11661-009-9847-8. 

[27] X. Li, S.M. Xiong, Z. Guo, Improved Mechanical Properties in Vacuum-Assist High-Pressure 

Die Casting Of AZ91D Alloy, J. Mater. Process. Technol. 231 (2016) 1–7. 

https://doi.org/10.1016/j.jmatprotec.2015.12.005. 

[28] X.P. Niu, B.H. Hu, I. Pinwill, H. Li, Vacuum Assisted High Pressure Die Casting of Aluminium 

alloys, J. Mater. Process. Technol. 105 (2000) 119–127. https://doi.org/10.1016/S0924-

0136(00)00545-8. 

  



17 
 

Chapter 2: Literature Review



18 
 

2.1 Conventional High-Pressure Die Casting 

We can divide conventional HPDC processes into two distinct categories depending on the design of 

the metal injection system. Fig. 2.1(a) shows the cold chamber HPDC process, in which the metal 

injection system is isolated from the holding furnace. Liquid metal is metered into the shot sleeve, 

either manually using a transfer ladle, or automatically using a dosing system. Fig. 2.1(b) shows the 

hot chamber HPDC process, in which the metal injection system is immersed in a reservoir of molten 

metal. This approach aims to increase productivity by reducing the distance travelled by the liquid 

metal during dosing. However, the high melting point of aluminium alloys can lead to severe 

degradation of the metal injection system when used in this way. When working with aluminium 

alloys, die-casters prefer to adopt a cold chamber configuration.  

Fig. 2.2 shows a typical cycle of the cold chamber HPDC process, in which: (i) liquid metal is poured 

into the shot sleeve of the HPDC machine; (ii) a hydraulically actuated plunger slowly pushes the 

molten metal into the runner system; (iii) the plunger moves at high speed to inject the molten 

metal into the die cavity; (iv) the casting solidifies under an applied pressure of 30~100 MPa [1]; (v) 

the die opens and the part is ejected; (vi) the die is sprayed with a coolant, and blown with air; (vii) 

the die closes, and the cycle repeats. Parts (ii), (iii), and (iv) are often referred to as the ‘slow-shot 

stage’, the ‘fast-shot stage’, and the ‘intensification stage’, respectively. Cycle times will vary 

depending on the size of the casting. For example, the cycle time for a V6 engine block—which 

weighs roughly 50 kg—is approximately 90 s [2].  

Despite its benefits, the conventional HPDC process has one major limitation: the mechanical 

properties of die-castings are notoriously inconsistent. This inconsistency leads to large scrap rates 

and increased safety factors for component design. Though the mechanical properties of die-

castings have been linked to various casting defects—such as porosity [3–6] and oxide films [7,8]—

the underlying cause of variability is presently unknown. 
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Fig. 2.1    Graphical illustrations of the (a) cold chamber, and (b) hot chamber metal injection 

systems [9]. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.2    A typical cold chamber HPDC cycle, in which: (a) molten metal is poured into the shot 

sleeve; (b-c) the plunger slowly pushes molten metal into the runner system; (d) the melt is injected 

at high speed into a sealed mould cavity, and then solidifies under an applied pressure; (e) the die 

opens, and; (f) the part is ejected from the mould [9]. 
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2.2 Vacuum-Assisted High-Pressure Die Casting 

Porosity is one of the most common defects in die-cast structures. This observation has led to the 

development of several ‘high-integrity’ HPDC processes that aim to reduce the amount of porosity in 

the casting while retaining the desirable characteristics of HPDC. In this section we will discuss the 

most commercially viable of these high-integrity processes: vacuum-assisted HPDC. This process 

relies on the use of an external vacuum system to evacuate the mould cavity prior to liquid metal 

injection. Other high-integrity processes, such as semi-solid casting and squeeze casting, are 

discussed at lengh in reference [9].  

In vacuum-assisted HPDC, mould filling and evacuation operate in parallel. A typical casting cycle 

consists of the following: (i) initiation of the slow-shot stage; (ii) opening of the vacuum valve; (iii) 

evacuation of the shot sleeve and die cavity; (iv) closing of the vacuum valve; (v) the fast-shot stage; 

(vi) the intensification stage; (vii) ejection of the cast component; (viii) die spraying and blowing, 

and; (ix) die closing. The cycle then repeats.  

To achieve optimal extraction, the vacuum shut-off valve should be located at the final region of the 

cavity to contact the liquid metal, as illustrated in Fig. 2.3. Koya et al. [10] demonstrate that fluid 

flow is partially atomized at the time of injection, provided a sufficiently high J-factor. The J-factor is 

determined by the Van Rens equation and indicates the initial flow regime during die filling: 

𝐽 = 𝐷 ∙ 𝜌 ∙ 𝑉𝑔
1.71  

(2.1) 

where 𝑉𝑔 is the gate velocity; 𝐷 = 𝑎𝑏/(𝑎 + 𝑏) is the orifice radius, for a gate of width 𝑎 and 

thickness 𝑏; and 𝜌 is the density of the alloy. Atomization is attributed to two phenomena [10,11]: 

the collision of newly accelerated high-speed material and previously injected low speed material, 

which causes the front of the liquid jet to open like an umbrella; and surface fluctuations of the 

liquid jet, which cause droplets of molten metal to separate from the liquid column. A consequence 

of atomization is that the last-to-fill region is usually located near to the ingate, as shown in Fig. 2.3. 

Numerical modelling may be employed to locate the optimum location for the vacuum shut-off valve 

that achieves a minimum vacuum pressure prior to liquid metal injection.  
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Fig. 2.3    Graphical illustration of atomized flow, highlighting improper (left) and proper (right) 

vacuum valve placement [9].   

Successful evacuation of the cavity is highly dependent on the kinematics of the plunger during the 

slow-shot stage. In the slow-shot stage, the plunger slowly accelerates to form a wave of liquid metal 

that just reaches the ceiling of the shot chamber; the plunger then moves at a constant speed until 

the entire chamber is filled with molten metal. An ideal wave is such that air is pushed ahead of the 

liquid front allowing for its subsequent evacuation from the die cavity. Examples of proper and 

improper wave forms are shown in Fig. 2.4. 

A decrease in vacuum pressure is accompanied by a decrease in pore size and an improvement in 

casting consistency [12]. Despite this, vacuum levels below 50 mbar are seldom reported in the 

literature, with the exceptions of Dong et al. who achieved a vacuum level of 19 mbar [3]. The high 

productivity and thermal cycling associated with pressure die casting can lead to gradual leakage of 

vacuum following poor die maintenance and improper sealing. Surface deformation along the 

parting line and ejector guides are inherent risks to excessive vacuum leakage. This introduces a 

requirement for regular maintenance, which incurs additional cost. 

Studies have suggested that the addition of vacuum can significantly reduce the variability in 

mechanical properties of die-cast structures, particularly after subsequent solution and ageing 

treatments [3,12–14]. However, the comparisons between vacuum-assisted HPDC and conventional 

HPDC are often biased. For example, when comparing vacuum-assisted HPDC and conventional 

HPDC, researchers tend to use the same processing parameters—processing parameters that are 

often tailored to the requirements of the vacuum system. In other cases, the processing parameters 

are not provided, and the experiments are irreproducible. 
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Fig. 2.4    ProCAST simulations of air entrapment during the slow shot phase, showing proper (left) 

and improper (right) wave forms. For the improper case, the wave reflects against the ceiling of the 

shot chamber and rolls over, encapsulating air. Courtesy of Dr. Kun Dou.  

2.3 Solidification in High-Pressure Die Casting 

2.3.1 Solidification in the Shot Chamber 

Solidification commences when the liquid metal contacts the shot chamber wall; primary α-Al 

crystals nucleate and grow in thermally undercooled regions of the chamber wall and on the plunger 

tip. These primary α-Al crystals are coarse (30~300 𝜇m [15]) and possess a dendritic morphology. 

Fe-rich intermetallic phases also precipitate while the melt is retained in the shot chamber. The melt 

thus resembles a multi-phase mixture consisting of up to 30 vol. % solid [16]. For the sake of 

convenience, the suffix X1 will be used to denote solidification in the shot chamber; the suffix X2 will 

denote solidification in the die cavity. 

Several factors can influence the extent of solidification in the shot chamber, including: the initial 

melt superheat; the initial filling fraction; the interfacial heat transfer coefficient; and the chemical 

composition of the alloy. Furthermore, the interfacial heat transfer coefficient can vary between 

1600~5500 Wm-2K-1 depending on the location in the shot sleeve [17]. An increase in the volume 

fraction of primary α-Al1 crystals is accompanied by an increase in the apparent viscosity of the melt. 

By altering the rheology of the solidifying mush, a large population of α-Al1 crystals may act to inhibit 

the transmission of intensification pressure and the feeding of shrinkage strains [18]. This suggests 

that although these primary α-Al1 crystals may not be harmful themselves, their influence on the 

subsequent defect population may induce some degree of variability in mechanical properties. 

Similar observations have been made in reference [19]; however, further work is required to 

understand this phenomenon. 
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2.3.2 Solidification in the Die Cavity  

During die filling, the melt is propelled at high speeds through a narrow orifice system, where it is 

subject to shear rates in the order of 104~105 s-1 [1]. The resultant flow is highly turbulent, and 

strongly three-dimensional. Particles and aggregates suspended in this flow will experience large 

transient stresses, which may be large enough to induce breakage. Scientists have suggested that 

the shear rates encountered during die filling are large enough to cause oxides [8] and primary α-Al1 

crystals [14] to fragment. These fragments would act as suitable substrates for heterogeneous 

nucleation of α-Al2 grains [20]. However, more experimental evidence is required to test these 

hypotheses. 

Primary α-Al2 grains form in the die cavity. These grains are relatively small (~10 𝜇m [15]) and 

possess a globular-rosette morphology. These primary α-Al2 grains are much smaller than their α-Al1 

counterparts, due to the higher cooling rates in the die cavity (100~1000 Ks-1 [15]) compared to 

those the shot chamber (~10 Ks-1 [15]). Fe-rich intermetallic phases will also precipitate in the die 

cavity. These phases are much smaller than their shot chamber solidified counterparts and typically 

possess a fine polyhedral morphology.  

2.4 Casting Defects 

2.4.1 Gas Porosity 

Porosity is one of the most common defects in conventional die-castings. Porosity is traditionally 

attributed to solidification shrinkage, the expansion of gaseous phases, or a combination of the two 

[9,20]. The reduced solubility of hydrogen in liquid aluminium is believed to be a key factor 

influencing the formation of gas porosity. Fisher [21] elegantly quantifies the work associated with 

the reversible formation of a vapour bubble in the interior of a liquid. The total energy required for 

this homogeneous nucleation event consists of three components: the work required to push back a 

volume of liquid; the energy required for the formation, and growth, of a new gas-liquid interface; 

and the work required to fill the bubble with vapour or gas [20]. This work is provided by a negative 

pressure in the liquid. Plotting the potential energy of the system against the bubble radius, a 

maximum is observed. This maximum represents the energy threshold for homogeneous nucleation 

[21]. The critical radius 𝑟∗ associated with this energy barrier is given by:   

 

𝑟∗ =
2𝛾

Δ𝑃
 

(2.2) 
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where 𝛾 is the interfacial energy per unit area, and ∆𝑃 is the pressure difference across the gas-

liquid interface [20]. The size of the bubble determines whether it will grow, or shrink. Bubbles with 

a radius less than 𝑟∗ require additional energy for growth, and tend to disappear; bubbles with a 

radius greater than 𝑟∗ grow with decreasing energy [21]. However, the homogeneous nucleation of 

a bubble larger than 𝑟∗—in a metallic melt initially free of microbubbles—requires an exceptionally 

rare chain of favourable energy fluctuations. It is more likely that a pore will nucleate 

heterogeneously on some poorly wetted interface. The heterogeneous nucleation of gas pores is 

discussed at length in references [20–22].  Although the energy threshold for heterogeneous 

nucleation is much lower than that for homogeneous nucleation, the pressures required for these 

‘classical’ nucleation events are practically unattainable in liquid aluminium. Campbell [20] suggests 

that oxide bifilms possess the potential to nucleate gas porosity with minimal difficulty: hydrogen 

diffuses into the air gap between the unbonded oxides, causing the bifilm to unfurl and inflate, like a 

balloon. 

Rotary degassing, which involves the bubbling of an inert purge gas into the molten metal, is 

commonly used in foundries to reduce hydrogen levels in aluminium alloy melts. In this process, a 

smaller purge bubble equates to a higher degassing efficiency; however, it is difficult to obtain a 

bubble diameter below 10 mm [23]. The process therefore requires a considerably high argon flow 

rate between 4-10 l/min and a significant processing time between 15-30 min to achieve an 

industrially accepted hydrogen level below 0.15 cm3/100g [24]. High rotor speeds may result in a 

reduced bubble diameter; however, the increased surface turbulence and vortex introduced at these 

speeds severely deteriorates the quality of the melt by entraining harmful oxides [25].  

Water-based lubricants are often applied to the die to prevent the casting from sticking to the 

mould. Oil-based lubricants are also applied to the plunger tip to prevent wear and seizure. When 

these lubricants come into contact with liquid metal, they will either evaporate or burn, releasing 

gas into their environment. This gas may be engulfed by the liquid, causing the local gas content of 

the melt to increase [26]. This contribution to the total gas content is expected to increase as the 

geometry of the casting becomes more complex; it is more difficult to vent an intricate die as 

opposed to one with a simple geometry. 

2.4.2 Shrinkage Porosity 

As the liquid metal cools, and eventually solidifies, it undergoes three contractions due to the 

dissimilar densities of the liquid and solid phases: liquid contraction, solidification contraction, and 

solid-state contraction. Liquid contraction is straightforward to remedy provided there is sufficient 

liquid to compensate for the small reduction in volume. Solidification contraction, however, raises 
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two major concerns: it introduces a requirement for feeding, defined by Campbell as “any process 

that allows for the compensation of solidification contraction by the motion of liquid or solid” [20]; 

and the formation of shrinkage porosity, which is a result of inadequate feeding. The final 

contraction occurs in the solid-state, during which the casting attempts to reduce its size while being 

constrained by the mould and any regions of the casting that may have solidified and cooled already. 

The nucleation of shrinkage pores is widely overlooked; there is a common misconception that 

shrinkage cavities simply exist due to the volume deficit induced by solidification contraction. 

Shrinkage cavities nucleate at high solid fractions, when the crystal packing density is high and the 

mushy zone is less permeable. To accommodate the volume deficit induced by solidification 

contraction, the liquid expands, placing it in a state of internal tension [20,22]. This negative 

pressure draws liquid into the interstitial space, leading to a local enrichment of hydrogen [27]. 

Cavitation may occur when the local gas concentration exceeds the solubility of the gas in the liquid 

[28,29]. Furthermore, it is well known that the solubility of a gas, in a liquid, decreases with liquid 

pressure and temperature. Suitable nuclei for pores include non-metallic inclusions and the non-

wetted surfaces of oxide bifilms [20]. Once nucleated, a growing pore will retain its spherical shape 

until it comes into contact with solid, at which point further growth can only take place in the 

interdendritic channels [27]. Thus, shrinkage cavities are often observed to possess a highly irregular 

and tortuous morphology. 

2.4.3 Dilatant Shear Bands 

During the equiaxed solidification of metallic alloys, the liquid to solid transition exhibits a 

continuous development in mechanical behaviour from a Newtonian fluid to a polycrystalline 

viscoplastic solid [30]. Crystals are initially dispersed in the liquid, with subsequent growth leading to 

an increase in the volumetric fraction of solid (𝑓𝑠). At some critical solid fraction (𝑓𝑠
𝑐𝑜ℎ) these 

crystals impinge on one another, forming an intertwined network of solid [30–32]. This phenomenon 

is often termed coherency and marks the transition from mass to interdendritic feeding. Following 

coherency, the solidifying alloy has been shown to develop measurable compressive and shear 

strength, however, it is unable to transmit tensile strain [30,33,34]. Numerous studies involving vane 

rheometry and direct shear cell experiments have demonstrated that equiaxed solidifying alloys 

at 𝑓𝑠 ≥  𝑓𝑠
𝑐𝑜ℎ share rheological similarities with compacted granular materials such as water-

saturated sand [30,31,33–35]. The grains in a compacted granular assembly respond to compressive 

and shear loads by rearranging to form regions of contraction and dilation. In equiaxed solidifying 

alloys, such as Al7Si0.3Mg and Mg9Al0.7Zn, an increase in shear stress is accompanied by a 

volumetric expansion—Reynold’s dilatancy [30]. As the shear stress increases, dilatancy develops in 
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a highly anisotropic manner, ultimately localising within a narrow band following the casting 

contour. The negative pressure induced by dilatancy results in positive macrosegregation, provided 

sufficient liquid can be drawn to the dilating band. Interdendritic porosity forms in the band when 

insufficient liquid is available for feeding [30]. These bands of interdendritic porosity have been 

shown to be a major source of failure in Mg alloy die-castings [36].   

The complexity involved in describing the deformation of semi-solid alloys at 𝑓𝑠 ≥  𝑓𝑠
𝑐𝑜ℎ  can be 

embodied by a range of interrelated phenomena, such as the self-organization of grains, the 

nonlinear dynamics of grain rearrangement, and the coexistence of solid-like and liquid-like 

behaviours within the mushy zone [32,37]. By performing synchrotron X-ray radiography 

experiments on thin-sample direct shear cells, Gourlay et al. [38] observed the mesoscopic 

deformation of semisolid aluminium alloys and steels. Fig. 2.5 shows the deformation of a globular 

Al-15Cu alloy specimen at roughly 70 % solid, measured in one such radiography experiment. In 

addition to providing direct evidence of shear-induced dilation in solidifying alloys as a result of grain 

rearrangement, this series of radiographs also highlights how crystal size and morphology influences 

dilatancy.  

 

Fig. 2.5    Time-resolved synchrotron X-ray radiographs depicting the deformation of a globular Al-

15Cu alloy at approx. 70% solid in a thin-sample direct shear cell experiment. The push plate is 

located on the right-hand side of each image, and is moving upwards [38]. 

Tordesillas [39] elegantly describes the evolution of stress-dilatancy within a cohesionless granular 

assembly, demonstrating that the underlying mechanism is one of cyclic jamming-unjamming events 

governed by the collective buckling of so-called ‘force chains’ (self-organization of particles into 

load-bearing structures, which align to the principal stress axis prior to collapse). Examples of force 

chains in a granular medium are shown in Fig. 2.6(a) for an assembly of photo-elastic discs. Within a 

dense granular material, stress is heterogeneously transmitted along a two-phase network of 

contacts [40]. The strong network is a subnetwork comprising chains of highly stressed particles, 
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which carry the majority of the applied load. The complementary weak network consists of contacts 

that experience a below average force and provides lateral support to existing force chains. Initial 

deformation of the granular medium is predominately affine, with potential energy increasing with 

strain [39,41]. At the onset of non-affine deformation, force chains establish and align to the 

principal stress axis. The absence of force chain buckling is accompanied by a global dilation of the 

granular assembly [37,39,41]. Force chain buckling initiates just prior to the peak shear stress, 

generating large voids between neighbouring columns [39,41]. At the maximum shear stress, 

buckling events propagate along the shear plane, causing dilatancy to rapidly localise into a narrow 

band [42–44]—as illustrated in Fig. 2.6(b). When a force chain fails (unjamming event), the energy 

stored at its contacts is dissipated to neighbouring particles from the weak network, encouraging the 

formation of new force chains or the reinforcement of existing ones (jamming event) [39]. The shear 

band continues to develop, until these cyclic jamming-unjamming events cause the band to attain a 

residual state, in which the collapse of existing force chains is in equilibrium with the generation of 

new ones [39]. Although the granular mechanics community has extensively studied this 

phenomenon, little evidence exists that quantitatively links this literature to the equiaxed 

solidification of metallic alloys. 

 

Fig. 2.6    (a) Assembly of photo-elastic disks showing the self-organization of particles into load-

bearing structures, i.e. force chains [45]; (b) energy flow in a granular medium at consecutive strain 

intervals. A particle is coloured according to the magnitude of the drop in potential energy: black 

(highest) and white (zero). Global unjamming can be seen to nucleate in the upper right-hand corner 

of A-B and rapidly propagates across the shear plane [39]. 
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2.5 X-ray Tomography 

X-ray computed tomography (CT) is a non-destructive evaluation technique that allows one to 

visualise the internal structure of an object. CT involves the acquisition of multiple radiographic 

projections while the object rotates between 0 ° and either 180 ° or 360 °. These projections are 

mathematically reconstructed to visualise the object in three-dimensional space. CT has historically 

been used as a medical diagnostic tool, with most research programmes aiming to reduce the data 

acquisition time to within the breath-holding range of a typical patient. Such studies led to new 

geometric configurations and enhanced image reconstruction algorithms. Since then, CT has gained 

industrial importance as a non-destructive evaluation technique for high-value manufacturing. This 

is especially true for parts prone to internal porosity, such as those produced by HPDC or additive 

manufacturing. Here, we introduce the fundamentals of X-ray tomography, namely data acquisition 

and image reconstruction. This aims to provide an unfamiliar reader with sufficient knowledge to 

follow later discussions on X-ray attenuation and defect characterisation. Few resources are 

presently available that discuss the role of X-ray tomography in the material sciences—the 

interested reader is referred to the book by Baruchel et al. [46].  

2.5.1 X-ray Sources 

X-rays are electromagnetic waveforms; whose wavelength varies from several picometers to several 

nanometers. X-ray photons are produced when high speed electrons impinge on matter. The Planck-

Einstein relation states that the energy of each photon 𝐸 is proportional to its frequency 𝑣 

𝐸 = ℎ𝑣 = ℎ𝑐 𝜆⁄  ,       

(2.3) 

where ℎ is Planck’s constant (6.63x10-34 Js), 𝑐 is the speed of light in vacuum (3x108 ms-1), and 𝜆 the 

wavelength of the incident X-ray. For convenience, we express X-ray energies in electron volts (eV), 

where an electron gains 1 eV (1.602x10-19 J) of kinetic energy as it accelerates across an electric 

potential of 1 V [47]. X-ray sources may be classified as either monochromatic or polychromatic, 

depending on their energetic nature [48]: monochromatic sources produce X-rays with a single 

characteristic energy; polychromatic sources produce X-rays with a continuous spectrum of energies, 

and characteristic energy peaks. X-ray tubes are typically used in CT scanners to generate 

polychromatic X-rays (Fig. 2.7). These X-ray sources comprise an evacuated glass tube, housing two 

electrodes and a focusing cup.  A coiled tungsten filament forms the cathode and emits electrons 

through thermionic emission. A focusing cup concentrates the electron beam onto a small area of 
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the target material. Tungsten is generally used as a target material, in part due to its relatively large 

thermal conductivity, but more so due to its high atomic number of 74.  

 

Fig. 2.7    Schematic diagram of an X-ray tube [47]. 

2.5.2 X-ray Detectors 

X-ray detectors are generally based on scintillation, in which X-ray energy is first converted to visible 

light by fluorescence, and then to an electrical signal via an array of photodiodes or photomultipliers 

[47]. Alternatively, thicker scintillators may be optically coupled to a CCD camera via an optical lens 

[46,48]. Among the fluorescent materials used in X-ray detectors, the most popular include NaI, 

Gd2O3, and Tb2O3.  

An X-ray can interact with matter in several ways. While a detailed description of these interactions 

is beyond the scope of this thesis, it is important to understand that an X-ray beam is attenuated as 

it traverses matter: that is, the intensity of an X-ray beam decreases as it passes through an object. 

This attenuation is described by the Beer-Lambert law for a monoenergetic X-ray beam and a 

material of uniform density and atomic number [47]: 

      𝐼 = 𝐼0𝑒−𝜇𝐿,  

(2.4) 

where 𝐼 and 𝐼0 are the transmitted and incident X-ray intensities, 𝜇 is the linear attenuation 

coefficient and 𝐿 is the thickness of the material. It is clear from (2.4) that materials with high 𝜇 will 

be more attenuating than those with low 𝜇. 
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2.5.3 Geometric Configurations 

The first commercially viable CT scanner was developed by Hounsfield in 1967. This system 

performed linear scans on a rotating specimen, and took a total of nine days to produce an image. 

These first-generation systems, often termed translate-rotate systems, consist of a single source-

detector pair which measures one ray-sum at a time—as illustrated in Fig. 2.8(a) [47]. First, the 

object translates along a linear path, acquiring individual measurements at predefined intervals. The 

object then rotates at angular increments between 0 and 180° to collect enough projections to 

reconstruct the tomographic plane. The stage then translates in the 𝑧-direction to acquire projection 

data for the remaining planes. Although first-generation scanners have a good spatial resolution and 

produce artefact-free images, the data acquisition times of these scanners are impractically high. 

Second-generation systems were developed in an attempt to reduce the data acquisition times of 

first-generation scanners. This configuration introduced a linear array of detector cells, while 

maintaining the familiar translate-rotate configuration of first-generation scanners (Fig. 2.8(b)). The 

X-ray beam thus resembles a well-collimated fan, with its apex at the X-ray source. Measurements 

are acquired at angular intervals equal to the fan-angle, thereby drastically reducing the data 

acquisition times of first-generation scanners. As the beam is now divergent, a complete turn is 

required to reconstruct the plane. 

 

Fig. 2.8    Geometric configuration of (a) first-generation and (b) second-generation CT scanners [47]. 

Third-generation scanners further reduce data acquisition times by eliminating the linear motion 

associated with first- and second-generation systems. In third-generation systems, a linear (or areal) 

detector array is placed on an arc concentric to the X-ray source, as shown in Fig. 2.9(a). The 

geometry of the beam depends on the detector array: for a linear detector array, the X-ray beam 

resembles a well-collimated fan; for an areal detector array, the X-ray beam resembles a well-

collimated cone. One distinct feature of third-generations systems, is that the entire object is 
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contained within the detectors field of view. The data required to reconstruct a tomographic plane 

(for a linear detector array)—or the entire three-dimensional volume (for an areal detector array)—

can, therefore, be obtained from a single rotation of the object. Despite this, third-generation 

scanners have several disadvantages, such as increased noise and artefacts [48]. This introduces a 

requirement for additional data processing steps, which incurs additional cost. Fourth-generation 

scanners have been developed for medical applications, wherein an enclosed ring of detectors 

remains stationary during operation and the X-ray source rotates around the patient, as illustrated in 

Fig. 2.9(b). In this case the beam again resembles a well-collimated fan or cone; however, the apex is 

now the detector as opposed to the X-ray source. While fourth-generation systems have achieved 

great success as a medical diagnostic tool, they are seldom used in engineering applications. The 

interested reader is referred to [47,48].  

 

 

Fig. 2.9    Geometric configuration of (a) third-generation and (b) fourth-generation CT scanners. In 

both configurations, the entire object is contained within the detectors field of view [47]. 

2.5.4 Measurement of Line Integrals  

Previously, we stated that X-rays are attenuated as they traverse matter. We also introduced the 

Beer-lambert law, equation (2.4), which describes the attenuating behaviour of a homogeneous 

material. This concept is also illustrated in Fig. 2.10(a). Although equation (2.4) may hold for a 

material with uniform density and atomic number, these simplifications are seldom valid in practice. 

If we now consider the case of an inhomogeneous object subject to a monoenergetic X-ray beam, 

the overall attenuation may be evaluated by dividing the object into a series of finite elements—as 

illustrated in Fig. 2.10(b). Provided these elements are sufficiently small in size, we may regard each 

element as a uniform object with constant linear attenuation coefficient 𝜇𝑖.  
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Fig. 2.10    Attenuating behaviour of a monochromatic X-ray beam as it traverses a (a) homogeneous, 

and (b) an inhomogeneous object [47].  

Consider the boundary conditions of two adjacent elements. The arriving flux of one element is the 

departing flux from the previous element along the ray-path. Therefore, we may apply (2.4) in a 

cascade fashion: 

𝐼 = 𝐼0 exp (− ∑ 𝜇𝑛𝛥𝑥

𝑁

𝑛=1

), 

(2.5) 

where  𝛥𝑥 denotes the element thickness. As 𝛥𝑥 becomes infinitesimal, the summation term in (2.5) 

tends towards an integration over the ray-path. By dividing both sides of (2.5) by 𝐼0 and taking 

negative logarithms, we obtain an expression for the line integral:  

𝑝 = −ln (
𝐼

𝐼0
) =  ∫ 𝜇(𝑥) 𝑑𝑥

𝐿

, 

(2.6) 

where 𝑝 is commonly termed the projection measurement. Although (2.6) suffices for a 

monochromatic X-ray source, it is no longer valid for X-ray beams of a polyenergetic nature. This is 

due to the beam-hardening phenomenon, in which the linear relationship between the projection 

measurement and the sample thickness no longer exists [47]. As most industrial CT systems utilise a 

polychromatic X-ray source, computationally intensive pre-processing and post processing steps are 

required to account for non-ideal data. Rather than measuring the incident and transmitted X-ray 

intensities, it is more convenient to measure the number of photons emitted by the source 𝑁0 and 

the number of photons transmitted along the ray-path 𝑁 [46]. Accordingly, (2.6) may be written in 

terms of the measured photon counts as 

𝑝 = −ln (
𝑁

𝑁0
) =  ∫ 𝜇(𝑥) 𝑑𝑥.

𝐿

 

(2.7) 



33 
 

We may now introduce the tomographic reconstruction problem: given a set of projection 

measurements, how can we estimate the attenuation distribution of the object, and thus visualise its 

internal structure? 

2.5.5 The Radon Transform and Sinogram Space 

The mathematical framework for tomographic reconstruction was developed in 1917 by the 

Austrian mathematician Johann Radon, in which he introduced the Radon transform on Euclidean 

space, along with its inverse transformation. The Radon transform ℛ of some object function 𝑓 is  

𝑓 =  ℛ𝑓, 

(2.8) 

where 𝑓 comprises a set of projections. The object function 𝑓 can be defined in any 𝑛-dimensional 

Euclidean space ℝ𝑛, with the Radon transform of 𝑓 determined by integrating 𝑓 over all hyperplanes 

in ℝ𝑛 [49]. The Radon transform of 𝑓 when defined in ℝ2 and ℝ3 are of practical importance: when 

𝑓 is defined in ℝ2, 𝑓 is given by the line integrals of 𝑓; when 𝑓 is defined in ℝ3, 𝑓 is given by the 

surface integrals of 𝑓 over two-dimensional hyperplanes.  

Returning to tomographic reconstruction, let us now consider a cross-sectional plane through an 

arbitrary three-dimensional object [46]. We begin by defining a Cartesian coordinate system 

comprising 𝑥, 𝑦, and 𝑧 axes. If the sectional plane is orthogonal to the 𝑧-axis, we may express the 

attenuation coefficient 𝜇 as a function of 𝑥 and 𝑦. Although it is common in industrial CT for the 

measurement system to remain stationary and for the sample to rotate, the image reconstruction 

problem is greatly simplified if we instead attach a reference system to the object itself, as shown in 

Fig. 2.11. In this reference system, the origin is placed on the axis-of-rotation and a point 𝑀 is 

defined by coordinates (𝑥, 𝑦). As with previous examples, we assume a first-generation system with 

a monochromatic source. A source-detector ray is defined by the polar coordinates (𝑟, 𝜃), where 𝑟 is 

the distance from the origin to the ray and 𝜃 the angle between the 𝑥-axis and the perpendicular to 

the ray.  It follows then, that the projection measurement 𝑝 along a ray (𝑟, 𝜃) is given by:  

𝑝(𝑟, 𝜃) = − ln (
𝑁

𝑁0
) = ∫ 𝜇(𝑀) 𝑑𝑀

𝑀 ∈ 𝑟𝑎𝑦 (𝑟,𝜃)

 

(2.9) 
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Note that (2.9) denotes a sampling of the Radon transform for the function 𝜇. For tomographic 

reconstruction, we must acquire enough projections to provide a valid representation of the 

continuous Radon transform.  

Fig. 2.11    Schematic diagram of the image reconstruction problem [46]. A rotating reference system 

is attached to the object. A source-detector ray (blue line) is defined by the polar coordinates (𝑟, 𝜃), 

where 𝑟 is the distance from the origin to the ray and 𝜃 the angle between the 𝑥-axis and the 

perpendicular to the ray. 

One important property of the Radon transform is symmetry. In first-generation systems, a 

projection acquired at 180° is equivalent to a projection acquired at 360° [48]. For convenience, the 

Radon transform is commonly visualised as a sinogram (Fig. 2.12). In the sinogram space, 𝑟 occupies 

the horizontal axis, and 𝜃 the vertical axis. The projection of a point 𝑀 traces a sinusoidal path in the 

sinogram—provided that 𝑀 does not lie on the axis-of-rotation. As any object can be well 

approximated by a sufficiently dense point cloud in ℝ3, the Radon transform of the object will 

resemble a collage of overlapping sinusoidal curves in the sinogram space. Abnormalities in the CT 

system, such as defective detector modules or a temporary malfunction of the X-ray tube, can be 

easily identified from the sinogram, manifesting as vertical and horizontal lines, respectively [47].  

 

 

[This space intentionally left blank] 
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Fig. 2.12    (a) Cross section of a body phantom, and (b) its sinogram [47]. 

2.5.6 The Fourier-Slice Theorem 

The Fourier-slice theorem forms the basis of many tomographic reconstruction algorithms. It states 

that the one-dimensional Fourier transform 𝑃(𝜔, 𝜃) of a projection, acquired in the 𝜃 direction, is 

equivalent to a line in the two-dimensional Fourier transform 𝐹(𝑢, 𝑣) of the object function, in the 

same direction 𝜃 [46–48]. To derive the Fourier-slice theorem, let us first consider the example 

shown in Fig. 2.13. Here, we define a rotating coordinate system (𝑟, 𝑠), such that the 𝑠-axis is 

parallel to the ray-path of the projection. In this rotated coordinate system, the object function 

𝑓(𝑥, 𝑦) is represented by 𝑓́(𝑟, 𝑠), where 𝑟 again denotes the distance between the origin and the 

ray. The two coordinate systems are interrelated by: 

𝑟 = 𝑥𝑐𝑜𝑠𝜃 + 𝑦𝑠𝑖𝑛𝜃, 

𝑠 = −𝑥𝑠𝑖𝑛𝜃 + 𝑦𝑐𝑜𝑠𝜃. 

(2.10) 

We may then obtain the projection  𝑝(𝑟, 𝜃) from the line integral of the function 𝑓́(𝑟, 𝑠): 

𝑝(𝑟, 𝜃) = ∫ 𝑓́(𝑟, 𝑠) 𝑑𝑠
∞

−∞

, 

(2.11) 
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Fig. 2.13    The Fourier slice theorem [47]. 

The one-dimensional Fourier transform  𝑃(𝜔, 𝜃) of the projection  𝑝(𝑟, 𝜃) is then 

𝑃(𝜔, 𝜃) = ∫ ∫ 𝑓́(𝑟, 𝑠)𝑒−2𝑖𝜋𝜔𝑟 𝑑𝑠
∞

−∞

∞

−∞

𝑑𝑟, 

(2.12) 

where 𝑖 is imaginary and denotes the square root of negative one. To express (2.12) in terms of the 

object function 𝑓(𝑥, 𝑦) we must first perform a coordinate transformation using the Jacobian. 

Following a coordinate transformation, areas scale by a factor equal to the Jacobian determinant 𝐽. 

The differential areas of 𝑓́(𝑟, 𝑠) and 𝑓(𝑥, 𝑦) are interrelated by the following expression  

𝑑𝑠𝑑𝑟 = 𝐽𝑑𝑥𝑑𝑦 =  ||

𝑑𝑟

𝑑𝑥

𝑑𝑟

𝑑𝑦
𝑑𝑠

𝑑𝑥

𝑑𝑠

𝑑𝑦

|| 𝑑𝑥𝑑𝑦. 

(2.13) 

In this case, 𝐽 is equal to unity. Combining (2.11), (2.12) and (2.13) we obtain our final expression for 

the one-dimensional Fourier transform 𝑃(𝜔, 𝜃) of the projection 𝑝(𝑟, 𝜃): 

𝑃(𝜔, 𝜃) = ∫ ∫ 𝑓(𝑥, 𝑦)𝑒−2𝑖𝜋𝜔(𝑥𝑐𝑜𝑠𝜃+𝑦𝑠𝑖𝑛𝜃) 𝑑𝑥
∞

−∞

∞

−∞

𝑑𝑦. 

(2.14) 

To derive the Fourier slice theorem, we must obtain the two-dimensional Fourier transform 𝐹(𝑢, 𝑣) 

of the object function 𝑓(𝑥, 𝑦), and compare this to (2.14). The two-dimensional Fourier transform 

𝐹(𝑢, 𝑣) of 𝑓(𝑥, 𝑦) is 
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𝐹(𝑢, 𝑣) = ∫ ∫ 𝑓(𝑥, 𝑦)𝑒−2𝑖𝜋(𝑢𝑥+𝑣𝑦) 𝑑𝑥
∞

−∞

∞

−∞

𝑑𝑦. 

(2.15) 

Equations (2.14) and (2.15) are equivalent when  𝑢 = 𝜔𝑐𝑜𝑠𝜃 and 𝑣 = 𝜔𝑠𝑖𝑛𝜃. From the one-

dimensional Fourier transform 𝑃(𝜔, 𝜃) of the projection we obtain a straight line 𝐹(𝜔𝑐𝑜𝑠𝜃, 𝜔𝑠𝑖𝑛𝜃) 

in the two-dimensional Fourier transform 𝐹(𝑢, 𝑣) of the object. This line passes through the origin, 

forming an angle 𝜃 with the 𝑢-axis, as shown in Fig. 2.13. By acquiring a large number of projections 

at different angles 𝜃, we can effectively fill in the two-dimensional Fourier space of the object. The 

original object function 𝑓(𝑥, 𝑦) may then be recovered by performing an inverse two-dimensional 

Fourier transformation on our estimate of the continuous 𝐹(𝑢, 𝑣) [46,47]. The two-dimensional 

inverse Fourier transform of 𝐹(𝑢, 𝑣) is given by 

𝑓(𝑥, 𝑦) = ∫ ∫ 𝐹(𝑢, 𝑣)𝑒2𝑖𝜋(𝑢𝑥+𝑣𝑦) 𝑑𝑢
∞

−∞

∞

−∞

𝑑𝑣. 

(2.16) 

 

2.5.7 Filtered Back-Projection 

Filtered back-projection is one of the most common methods for reconstructing tomographic images 

[48]. In back-projection, the intensity of each projection measurement is smeared across the image 

plane at the angle at which it was obtained: this is equivalent to assigning to each image pixel the 

average value of all the projection measurements obtained at that point [46]. As projection 

measurements are inherently positive, this superposition amplifies attenuation within the object 

space, resulting in a blurred image, as shown in Fig. 2.14(f). 
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Fig. 2.14    Filtered back-projection process for an increasing number of projections. As the number 

of projections increases (a-e), the object begins to take shape. Comparing the filtered image (e) with 

the un-filtered image (f), it is clear that the negative components introduced by the applied filter 

drastically improves the quality of the image [50]. 

 

The back-projected image 𝑓𝑏(𝑥, 𝑦) is said to comprise a convolution of the true image 𝑓(𝑥, 𝑦) and 

some blurring function 𝑏(𝑥, 𝑦): 

𝑓𝑏(𝑥, 𝑦) =  𝑓(𝑥, 𝑦) ∗ 𝑏(𝑥, 𝑦), 

(2.17) 

where ∗ denotes the convolution operator. This relationship suggests that we may compute some 

deblurring function to recover the true image from the back-projected image. Rather than operating 

on the blurred image as a whole, it is more convenient to operate on the individual projections. The 

ramp filter creates negative components outside the object space to compensate for the 

contribution of other projections [46]:  

𝐻̂𝑝(𝑟, 𝜃) =  ∫ |𝐻̂|𝑃(𝜔, 𝜃)
∞

−∞

𝑒2𝑖𝜋𝜔𝑟𝑑𝜔, 

(2.18) 
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where 𝐻̂ and |𝐻̂| denote the response of the filter in the spatial and frequency domains, 

respectively. Following simplification due to symmetry, the back-projection of the filtered 

projections is obtained by 

𝑓(𝑥, 𝑦) =  ∫ 𝐻̂𝑝(𝑟, 𝜃) 𝑑
𝜋

0

𝜃. 

(2.19) 

2.5.8 Convolution Back-Projection 

An inherent limitation of filtered back-projection is the requirement of a uniform line integral 

spacing. This restricts its application to parallel projection geometries. In many second-generation 

and third-generation scanners, the line integrals do not form parallel lines but instead diverge from 

the X-ray source. The subsequent X-ray beam therefore resembles a well-collimated fan. With the 

increasing popularity of third-generation scanners, significant resources have been invested into the 

development of robust fan-beam reconstruction algorithms. One such method, convolution back-

projection, shares many similarities with filtered back-projection; however, differs in that a spatial 

domain convolution is used instead of the frequency domain filter used in (2.18): 

𝑓(𝑥, 𝑦) =  ∫ 𝑝(𝑟, 𝜃) ∗ 𝜑(𝑟) 𝑑𝜃
2𝜋

0

. 

(2.20) 

where 𝜑(𝑟) denotes a discrete approximation to the spatial domain response of an equivalent 

filtered back-projection filter. Note that as the X-ray beam is now divergent, 𝑝(𝑟, 𝜃) ≠ 𝑝(−𝑟, 𝜃 + 𝜋)  

and the back-projection operation is carried out over 2𝜋. The main advantage of convolution back-

projection is that it can be used in equiangular fan-beam geometries and also with some cone-beam 

geometries, provided the solid angle is sufficiently small [48,51]. A detailed mathematical derivation 

of fan-beam reconstruction methods is beyond the scope of this thesis, and is provided by Kak [51] 

for both equiangular and equidistant configurations. 

2.5.9 Volumetric Reconstruction 

So far, we have only considered the reconstruction of a two-dimensional plane from a series of line 

integrals. We can visualise the object in ℝ3 by sequentially stacking the reconstructed planes one on 

top of the other. Neighbouring planes will be separated by a predefined spacing. If this interstitial 

spacing is greater than the slice thickness, important features may be omitted from the scan. 

Therefore, it is important to ensure some degree of overlap between the two quantities.  
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For a third-generation system with an areal detector array, it is possible to reconstruct the entire 

three-dimensional volume at once. When the object is defined in ℝ3 its Radon transform is given by 

the surface integrals of the object function over a series of two-dimensional hyperplanes. The two-

dimensional projections are then reconstructed into a three-dimensional volume. Volumetric 

reconstruction algorithms are mathematically rigorous and computationally expensive, with the 

detailed derivation of such methods beyond the scope of this thesis. For additional information, the 

interested reader is referred to the works of Smith and Kak [51,52]. 
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Chapter 3: Experimental Method  
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3.1 Material Preparation and HPDC Operating Conditions 

Unless stated otherwise, a typical AlSiMnMg die-casting alloy (8 % Si, 0.4 % Mn, 0.3 % Mg) is used as 

a base material. This is a variant of the renowned A356 alloy, which has been modified for HPDC; the 

addition of Mn helps to prevent die soldering, and facilitates the conversion of harmful 𝛽-Fe 

intermetallic phases to less harmful 𝛼-Fe intermetallic phases [1]. The melts were prepared in clay-

graphite crucibles (45 kg charge) and melted in an electric resistance furnace at 750 °C. The melt was 

degassed using a conventional rotary degassing unit (4 L/min of argon at 350 rpm for 10 min) and 

then manually ladled into the shot chamber of a Frech 4500 kN locking force cold chamber HPDC 

machine. The temperature of the melt, shot chamber and die cavity were maintained at 680°C, 

180°C and 200°C respectively. See Chapter 6 for further information regarding the processing 

parameters and operating conditions of the HPDC machine. 

3.2 X-ray Tomography and Three-Dimensional Analysis 

3.2.1 Data Acquisition 

Two CT scanners were used for X-ray inspection: the YCT Compact XL Mag (YXLON International) 

macrotomography system, and the Xradia 410 Versa (Carl Zeiss AG) microtomography system. The 

YCT Compact XL Mag was selected for matters concerning the macroscopic; the Xradia 410 Versa for 

those concerning the microscopic.  

The YCT Compact XL Mag adopts a third-generation configuration, with a linear detector array and a 

fan-beam geometry with its apex located at the X-ray source. This system is particularly suited for 

the inspection of medium to large-sized components: boasting a large field of view and an 

achievable resolution of about 100 µm. Data acquisition and tomographic reconstructions are 

performed in parallel, with an anisotropic voxel defined by a pixel size and an interstitial spacing. 

Based on preliminary trials, an operating voltage of 450 kV and a current of 1 mA was selected for 

this work. YXLON’s dedicated software algorithms were then used to generate raw sinograms and 

the reconstructed tomograms; with options available for noise reduction and the removal of 

artefacts. 

The Xradia 410 Versa utilises a third-generation configuration, with an areal detector array and a 

cone-beam geometry with its apex located at the X-ray source. The user defines an isotropic voxel in 

the Scout-and-Scan Control System (Carl Zeiss AG), with an achievable resolution of about 0.9 µm. In 

this work, a resolution of approximately 3.5 µm was deemed sufficient for the analysis of porosity 

and inclusions. An appropriate operating voltage (80 kV or 140 kV), exposure time, and filter was 

selected depending on the sample material and geometry. Following data acquisition, volumetric 
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reconstructions were performed within the XMReconstructor software (Carl Zeiss AG) allowing for 

phase-shift and beam-hardening corrections. 

3.2.2 Analysis of Porosity and Inclusions 

The VGSTUDIO MAX software suite (Volume Graphics GmbH) was used to visualise and analyse the 

three-dimensional volumes; to import data from the Xradia 410 Versa into VGSTUDIO MAX, it was 

first necessary to convert the three-dimensional volume into a sequence of tomograms (*.TIFF 

format images) in the XMReconstructor software. After importing the tomograms into VGSTUDIO 

MAX, an iterative local surface determination was performed to define outer boundaries of the 

material volume while compensating for local fluctuations in grey value. Defect descriptors (relating 

to size, shape and location) were obtained using the VGDEFX void and inclusion analysis module in 

VGSTUDIO MAX. A probability threshold of 0.8 was defined to distinguish defects from the Al-matrix; 

this probability is determined by the contrast between the candidate defect and the background 

material. Only defects larger than 8 voxels in volume, with a probability exceeding the prescribed 

threshold, were considered in later analyses. As we are usually concerned with the largest defects in 

a material (typically 500~1000 µm in diameter) the spatial resolution of the system (3.5 µm) is 

assumed to have a marginal effect on defect size. 

3.3 Microstructural Characterization 

3.3.1 Optical Microscopy and Scanning Electron Microscopy 

Samples for microstructural characterisation were taken from the centre of the gage length, 

perpendicular to the tensile direction. Samples were ground using standard metallurgical 

techniques, and then polished to a 0.04 μm finish using an OPUS non-crystallising colloidal silica 

suspension (Metprep Ltd.). To reveal the microstructure, samples were etched with Keller’s reagent 

(95% H2O, 2.5% HNO3, 1.5% HCl, and 1% HF). The etched microstructures were then observed via 

optical microscopy and/or scanning electron microscopy. Electron microscopy was performed on a 

LEO 1455VP (Carl Zeiss AG) scanning electron microscope (SEM) equipped with an Apollo XP silicon 

drift detector (EDAX Inc.) for energy dispersive X-ray spectroscopy (EDX). 

3.3.2 Electron Backscatter Diffraction 

Electron backscatter diffraction (EBSD) was used to quantitatively assess grain size distributions in 

the as-cast microstructures. Here, EBSD is preferred to more conventional optical techniques as the 

latter techniques have been shown to produce unreliable grain size measurements for HPDC 

microstructures [2]. Samples for EBSD were ground using standard metallurgical techniques, and 

then polished to a 0.04 μm finish using an OPUS non-crystallising colloidal silica suspension (Metprep 
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Ltd.). The samples then underwent vibratory polishing, using the aforementioned colloidal silica 

suspension, a frequency of 90 Hz, and a polishing time of roughly 40 min. EBSD was carried out on a 

Crossbeam 350 FIB-SEM (Carl Zeiss AG) equipped with an Hikari Plus EBSD camera (EDAX Inc.). EBSD 

data was acquired at 20 kV with a sample tilt of 70 °. Mapping was performed using the EBSD 

Analysis module within the TEAM software package (EDAX Inc.), for which a 152 x 120 µm region 

was analysed with a step size of 0.4 µm. After mapping, EBSD data was analysed in the OIM Analysis 

software (EDAX Inc.). Grains in OIM are defined as groups of connected and similarly oriented points. 

For each point, an algorithm checks to see if its neighbours are within a grain tolerance angle 

defined by the user. If a neighbouring point is within the grain tolerance angle, then it is added to 

the grain, and its neighbours are checked to see if they are within the grain tolerance angle for the 

new point. This process is repeated until the grain is bounded by points that exceed the grain 

tolerance angle to their neighbours. For this work a grain tolerance angle of 5 ˚ was selected, 

corresponding to the misorientation of a low-angle grain boundary. A minimum grain size of 2 𝜇m 

was used, in concord with the chosen step size. 

3.4 Tensile Testing 

Tensile tests were performed at room temperature using an Instron 5500 universal 

electromechanical testing system equipped with a 50 kN load cell, in accordance with ASTM 

standard E8/E8M [3]. Of these post-mortem tensile specimens, a select few were isolated and the 

fracture surfaces examined on a LEO 1455VP (Carl Zeiss AG) SEM equipped with an Apollo XP silicon 

drift detector (EDAX Inc.) for EDX. 
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Chapter 4: Statistical Modelling of Extreme Values  
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4.1 Introduction  

The Engineer concerns themself with the unusual rather than the usual. We often deliberate the 

maximum load incurred on a structure; the largest defect within a material volume; the lowest 

ductility or fatigue life. Accordingly, when analysing defects or mechanical properties, we should 

consider the tails of the probability distribution as opposed to the mean, or expected value—as 

these extremes dictate our decision-making.   

Extreme value theory allows one to make inference on the likelihood and magnitude of extreme 

events, based on limited data. The derivation of this theorem is analogous to the convergence of the 

sample mean to the population mean in the central limit theorem [1]. Methods based on the 

statistics of extremes are often used in modern durability (fatigue) analysis, where correlations have 

been established between the defect size distribution and the fatigue life [2]. In contrast, such 

techniques have rarely been used to relate the probability distribution of defect size to the scatter in 

tensile ductility [3]. Here, we introduce two classes of continuous probability distributions developed 

within extreme value theory: the generalized extreme value (GEV) distribution and the generalized 

Pareto (GP) distribution. 

4.2 Block Maxima 

4.2.1 The Generalized Extreme Value Distribution 

The two classes of probability distributions discussed in this chapter—the GEV and GP 

distributions—differ in their approach to characterising extremes. Let us first consider the behaviour 

of the maximum order statistic [1]: 

𝑀𝑛 = 𝑚𝑎𝑥 {𝑋1, … 𝑋𝑛}, 

with 𝑋1, … 𝑋𝑛 denoting a sequence of independent and identically distributed (IID) random variables 

sharing some marginal distribution function. The distribution of 𝑀𝑛 is degenerate. Analogous to the 

central limit theorem, we can avoid this difficulty through a linear rescaling of 𝑀𝑛: 

𝑀𝑛
∗ =  

𝑀𝑛 − 𝑏𝑛

𝑎𝑛
. 

If there exists some sequence of constants {𝑎𝑛> 0} and {𝑏𝑛} , such that 

Pr {𝑀𝑛
∗  ≤ 𝑧} → 𝐺(𝑧)    𝑎𝑠 𝑛 → ∞, 

then 𝐺(𝑧) is a non-degenerate distribution function described by one of the Gumbel (I), Fréchet (II) 

or Weibull (III) families:   
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I:  𝐺(𝑧) = exp {− exp [− (
𝑧 − 𝑏

𝑎
)]} ,   − ∞ < 𝑧 <  ∞; 

II:  𝐺(𝑧) = {

0, 𝑧 ≤ 𝑏,

exp {− (
𝑧 − 𝑏

𝑎
)

−𝑐

} ,   𝑧 > 𝑏 ; 
 

III:  𝐺(𝑧) =  {
exp {− [− (

𝑧 − 𝑏

𝑎
)

𝑐

]}

                1, 𝑧 ≥ 𝑏,

,     𝑧 < 𝑏. 

Each family is parameterized by a scale parameter 𝑎 > 0 and a location parameter 𝑏; the Fréchet and 

Weibull distributions also possess a shape parameter 𝑐 > 0.  

The GEV distribution combines the Gumbel, Fréchet, and Weibull families into a single functional form; 

the data decides which of the three distributions is most appropriate. The GEV distribution is 

parameterized by a location parameter  𝜇 , a scale parameter 𝜎  and a shape parameter 𝜉 , which 

controls the tail behaviour of the distribution. The cumulative distribution function (CDF) of the GEV 

distribution is 

𝐺(𝑧) = exp {− [1 + 𝜉 (
𝑧 − 𝜇

𝜎
)]

−1 𝜉⁄

} , 1 + ξ (
𝑧 − 𝜇

𝜎
) > 0. 

(4.1) 

For 𝜉 → 0, the GEV distribution is equivalent to the Gumbel distribution, which is characterised by an 

exponentially decreasing tail:   

𝐺(𝑧) = exp [−exp (−
𝑧 − 𝜇

𝜎
)] . 

(4.2) 

For 𝜉 > 0, the GEV distribution is equivalent to the Fréchet distribution, which possesses a 

polynomially decreasing tail and a finite lower bound 𝜇′: 

𝐺(𝑧) = {

                 0,                       𝑧 < 𝜇′

exp [− (
𝑧 − 𝜇′

𝜎′
)

−1 𝜉⁄

 ] ,    𝑧 ≥ 𝜇′.   
 

(4.3) 

Here we introduce two new parameters, 𝜇′ and 𝜎′, for 𝜉 ≠ 0 

𝜇′ = 𝜇 −
𝜎

𝜉
> 0,             𝜎′ = |

𝜎

𝜉
| > 0. 

(4.4) 

𝜉 < 0 is equivalent to the Weibull distribution, which possesses a finite upper bound 𝜇′: 
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𝐺(𝑧) =  {
exp [− (−

𝑧 − 𝜇′

𝜎′ )

−1 𝜉⁄

 ] ,    𝑧 < 𝜇′

                         0,                        𝑧 ≥ 𝜇′.

 

(4.5) 

4.2.2 Estimates of Return Levels 

Although the parameter estimates {𝜉, σ, 𝜇} provide valuable insight into the quality-of-fit and tail 

behaviour of the distribution, we are often more interested in estimates of the extreme quantiles. 

The quantile function is obtained by inverting (4.1) for 𝐺(𝑧𝑝) = 1 − 𝑝: 

𝑧𝑝 = 𝜇 −
𝜎

𝜉
[1 − {− log(1 − 𝑝)}−𝜉] ,     𝑓𝑜𝑟 𝜉 ≠ 0, 

𝑧𝑝 = 𝜇 − 𝜎 log{− log(1 − 𝑝)} ,              𝑓𝑜𝑟 𝜉 = 0. 

(4.6) 

Where 𝑧𝑝 is commonly termed the return level. The return level 𝑧𝑝 is defined as the value that is 

expected to be equalled, or exceeded, on average once every return period 𝑚 with probability 𝑝 =

1/𝑚. It thus represents a lower bound to the maximum value of 𝑧 expected in a group of 𝑚 

measurements, i.e. max {𝑧1, … , 𝑧𝑚}. 

4.3 Threshold Models 

4.3.1 The Generalized Pareto Distribution 

As a sampling technique, block maxima can be wasteful if other data on extremes are also available: 

if the maximum order statistic is supposed to be extreme, why would an observation of similar 

magnitude not also be considered extreme? Furthermore, the choice of block size can be crucial: too 

small and you introduce bias in estimation and extrapolation; too large and you are left with few 

data points, and large estimation variance [1].  

An alternative approach to characterising extremes is to regard as extreme events those 

observations 𝑋1, … 𝑋𝑛 that exceed some threshold 𝑢, where the 𝑋𝑖  are again IID random variables 

with some marginal distribution function. For sufficiently large 𝑢, the distribution function of 

(𝑦 = 𝑋𝑖 − 𝑢 | 𝑋𝑖 > 𝑢), is approximately 

𝐻(𝑦) = 1 − (1 +
𝜉𝑦

𝜎̃
)

−1 𝜉⁄

, 

(4.7) 

for 𝑦 > 0 and (1 + 𝜉𝑦 𝜎̃) > 0⁄ . Here, we introduce a new parameter 𝜎̃ 

𝜎̃ =  𝜎 + 𝜉(𝑢 − 𝜇), 

(4.8) 
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where (𝜇, 𝜎, 𝜉) denote the location, scale, and shape parameters of the associated GEV distribution 

[1]. The family of distributions defined by (4.7) constitute the GP distribution. As with the GEV 

distribution, the shape parameter 𝜉 controls the tail behaviour of the GP distribution:  𝜉 < 0 

corresponds to an underlying distribution with a finite upper bound 𝑢 − 𝜎̃ 𝜉⁄ ;  𝜉 > 0 corresponds to 

an underlying distribution characterised by a polynomially decreasing tail and no upper limit; 𝜉 → 0 

corresponds to an exponential distribution with rate 1/𝜎̃: 

𝐻(𝑦) = 1 − exp (−
𝑦

𝜎̃
) ,    𝑦 > 0. 

(4.9) 

4.3.2 Threshold Selection 

To address the threshold selection problem, we adopt an exploratory technique based on the 

threshold stability property of the GP distribution: if the GP distribution is valid for some threshold 

𝑢0, then it is also valid for all thresholds 𝑢 > 𝑢0 [1]. If 𝜎𝑢0
 denotes the scale parameter associated 

with the threshold 𝑢0, then the expected value of the GP distribution is 

𝐸(𝑋 − 𝑢 | 𝑋 > 𝑢) =
𝜎𝑢0

+ 𝜉𝑢

1 − 𝜉
. 

(4.10) 

𝐸(𝑋 − 𝑢 | 𝑋 > 𝑢) thus becomes a linear function of 𝑢 when 𝑢 > 𝑢0. Furthermore, an empirical 

estimate of 𝐸(𝑋 − 𝑢 | 𝑋 > 𝑢) is obtained from the sample mean of threshold exceedances.  

Accordingly, the mean residual life plot comprises the set of points 

{(𝑢,
1

𝑛𝑢
∑(𝑋𝑖 − 𝑢)

𝑛𝑢

𝑖=1

) ∶  𝑢 <  𝑋𝑚𝑎𝑥}, 

where 𝑥1, … , 𝑥𝑛𝑢
comprise the 𝑛𝑢 observations greater than 𝑢, and 𝑋𝑚𝑎𝑥 denotes the largest of the 

𝑋𝑖  [1]. A suitable threshold may then be selected by searching for the onset of linearity in the mean 

residual life plot.  

4.3.3 Estimates of Return Levels 

Now, suppose that the GP distribution provides a reasonable approximation to the limiting 

distribution of threshold exceedances, then 

Pr(𝑋 > 𝑥 | 𝑋 > 𝑢) ≈ [1 + 𝜉 (
𝑥 − 𝑢

𝜎̃
)]

−1 𝜉⁄

. 

(4.11) 
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Considering the left-hand side of (4.11), we can express Pr(𝑋 > 𝑥 | 𝑋 > 𝑢) as a quotient 

Pr(𝑋 > 𝑥 | 𝑋 > 𝑢) =  
Pr (𝑋 > 𝑥)

Pr (𝑋 > 𝑢)
. 

(4.12) 

Substituting (4.11) into (4.12) we obtain 

Pr(𝑋 > 𝑥) = 𝜁𝑢 [1 + 𝜉 (
𝑥 − 𝑢

𝜎̃
)]

−1 𝜉⁄

, 

(4.13) 

where 𝜁𝑢 = Pr (𝑋 > 𝑢)  [1]. The 𝑚th-observation return level is then obtained by inverting (4.13) for 

Pr(𝑋 > 𝑥𝑚) = 1/𝑚: 

𝑥𝑚 = 𝑢 +
𝜎̃

𝜉
[(𝑚𝜁𝑢)𝜉 − 1],    𝑓𝑜𝑟 𝜉 ≠ 0; 

𝑥𝑚 = 𝑢 + 𝜎̃ log(𝑚𝜁𝑢) ,    𝑓𝑜𝑟 𝜉 → 0. 

(4.14) 

In practise, one might prefer to express the return level on a temporal or volumetric scale. For 

example, suppose we wish to express return levels on an annual scale. This is achieved by 

substitution of 𝑚 = 𝑛𝑁𝑦 into (4.14): 

𝑥𝑛 = 𝑢 +
𝜎̃

𝜉
[(𝑛𝑁𝑦𝜁𝑢)

𝜉
− 1] ,    𝑓𝑜𝑟 𝜉 ≠ 0; 

𝑥𝑛 = 𝑢 + 𝜎̃ log(𝑛𝑁𝑦𝜁𝑢) ,    𝑓𝑜𝑟 𝜉 → 0, 

(4.15) 

Where, by definition, 𝑁𝑦 is the number of observations per year and 𝑥𝑛 is the 𝑛-year return level. 
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Chapter 5: Establishing a Baseline HPDC Process  
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5.1 Introduction 

Before addressing the problem of casting consistency, we must first define a set of processing 

parameters and operating conditions that are representative of industrial HPDC. This chapter does 

not review the state of the art, but rather aims to reproduce the variability encountered in 

commercial die-casting foundries. The representativity of this Baseline process is assessed in Section 

6.4.5. 

5.2 Baseline HPDC Process 

5.2.1 Casting Procedure 

A 45 Kg charge of Al8SiMnMg alloy is melted in an electric resistance furnace and then held at 750 °C 

for 30 min to maintain a uniform composition distribution. The melt is then degassed using a 

conventional rotary degassing unit for 10 min with a stirring speed of 350 rpm and an argon flow 

rate of 4 L/min; although other, more effective, techniques are available (e.g. melt conditioning [1] 

and ultrasonic melt processing [2]) rotary degassing was chosen as it is most representative of 

commercial foundry practise. After degassing, the liquid is manually ladled into the shot chamber of 

a Frech 4500 kN locking force cold chamber HPDC machine to produce ASTM standard [3] tensile 

specimens. The die geometry used in this work is shown in Fig. 5.1. The pouring temperature is 

maintained at 680±5 °C using a thermocouple; the temperature of the die and shot chamber are 

kept at ~200 °C and ~180 °C, respectively. 

 

Fig. 5.1    Die geometry used to produce ASTM standard tensile specimens [3]. (a) Front view. (b) 

Side view of runner-orifice system. The gauge length and gauge diameter of the tensile specimens 

are 50 mm and 6.35 mm, respectively. 
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5.2.2 Thermal Die Cycling 

The temperature of the die influences the quality of the cast component: low die temperatures are 

detrimental to liquid feeding during solidification, which may lead to porosity; high die temperatures 

increase the likelihood of flashing and soldering, both of which reduce productivity. We assume that 

the die surface is initially at room temperature (25 °C). Once activated, heating channels in the 

mobile and stationary platens heat the die to working condition. A target temperature of 200 °C is 

set in accordance with industrial practise; the heating channels automatically deactivate once this 

target is achieved. However, using the heating channels alone is highly inefficient. To assist in the 

heating process, it is common to perform a series of complimentary ‘warm-up’ shots to heat the die 

using the liquid metal. This raises a natural question: what is the optimal number of cycles required 

to heat the die to working condition?  

 

Table 5.1 Thermal die cycling: sequence and durations used in the model 

Sleeve pre-filling duration 3 s Spraying start time 30 s 

Piston starts to move At 3.01 s Spraying end time 48 s 

Die opening At 10 s Blowing start time 49 s 

Part ejection time 20 s Blowing end time 55 s 
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Fig. 5.2    Temperature distribution over the surface of the die during the sixth HPDC cycle. Courtesy 

of Dr. Kun Dou. 

To answer this question, simulations were performed in ProCAST (ESI Group) and validated 

experimentally. A detailed description of the modelling procedure is outlined in reference [4]. In 

short, governing equations for mass, momentum, and heat (based on the enthalpy method) are 

solved in ProCAST [4]. The volume of fluid (VOF) method is used to monitor the evolution of the melt 

free surface [4]. Fluid turbulence is described using a standard k-ε turbulence model described in 

references [5–7]. Simulations were performed on finite element meshes generated from geometrical 

models of the HPDC machine produced in AutoCAD (Autodesk Inc.).  

For a given cycle, we can divide the thermal history of the die into five periods: liquid metal injection 

and solidification; die opening and part ejection; die spraying (coolant); die blowing (air); and die 

closing. Experiments were performed to obtain representative durations for each period (Table 5.1); 

videos of the die spraying process were recorded to obtain representative spray trajectories for the 

model. Based on these experiments, a dynamic interfacial heat transfer coefficient was defined. The 

initial condition of a given cycle is equivalent to the final temperature of the previous cycle. By 

iterating this procedure, the thermal history of the die was modelled over a period of twenty cycles. 
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Fig. 5.2 shows the evolution of die surface temperature during the sixth HPDC cycle. The 

temperature distribution is both non-uniform and time-variant. To validate the model, a FLIR T6XX 

series infrared camera was used to capture thermographic images of the die surface; thermographic 

data was analysed in the FLIR Tools software package. Thermocouple measurements of the die 

surface temperature confirmed the accuracy of the infrared camera. Fig. 5.3 compares the simulated 

and experimental temperature distributions, for which there is a strong agreement.  

Fig. 5.3    Comparison of simulated (left) and experimental (right) temperature distributions over the 

die surface. SP# refer to spot measurement points extracted from the numerical 

model/thermographic image. Simulation courtesy of Dr. Kun Dou. 

Fig. 5.4 presents temperature curves calculated over twenty cycles (each curve corresponds to one 

of the four spot measurement points SP# shown in Fig. 5.3). A quasi-steady die temperature is 

achieved after sixteen cycles (roughly 900 ms). Due to practical limitations (specifically, the 

maximum crucible volume) the first seven castings of each experiment were scrapped with 

subsequent castings used for microstructural analysis and mechanical testing. Similarly, simulations 

of the HPDC process use the final die temperature after the seventh cycle as an initial condition.  
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Fig. 5.4    Calculated temperature curves for sampling positions SP# (see Fig. 5.3) on the die surface 

recorded over 20 thermal cycles. Simulation courtesy of Dr. Kun Dou. 

5.2.3 Process Parameters 

Aside from melt quality and the operating conditions in the HPDC cell, the kinematic parameters of 

the injection system (i.e. the plunger speed profile and the pressure exerted by the hydraulic 

actuator) also influence the quality of the cast component. We can divide the kinematics of the 

plunger into three distinct stages: the slow-shot stage; the fast-shot stage (i.e. injection); and the 

intensification stage. In the slow-shot stage, the plunger moves at low speeds to produce a wave of 

molten metal that just reaches the ceiling of the shot chamber, expelling air ahead of the liquid 

front. In the fast-shot stage, the melt is injected at high speeds through a narrow orifice system to fill 

the cavity. Once the cavity is full, an intensification pressure of 30~100 MPa [5] is applied to the 

solidifying alloy to compress gaseous phases and to assist in the feeding of shrinkage strains. The 

purpose of this chapter is not to discuss the current state of the art, but rather to establish a set of 

processing parameters and operating conditions that are representative of commercial foundry 

practice. Therefore, a plunger speed profile was selected according to recommendations from the 

supplier of the HPDC machine (Fig. 5.5). The control system switches from displacement control to 

pressure control once the piston traverses 375 mm, and a minimum pressure of 3 MPa has been 

attained. An intensification pressure of 32 MPa was selected, corresponding to the maximum 

attainable pressure of the hydraulic actuator.  
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Fig. 5.5    Baseline plunger speed profile. 
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Chapter 6: On the Probabilistic Nature of High-Pressure Die Casting 
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6.1 Introduction 

This chapter unmasks the probabilistic nature of high-pressure die-casting (HPDC); specifically, the 

cause of the relatively high variability in mechanical properties. Previous investigations into the 

reliability of die-castings have pursued one of three lines of inquiry: the first relates the scatter in 

mechanical properties to statistical variations in melt quality [1–3]; the second derives empirical 

correlations between the mechanical properties and various measures of microstructural uniformity 

[4–8]; the third considers the stochastic nature of fluid flow, and the subsequent encapsulation of air 

and oxides [9–12]. Although porosity is a recurrent theme in these studies, its formation mechanism 

is widely disputed. Tian et al. [1] relate the amount of porosity to the number of inclusions in the 

melt; Li et al. [8] correlate the volume fraction of porosity to the fraction of primary 𝛼-Al1 grains 

solidified in the shot chamber; Dong et al. [13] found that the use of vacuum can lead to fewer pores 

and improved tensile properties. While these studies provide valuable insight into the various 

factors influencing pore growth, they do not address the issue at hand. 

This article builds upon prior work [14,15] wherein the authors simulate the HPDC process using a 

finite element model developed under the ProCAST (ESI Group) software platform; an optimum shot 

curve is derived in reference [15] based on predictions from the model. HPDC experiments are 

performed under both Baseline and Optimized conditions to identify critical casting defects and to 

describe their genesis. Based on these results, we elucidate the probabilistic nature of defect 

formation in the HPDC process. 

6.2 Experimental 

6.2.1 Casting Parameters 

Fig. 6.1 shows the plunger speed profiles considered in this chapter. Notable differences lie in the 

speeds attained at displacements of 50 mm and 375 mm (Baseline {0.2 ms-1; 0.3 ms-1} and Optimized 

{0.4 ms-1; 0.6 ms-1}, respectively). The Baseline profile is defined according to Chapter 5. The 

Optimized profile is defined according to simulations performed by the authors [14,15], based on 

the amount and distribution of defects predicted by the model. A fast shot speed of 3.6 ms-1 was 

selected for both plunger speed profiles based on preliminary trials by the authors. An 

intensification pressure of 32 MPa was selected, corresponding to the maximum attainable pressure 

of the hydraulic actuator. A detailed description of the casting procedure can be found in Chapter 5. 
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Fig. 6.1    Baseline and Optimized plunger speed profiles 

6.2.2 X-ray Tomography 

X-ray tomography was performed using a Xradia 410 Versa (Carl Zeiss AG) microtomography system 

operated with an accelerating voltage of 80 kV and a power of 10 W. An isotropic voxel was defined 

with a characteristic length of ~3.5 µm. The VGSTUDIO MAX (Volume Graphics GmbH) software 

suite was used to perform quantitative analyses on the three-dimensional volumes. An iterative 

surface determination was performed to isolate the material volume while compensating for local 

fluctuations in grey value. The VGDEFX module (Volume Graphics GmbH) was used to characterise 

voids and inclusions contained within the material volume.  

6.3 Results 

6.3.1 Mechanical Properties 

Fig. 6.2 shows the tensile properties of specimens produced under Baseline and Optimized 

conditions; 95 % confidence ellipses are shown for two-dimensional normally distributed data. 

Average values and standard deviations are provided in Table 6.1. The average values and standard 

deviations are indifferent to the change in plunger speed profile. However, Fig. 6.2 shows that the 

variability in tensile strength, and tensile ductility, is greatly reduced under Optimized conditions 

(that is, if we define variability as significant negative deviations from the average property). For 

example, minimum values of 6.8 % and 9.4 % are obtained for the ductility of specimens produced 

under Baseline and Optimized conditions, respectively. A similar trend is also observed for tensile 

strength, with minimum values of 275 MPa and 282 MPa reported for the Baseline and Optimized 

conditions, respectively. The contrary is observed for 0.2 % proof strength, with minimum values of 

143 MPa and 136 MPa obtained for the Baseline and Optimized conditions, respectively. 
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Table 6.1    Average tensile properties and standard deviations for samples produced under Baseline 

and Optimized conditions. 

 0.2 % Proof Strength (MPa) Tensile Strength (MPa) Tensile Ductility (%) 

Baseline 148±3 (min. 143) 292±4 (min. 275) 11.6±1.5 (min. 6.8) 

Optimized 144±3 (min. 136) 294±4 (min. 282) 11.9±1.4 (min. 9.4) 

 

Fig. 6.2    Tensile properties of specimens produced under Baseline and Optimized conditions. 95 % 

confidence ellipses are shown for two-dimensional normally distributed data (CI: 95 %). (a) yield 

stress vs. tensile ductility. (b) tensile strength vs. tensile ductility. Tensile tests were performed in 

the F temper. 

6.3.2 Porosity 

X-ray tomography was used to characterise pores contained in the worst performing (min. ductility) 

tensile specimen from each group; preliminary work revealed that the effects of damage 

accumulation on pore size, and morphology, may be ignored due to the brittle nature of fracture. 

The volume of interest was defined from the upmost edge of the fracture surface, encompassing a 

volume of roughly 350 mm3. Pore size was evaluated using the maximum Feret diameter method; 

unless otherwise stated, future reference to particle size will also imply use of the maximum Feret 

diameter method. In Fig. 6.3, the sphericity of each pore is plotted against its maximum Feret 

diameter (D). Here, sphericity refers to the ratio 𝐴𝑠 𝐴𝑑⁄  where 𝐴𝑑 is the surface area of the defect, 

and 𝐴𝑠 is the surface area of a sphere with equivalent volume. Values of sphericity lie between zero 

and unity, with small values indicative of irregular morphology. Average values for pore size and 

sphericity are provided in Table 6.2. Although the average values are relatively unaffected, the 

change in plunger kinematics induces a significant decrease in the maximum pore size (from 1.32 

mm to 0.37 mm). The irregular morphology of these large pores suggest that they originate from 
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solidification contractions and/or dilatational strains introduced during semi-solid deformation—as 

opposed to the expansion of a gaseous phase.  

Table 6.2    Average size and sphericity of pores identified in the worst performing (min. ductility) 

tensile specimen produced under Baseline and Optimized conditions.  

 Avg. pore size (mm) Avg. sphericity 

Baseline 0.05±0.02 (max. 1.32) 0.61±0.07 (min. 0.12) 

Optimized 0.05±0.02 (max. 0.37) 0.59±0.07 (min. 0.29) 

 

Fig. 6.3    Pore sphericity vs. maximum Feret diameter (D), for pores identified in the worst 

performing (min. ductility) tensile specimen produced under (a) Baseline, and (b) Optimized 

conditions.  

6.3.3 Inclusions 

Fig. 6.4(a) shows the largest pore observed on the fracture surface of the worst performing Baseline 

specimen. Large non-metallic inclusions can be seen within the pore; oxides are also observed in the 

vicinity of these inclusions. Pores are known to nucleate on non-wetted interfaces. Favourable nuclei 

include the non-wetted surfaces of oxide bifilms and certain non-metallic inclusions, particularly 

those comprising low-surface-tension liquids and non-wetted solids [16]. These inclusions, or the 

accompanying oxides, may act as nuclei for the pores observed in these specimens. Though 

inclusions in the worst performing specimens are relatively small, large non-metallic inclusions 

(0.4~0.7 mm) were observed on the fracture surface of other specimens with a tensile ductility in 

the range of 8~12 %. A representative micrograph of one such inclusion is shown in Fig. 6.4(b). 
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Fig. 6.4    Representative micrographs of defects observed on the fracture surface of tensile 

specimens. (a) Pore identified on the worst performing Baseline specimen. (b) Non-metallic 

inclusion; the insert in (b) shows a representative EDX spectrum acquired over an area of one such 

inclusion. Both images were obtained by detecting backscattered electrons in the SEM. Note that 

the scale differs in (a) and (b). In (b), the inclusion refers to the dark region towards the centre of the 

image, while the oxide refers to the lighter region circumscribing the darker inclusion.  

6.3.4 Grain Structure 

Fig. 6.5(a,b) show inverse pole figure (IPF) maps superimposed on band contrast images for the 

Baseline and Optimized samples, produced via EBSD mapping. The macroscopic direction for the IPF 

maps was taken to be parallel to the longitudinal axis of the tensile specimens. The grain structure is 

shown to comprise a mixture of large dendritic primary α-Al1 grains (30~150 µm) solidified in the 

shot chamber, and smaller globular-rosette primary α-Al2 grains (~10 µm) formed in the die cavity. 

The change in plunger speed profile appears to induce a refinement of both large primary α-Al1 

grains and smaller primary α-Al2 grains. Fig. 6.5(c,d) show grain size distributions taken directly from 

the IPF maps in Fig. 6.5(a,b). Grain size distributions are often observed to approximate a lognormal 

shape [17]. Accordingly, we present grain size in terms of its natural logarithm (i.e. ln D). Clearly, the 

two distributions are multimodal—an observation that is more pronounced in the Baseline 

distribution. In accordance with previous studies [18,19], a threshold size of 30 µm was used to 

distinguish primary α-Al1 grains from primary α-Al2 grains. Primary α-Al1 grains are, on average, 

smaller in the Optimized condition (42.0±13.8 µm) than in the Baseline condition (47.5±14.0 µm). A 

similar trend is observed for primary α-Al2 grains, with average values of 9.0±5.4 µm and 8.0±5.0 

µm reported for the Baseline and Optimized conditions, respectively. Additionally, we can infer from 
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the shape of the distributions that a more uniform grain structure is produced under Optimized 

conditions. 

Fig. 6.5    EBSD Mapping of primary α-Al in specimens produced under (a,c) Baseline, and (b,d) 

Optimized conditions. Shown are IPF maps (a,b), and corresponding grain size distributions (c,d). 

Note that the grain size distributions in (c,d) are taken directly from the IPF maps in (a,b) and not 

from a larger data set of which the IPF maps are representative. Grain size is presented in terms of 

its natural logarithm, ln D, where D is the maximum Feret diameter of each grain. Fitted Gaussian 

functions, with expected value 𝜇1, are shown as dashpot lines in (c,d).  

6.4 Discussion 

6.4.1 Statistical Analysis of Tensile Ductility 

Here, the generalized extreme value (GEV) distribution is used to model the limiting distribution of 

tensile ductility for specimens produced under Baseline and Optimized conditions. A detailed 

description of the GEV distribution is provided in Chapter 4 and reference [20]. The cumulative 

distribution function of the GEV distribution is 

𝐺(𝑥) = exp {− [1 + 𝜉 (
𝑥 − 𝜇

𝜎
)]

−1 𝜉⁄

} , 1 + ξ (
𝑥 − 𝜇

𝜎
) > 0 
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(6.1) 

where 𝜇, 𝜎, and 𝜉 describe the location, scale, and shape of the distribution respectively. 𝐺(𝑥) is 

equivalent to the Gumbel, Fréchet, and Weibull functions when 𝜉 → 0, 𝜉 > 0, and 𝜉 < 0, 

respectively. The quantile function is obtained by inverting (6.1) for 𝐺(𝑋) = 1 − 𝑝: 

𝑋 = 𝜇 −
𝜎

𝜉
[1 − {− log(1 − 𝑝)}−𝜉] ,     𝑓𝑜𝑟 𝜉 ≠ 0, 

𝑋 = 𝜇 − 𝜎 log{− log(1 − 𝑝)} ,              𝑓𝑜𝑟 𝜉 = 0 
(6.2) 

where 𝑋 is the return level associated with a return period 𝑚 and probability 𝑝 = 1/𝑚. It is 

important to note that equations (6.1) and (6.2) are defined for the case of maxima, not minima. To 

model minima, we use the substitution 𝑥𝑖 = −𝑦𝑖, where 𝑦𝑖  are our values of tensile ductility: small 

values of 𝑦𝑖 now correspond to large values of 𝑥𝑖. Parameter estimates were obtained by maximum-

likelihood estimation, with the sign correction 𝜇̃ =  − 𝜇. Parameter estimates and 95 % confidence 

intervals are provided in Table 6.3. The change in plunger kinematics has little effect on the 

threshold value 𝜇̃. However, the tail behaviour of the two distributions is markedly different. For 

example, the negative shape parameter 𝜉 = −0.481 implies that the Optimized distribution 

possesses a finite upper bound of ~ −9.6 %. Conversely, the positive shape parameter 𝜉 = 0.102 

suggests that the Baseline distribution is boundless; the return level plots in Fig. 6.6 exemplify this 

disparity. To demonstrate the practical implications of 𝜉, let us consider a hypothetical design 

criterion requiring a minimum ductility of 10 %. From equation (6.2), we obtain scrap-rates of 12.5 % 

and 5.7 % for specimens produced under Baseline and Optimized conditions, respectively (i.e.  

100/𝑚, for 𝑋 = −10 %). Therefore, by changing the kinematics of the plunger we have effectively 

halved the scrap rates in our imaginary foundry.  

 

Table 6.3    GEV parameter estimates used to model the limiting distribution of tensile ductility for 

specimens produced under Baseline and Optimized conditions. 

 𝝃-mean 𝝃– 95 % Confidence Intervals 𝝈 𝝁̃ 

Baseline 0.102 [-0.070; 0.275] 1.061 12.288 

Optimized -0.481 [-0.589; -0.373] 1.255 12.204 
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Fig. 6.6    Predicted values (GEV) of tensile ductility for the (a) Baseline, and (b) Optimized, 

specimens. The GEV curve was calculated from equation (6.2) for 𝑥𝑖 = −𝑦𝑖, where 𝑦𝑖  denote our 

values of tensile ductility (hence units of - %). Its magnitude thus represents an upper limit to the 

minimum tensile ductility expected in a group of 𝑚 specimens (abscissa). For comparison, 

experimental data points 𝑥𝑖 are plotted in ascending order. Note that only unique values of 𝑥𝑖 are 

considered (hence the upper limit of 60 observations). 95 % confidence intervals are shown as 

dashpot lines (CI: 95 %). 

6.4.2 Source of Variability in Tensile Ductility 

Fig. 6.7 plots the tensile ductility of a specimen against the size of the largest defect observed on its 

fracture surface; defects are classified as either porosity or non-metallic inclusions. A power-law 

relationship of the form, 𝑦 = 𝑎𝑥𝑏, was fitted to the overall data, as shown by the dashpot line in Fig. 

6.7. The power-law accurately captures the behaviour of the empirical data (coefficient of 

determination: 𝑅2 = 0.856) when the constants 𝑎 and 𝑏 take values of 7.77 and -0.302, 

respectively. From Fig. 6.7, it seems that inclusions ~0.75 mm in diameter have a similar effect on 

the tensile ductility as pores in the range of 0.96~1.60 mm. However, this is likely due to the 

location of these defects with respect to the specimen free surface, as opposed to the potency of 

the defects themselves—while pores typically congregate in the central core, non-metallic inclusions 

are often observed near to the specimen free surface. Strain localises more rapidly at surface defects 

and sub-surface defects compared to internal defects of an equivalent size [21]. Few oxides were 

observed on the fracture surfaces of the tensile specimens, and when they were observed they were 

relatively small in size; no other abnormalities were observed on the fracture surfaces. Based on 

these considerations, we infer that the observed variability in tensile ductility is related to variations 

in the size of pores and non-metallic inclusions, the origins of which we now discuss.  
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Fig. 6.7    Tensile ductility vs. maximum defect size (D). A power-law relationship is fitted to the 

overall data. 𝑅2 denotes the coefficient of determination.  

6.4.3 Origin of Non-Metallic Inclusions 

Oil-based lubricants are often applied to the plunger tip to prevent wear and seizure. The tribological 

performance of such lubricants rely on the formation of a low-viscosity film between the contacting 

surfaces. When liquid metal enters the shot chamber, it reacts with organic compounds contained in 

the plunger lubricant to produce gaseous phases [22] and a carbonaceous residue [23]—this 

pyrolysis presents itself as a flame emerging from the pouring hole. This residue may be entrained 

into the liquid during solidification processing, materializing as non-metallic inclusions in the residual 

microstructure. Variations in inclusion size may then depend on the rate of build-up, and the viscous 

forces that lead to detachment and breakage. 

EDX analysis—see insert of Fig. 6.4(b)—shows that these inclusions typically contain C, Na, S, Cl, K, 

and Ca. Due to its low atomic mass, the presence of C does not substantiate the pyrolysis 

hypothesis; C is also a common contaminant in electron microscopes. Let us, therefore, turn our 

attention to the heavier elements: Na, S, Cl, K and Ca. Petrochemical or synthetic based additives are 

often added to base stocks to impart additional properties to a lubricant. Extreme pressure additives 

enhance lubricity in high-pressure environments, and often contain compounds of S or Cl [24]. Other 

additives, such as surfactants and thickeners, are also used in commercial lubricants, and often 

contain compounds of Na, K and Ca [25]. To test the pyrolysis hypothesis, filling tests were 

performed by allowing the melt to solidify in the shot chamber with the plunger at rest. Large films, 

which closely resemble the non-metallic inclusions shown in Fig. 6.4(b), were identified on the 

surface of the solidified billets (Fig. 6.8). Hence, we propose that these non-metallic inclusions form 

during the pyrolysis of commercial plunger lubricants in the shot chamber. One might argue that the 
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aforementioned elements are also found in commercial foundry fluxes; however, no flux was used in 

the experiments. 

 

Fig. 6.8    Shot chamber filling tests performed to substantiate the pyrolysis hypothesis. Shown in (a) 

is a photograph of one such filling test sample, with a close up of the dashed region provided in (b). 

Large non-metallic inclusions, similar to that shown in Fig. 6.4 were observed on the surface of the 

solidified billets. 

6.4.4 Origin of Porosity 

Previously we found that a change in plunger kinematics may lead to a significant reduction in the 

maximum pore size; however, the average pore size remained relatively unchanged. We also 

attributed the observed variability in tensile ductility to variations in the size of these large pores. 

Fewer oxides are expected to accumulate in the casting under Optimized conditions (Fig. 6.9). 

However, no relationship was observed between the tensile ductility of a specimen and its position 

in the die. Furthermore, the average gas content is lower in the Optimized condition compared to 

the Baseline condition (Fig. 6.10). Although an increase in gas content would certainly expedite pore 

growth, it is unlikely that a small difference would have a significant effect. Moreover, one would 

expect the average pore size to also increase following an increase in the average gas content.  

An alternative explanation lies in the response of the semi-solid alloy to shear deformation. Once die 

filling is complete, a pressure of ~32 MPa is applied to the solidifying alloy to compress gaseous 

phases and to assist in the feeding of shrinkage strains. Previous studies [26–29] have shown that 
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metallic alloys at 64~93 % solid deform as near-cohesionless granular materials. The grains in a 

compacted granular assembly respond to compressive and shear loads by rearranging to form 

regions of contraction and dilation. Under compression, a pore will either contract or dilate 

depending on the solid fraction at which deformation occurs [26,27]. At low solid fractions, grains 

move towards one another, applying an external pressure on the pore, driving closure. At high solid 

fractions, grains are so densely packed that grain rearrangement leads to shear-induced dilation and 

pore growth. Kareh et al. [26] report a volumetric increase of ~622 % for a pore in an Al-Cu alloy 

deformed at 93 % solid. The maximum volumetric strain encountered during deformation increases 

with the initial solid fraction [26,27]. Furthermore, the melt temperature at the end of die filling is 30 

⁰C higher in the Optimized condition compared to the Baseline condition (Fig. 6.11). Thus, the 

change in plunger kinematics from Baseline to Optimized will lead to a decrease in the maximum 

volumetric strain encountered during semi-solid deformation. Dilatational strains are highly localised 

and time variant, and may lead to the formation of a new pore, or the sudden expansion of an 

existing pore. This dependency on the local microstructure may explain the seemingly random 

nature of pore formation in the HPDC process. This position is further supported by the grain size 

distributions in Fig. 6.5(c,d): a more uniform grain structure is expected to generate a more 

homogeneous strain field, thus reducing the scatter in pore size.  
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Fig. 6.9    Distribution of oxides in castings produced under Baseline (left) and Optimized (right) 

conditions. Oxides were predicted using the oxides indicator in ProCAST [15]. Simulation courtesy of 

Dr. Kun Dou. 

 

Fig. 6.10    Air entrainment in castings produced under Baseline (left) and Optimized (right) 

conditions. Air entrainment was predicted using the GAS model in ProCAST [15]. Simulation courtesy 

of Dr. Kun Dou. 
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Fig. 6.11    ProCAST simulations depicting melt temperature at the end of die filling for castings 

produced under Baseline and Optimized Conditions [15]. Simulation courtesy of Dr. Kun Dou. 

6.4.5 Representativity of the Baseline Process 

To ensure our findings are indeed representative of industry, fatigue specimens were machined from 

automotive components produced by HPDC. Various alloys were studied for samples produced by 

different suppliers. Crack initiating defects were identified via SEM fractography. Critical casting 

defects were identified as porosity, oxide films, and non-metallic inclusions—a representative BSE 

micrograph is shown in Fig. 6.12. Although, the Baseline process appears to be representative of 

industrial practice, oxides are more prominent in the automotive castings compared to Baseline 

samples. This is attributed to the increased geometric complexity of automotive components, and 

the use of sub-optimal melt handling procedures in commercial foundries (it is more difficult to 

control melt cleanliness in a commercial foundry than it is in a laboratory environment). As the 

suppliers cannot disclose their practices, we are unable to dismiss the use of foundry flux during 

casting.  

 

[This space intentionally left blank] 
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Fig. 6.12    Casting defects identified on the fracture surface of fatigue specimens machined from 

automotive components. Critical casting defects were identified as porosity, oxides, and non-

metallic inclusions. 

6.5 Summary 

In a prior work [15], the authors simulated the HPDC process using a finite element model developed 

under the ProCAST software platform; an optimum shot curve was derived based on predictions 

from the model. Here, a Baseline HPDC process is established that is representative of commercial 

foundry practice. The variability in tensile ductility, of specimens produced under these conditions, is 

attributed to variations in the size of large pores and non-metallic inclusions. It is proposed that 

these non-metallic inclusions form during the pyrolysis of commercial plunger lubricants in the shot 

chamber. 

The variability in tensile ductility is greatly reduced under Optimized conditions which is attributed to 

a significant reduction of the maximum pore size from 1.32 mm to 0.37 mm. We propose that these 

large pores derive from dilatational strains introduced during semi-solid deformation. The seemingly 

probabilistic nature of pore formation is thus attributed to variations in the local grain structure 

surrounding a liquid channel.  
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Chapter 7: Turbulent Breakup of Non-Metallic Inclusions and Equiaxed 

Crystals During Solidification of a Hypoeutectic Al-Si Alloy. 
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7.1 Introduction 

The breakup of bodies and aggregates suspended in a turbulent flow are important phenomena that 

influence many aspects of commercial casting processes. For example, in melt-conditioned direct-

chill casting the de-agglomeration and forced wetting of oxide inclusions (e.g. native MgO particles 

in Mg alloys [1]) creates copious nuclei for heterogeneous nucleation of solidification, which leads to 

grain refinement [2]. Breakup also plays a prominent role in die casting processes where defect-

forming suspensions, such as gas bubbles [3,4] and oxide films [5], are readily transported by the 

bulk-liquid flow. Such defects adversely affect the fracture properties of die-cast structures by 

introducing considerable scatter in the material response [6].  

The principal approach to controlling melt quality is to perform treatments on the liquid prior to 

solidification processing. These treatments typically involve the use of an external field to impart a 

force on the liquid, either directly by agitation [7,8] or indirectly through ultrasonic cavitation [9]. 

De-agglomeration, in both cases, takes place by a process of erosion, in which particulate matter 

detaches from the agglomerate surface in response to an external stress [9,10]. Extrinsic melt 

treatments may not always be appropriate for the solidification process, e.g. in HPDC the benefits of 

melt treatment are somewhat vitiated once the liquid is transferred into the shot chamber. Inside 

the shot chamber, some uncontrolled solidification takes place producing a multi-phase mixture 

consisting of up to 30 vol.% solid [11]. This multiphase flow—which carries an array of defect-

forming suspensions—is transported at high speeds through a narrow orifice system where it is 

subject to shear rates in the order of 104~105 s-1 [12]. Once die filling is complete, an intensification 

pressure of 30~100 MPa [12] is applied to the casting to assist in the feeding of shrinkage strains. 

The shear rates during die filling are of a similar magnitude to those found in melt-conditioning 

(105~106 s-1 [8]), where breakage has previously been evidenced [3,7,8]. This invites an obvious 

question: can we manipulate fluid flow in such a way as to encourage breakage during the 

transportation of liquid metals? 

An aggregate suspended in a turbulent flow is subject to a hydrodynamic stress that fluctuates 

intermittently [13]. Viscous forces act on external particles of the aggregate and propagate inwards 

through a series of inter-particle collisions, causing stress to accumulate in vulnerable branches of 

the aggregate [14]. When an aggregate is small, with respect to the Kolmogorov length scale, it 

rotates in the flow like a rigid body and no structural change is observed [15]. Breakup occurs when 

a turbulent oscillation is violent enough to generate an internal stress that exceeds the cohesive 

strength of the inter-particle bonds, releasing a small fragment of the aggregate into the liquid 
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[13,14,16–18]. For large aggregates, the breakage rate function is believed to follow a power-law 

relationship [13,17,19]: 

𝑑 ∝  𝛾̇eff
−𝑚, 

𝛾̇eff = √〈𝜀〉 𝑣⁄ , 

(7.1) 

where 𝑑 is the size of the aggregate and 𝑚 is the breakage exponent; 𝛾̇eff is the effective mean shear 

rate for the turbulent flow which is determined by the kinematic viscosity 𝑣 and mean kinetic energy 

dissipation rate 〈𝜀〉. Previous studies on aggregate breakage in solid-liquid [15,17,18] and liquid-

liquid [20] systems have demonstrated that particle disruption depends on the flow field intensity, 

the strength of the particle, and the particle residence time. In HPDC, several researchers posit that 

the shear rates during die filling are large enough to incite aggregate breakage [21], dendrite 

fragmentation [22] and bubble disintegration [4,21]—however, many of the ideas in these papers 

are incomplete. 

At present, an in-situ study of turbulent breakup in metallic alloy systems is not feasible. Liquid 

metals are opaque, preventing the use of optical techniques such as particle-tracking velocimetry. 

Moreover, synchrotron X-ray imaging does not meet the spatial and temporal requirements of such 

a study. The present contribution, therefore, infers the existence of breakage from the as-cast 

microstructure. HPDC samples are produced using two die geometries, which differ in the attainable 

levels of turbulent energy dissipation. X-ray tomography, machine learning, and electron backscatter 

diffraction (EBSD) mapping are used to quantify the size, shape and spatial distribution of inclusions, 

pores, and equiaxed grains in the residual microstructures. Numerical simulations of the HPDC 

process are performed in ProCAST (ESI Group) to quantify the three-dimensional flow field and to 

relate the derived quantities to breakage. We demonstrate that fluid flow can be manipulated in 

such a way as to encourage breakup, leading to significant improvements in both tensile strength 

and tensile ductility.  

7.2 Method 

LM24 alloy (8.09 % Si, 3.11 % Cu, 1.78 % Zn, 0.86 % Fe, 0.22 % Mn, 0.16 % Mg, and 0.04 % Ti) 

supplied by Norton UK was used as a base material. HPDC experiments were performed using the 

methodology outlined in Chapter 5. Fig. 7.1 presents the two die geometries used to produce ASTM 

standard [23] tensile specimens (gauge length and gauge diameter are 50 mm and 6.35 mm, 

respectively). The two dies differ in their choice of runner system: one adopts a traditional runner 
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system (TRS); the other employs a lean runner system (LRS), which aims to accelerate the liquid 

through a contractile flow. 

HPDC is a multiphysical process characterised by a range of complex, interrelated phenomena: 

solidification, turbulence and free surface behaviour to name a few. Analytical studies must 

therefore address all aspects of the HPDC process, from the initial pouring of liquid into the shot 

chamber to final solidification in the die cavity. Numerical simulations were performed in ProCAST 

using the methodology outlined in reference [24]. Fluid turbulence was described using a standard 

𝑘-𝜀 turbulence model described in references [25–27].  

 

Fig. 7.1    Die geometries used to produce ASTM standard tensile specimens: (a,b) the TRS geometry, 

which employs a conventional runner; and (c,d) the LRS geometry, which aims to accelerate the 

liquid through a flow constriction. Shown in (b) and (d) are side views of the TRS and LRS, 

respectively. 

7.3 Results 

7.3.1 Tensile Properties 

Fig. 7.2 presents the tensile properties of samples produced using the TRS and LRS casting 

geometries; 95 % confidence ellipses are shown for two-dimensional normally distributed data. 

Clearly, the flow constriction in the LRS leads to significant improvements in tensile strength (mean: 

+16 %) and tensile ductility (mean: +65 %); the increase in 0.2 % proof strength (mean: +10 %) is 

more modest in comparison. Similar observations have been reported by Gunasegaram et al. [21] for 

a wide range of melt velocities.  
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Fig. 7.2    Tensile properties and associated 95 % confidence ellipses for two-dimensional normally 

distributed data. Tensile tests were performed in the F temper. 

7.3.2 Inclusions 

Fig. 7.3 presents a three-dimensional visualisation of inclusions in the TRS and LRS samples, 

produced via X-ray tomography. Inclusion size was determined using the maximum Feret diameter 

method. Note: unless otherwise stated, future reference to particle size also implies use of the 

maximum Feret diameter method. Inclusions detected in the LRS sample are, on average, smaller 

than their TRS counterparts, with average diameters of 0.09 ± 0.03 mm (max. 0.37 mm) and 0.15 ± 

0.08 mm (max. 0.73 mm), respectively. While still significant, the difference in the means is modest 

compared to that of the maximum values. Fig. 7.3(c) presents the probability distributions of 

inclusion size for the two materials. Clearly, there is a marked difference in the tails of the two 

distributions. Inclusions in the LRS sample also possess a more compact morphology than those in 

the TRS sample, with an average compactness of 0.28 ± 0.12 and 0.20 ± 0.11 reported for each 

sample, respectively. Here, compactness refers to the ratio 𝑉𝑖 𝑉𝑠⁄ , where 𝑉𝑖 is the volume of the 

inclusion and 𝑉𝑠 the volume of its enclosing sphere. Values of compactness lie between zero and 

unity, with low values indicative of irregular morphology. Regarding the spatial distribution of 

inclusions, inclusions are more uniformly distributed in the LRS sample compared to the TRS sample. 

 

[This space is intentionally left blank] 
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Fig. 7.3    Three-dimensional visualisation of inclusions within each sample, produced via X-ray 

tomography: (a) TRS sample, (b) LRS sample, and (c) corresponding size distributions.  

7.3.3 Porosity 

Fig. 7.4 displays a three-dimensional visualisation of porosity in the TRS and LRS samples; 

corresponding size distributions are shown in Fig. 7.4(c). Although the mean pore sizes are relatively 

similar, there is a notable difference in the tails of the two distributions. For example, the average 

pore size is 0.08 ± 0.02 mm (max. 0.28 mm) for the TRS sample and 0.07 ± 0.04 mm (max. 0.40 mm) 

for the LRS sample. Pores in both samples are highly spherical, with average sphericities of 0.61 ± 

0.05 and 0.61 ± 0.07 reported for the TRS and LRS samples, respectively. This implies that most of 

these pores originate from gaseous sources as opposed to solidification shrinkage or dilatational 

strains [6]. Concerning the spatial distribution of pores, microporosity appears to concentrate 

towards the centreline flow, mimicking the shape of a conical screw. Moreover, the largest of these 

pores are randomly distributed in space, again implying gaseous origins: one would expect shrinkage 

porosity to congregate in the central core. 

 

 

[This space is intentionally left blank] 
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Fig. 7.4    Three-dimensional visualisation of porosity within each sample, produced via X-ray 

tomography: (a) TRS sample, (b) LRS sample, and (c) corresponding size distributions. 

7.3.4 Grain Structure 

Fig. 7.5 show inverse pole figure (IPF) maps superimposed on band contrast images obtained for the 

TRS and LRS samples, produced via EBSD mapping. The grain structure is shown to comprise both 

large dendritic primary 𝛼-Al1 grains solidified in the shot chamber and smaller globular-rosette 

primary 𝛼-Al2 grains formed in the die cavity. Although the primary 𝛼-Al1 grains are relatively similar 

in size, it appears that the flow constriction in the LRS leads to a significant refinement of the smaller 

primary 𝛼-Al2 grains. 

Fig. 7.5    Visualisation of grain morphology acquired via EBSD mapping. Shown are IPF maps 

superimposed on band contrast images obtained for the (a) TRS sample, and (b) LRS sample.  

7.3.5 Numerical Modelling 

Numerical simulations were performed in ProCAST to quantify the three-dimensional flow field and 

to relate the derived quantities to breakage. Fig. 7.6 compares the dissipation rate of turbulent 

energy 𝜀 along the flow path of the two die geometries. The flow constriction in the LRS leads to 

levels of 𝜀 that are an order of magnitude higher than in the TRS. Moreover, the melt is exposed to 
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this high-energy flow for a prolonged period in the LRS due to its increased pipe length. In both dies, 

the melt experiences high 𝜀 just upstream of the orifice system, the intensity of which varies with 

position—the initial jets quickly traverse the length of the die, reaching the far wall before filling 

back towards the orifice system, impeding the flow of newly arriving fluid [28]. In the TRS geometry, 

high levels of 𝜀 are also observed downstream of certain orifices, a phenomenon which is not 

observed in the LRS casting. This is attributed to the abrupt orifice design employed in the TRS 

geometry (Fig. 7.1(b)). In contrast, the LRS geometry employs a flow buffer (Fig. 7.1(d)) which aims 

to reduce turbulence prior to die filling.  

Fig. 7.7 shows the temperature of the liquid at the end of die filling. Note that the temperature of 

the melt in the LRS casting is below the liquidus temperature (614 ⁰C) of the alloy, which was 

calculated using a database supported by the ESI Group [27]. The same is not true for the TRS 

casting: the lean geometry employed in the LRS is shown to promote heat extraction leading to 

increased cooling rates. 

 

Fig. 7.6    Turbulent energy dissipation rate along the flow path of the TRS (left) and LRS (right) die 

geometries; numerical simulations were performed using ProCAST code. Courtesy of Dr. Kun Dou. 
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Fig. 7.7    ProCAST simulations depicting the melt temperature at the end of die filling, for the TRS 

(left) and LRS (right) die geometries. Courtesy of Dr. Kun Dou. 

7.4 Discussion 

7.4.1 Statistical Modelling of Extreme Values 

Although the average inclusion/pore sizes presented in Fig. 7.3 and Fig. 7.4 are relatively similar, 

there is a marked difference in the tails of the distributions. Accordingly, the generalized Pareto (GP) 

distribution was used to model tail data; a detailed description of the GP distribution is provided in 

Chapter 4. A suitable threshold 𝑢 was determined for each data set using the threshold stability 

property of the GP distribution. Parameter estimates were obtained by maximum likelihood 

estimation using the Statistics and Machine Learning ToolboxTM in MATLAB (Mathworks).  

7.4.2 Inclusions 

The GP distribution was used to model the upper tail of the inclusion size distributions shown in Fig. 

7.3(c). Parameter estimates for the fitted distributions are shown in Table 7.1. The threshold value 𝑢 

of the TRS distribution is significantly larger than that of the LRS distribution. There is also a notable 

difference in the tail behaviour of the two distributions. For example, the negative shape parameter 

𝜉 = −0.132 implies that the LRS distribution possesses a finite upper bound of ~0.49 mm. In 

contrast, 𝜉 → 0 indicates that the TRS distribution is boundless. The return level plots in Fig. 7.8 

exemplify this disparity. It is interesting to note that the 10th-observation return level 𝑋10 for the TRS 

distribution exceeds the upper bound of the LRS distribution. In fact, ~22 % of inclusions in the TRS 

Temperature at fill 
time [⁰C] 
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material are expected to be larger than the largest inclusion in the LRS material (the return period 𝑚 

associated with 𝑋𝑚 =0.49 mm is ~4.5 for the TRS distribution). 

Table 7.1    GP parameters used to model the upper tail of the inclusion size distributions shown in 

Fig.7.3(c). ξ, 𝜎̃, u, and 𝑋10 denote the shape parameter, scale parameter, threshold value, and 10th-

observation return level, respectively. 

 ξ –mean ξ – 95 % Confidence Intervals 𝝈̃ u 𝑿𝟏𝟎 (mm) 

TRS -0.032 [-0.169; 0.106] 0.064 0.406 0.548 

LRS -0.132 [-0.276; 0.012] 0.031 0.214 0.290 

 

 

Fig. 7.8    GP distributions (solid line) fitted to the (a) TRS and (b) LRS inclusion size distributions 

shown in Fig. 7.3(c). Shown are the 𝑚𝑡ℎ-observation return levels 𝑋𝑚 associated with a return 

period 𝑚. The dashed lines represent 95 % confidence intervals. For comparison, the experimental 

data points are plotted in ascending order. Note: the scale of the ordinate differs in (a) and (b).  

7.4.3 Porosity 

GP distributions were fitted to the pore size distributions shown in Fig. 7.4(c). Parameter estimates 

for the fitted distributions are provided in Table 7.2; return level plots are shown in Fig. 7.9. 

Although the threshold values 𝑢 are relatively similar, differences between the two distributions 

become more apparent as 𝑚 increases (as illustrated by the values of 𝑋10). Suppose these pores 

originate from gaseous sources, as per Section 7.3.3. It follows that the flow constriction in the LRS 

leads to an increase in pore size. Several researchers [4,21] assert the contrary, i.e. increased melt 

velocities lead to a decrease in pore size via the breakup of gaseous phases; however, these 

assertions assume that most of the gas bubbles are introduced prior to die filling. When a bubble is 

placed in a turbulent flow, it oscillates and deforms due to fluctuations of the local pressure 
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gradient. Breakage will occur when the kinetic energy transmitted by a turbulent oscillation is 

greater than the surface energy of the bubble [29]. Although the flow buffer employed in the LRS 

casting (Fig. 7.1(d)) aims to reduce turbulence just downstream of the orifice, an appreciable 

increase in 𝜀 is observed in the gauge length of the tensile specimens (Fig. 7.6). It is possible that 

either this 𝜀 is less than the critical value 𝜀𝑐𝑟𝑖𝑡 required for breakage, or that the filling times 

involved in HPDC (10~100 ms [30]) are too small to facilitate breakage inside the cavity. When 𝜀 <

𝜀𝑐𝑟𝑖𝑡, or when the particle residence time is too short, turbulence is expected to promote air 

entrapment and bubble coalescence, leading to an increase in pore size. 

Table 7.2    GP parameter estimates used to model the tails of the pore size distributions shown in 

Fig. 7.4(c). ξ, 𝜎̃, u, and 𝑋10 denote the shape parameter, scale parameter, threshold value and the 

10th-observation return level, respectively. 

 ξ –mean ξ – 95 % Confidence Intervals 𝝈̃ u 𝑿𝟏𝟎 (mm) 

TRS  0.103 [-0.074; 0.279] 0.017 0.109 0.166 

LRS -0.063 [-0.149; 0.024] 0.050 0.125 0.233 

 

 

Fig. 7.9    GP distributions (solid line) fitted to the (a) TRS and (b) LRS pore size distributions shown in 

Fig. 7.4(c). Shown are the 𝑚𝑡ℎ-observation return levels 𝑋𝑚 associated with a return period 𝑚. The 

dashed lines represent 95 % confidence intervals. For comparison, experimental data points are 

plotted in ascending order. 

7.4.4 Improvement in Mechanical Properties 

Significant improvements in tensile strength and ductility were obtained by promoting turbulence in 

the runner system—but what causes this improvement? Few oxides were observed on the fracture 

surface of the tensile specimens, and when they were observed they were relatively small in size. 
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Considering the return levels 𝑋10 obtained from the extreme value analysis, an increase in 𝜀 is 

accompanied by a significant decrease in inclusion size and a moderate increase in pore size. 

Additionally, in both materials the value of 𝑋10 obtained for the inclusion size distribution exceeds 

that obtained for the pore size distribution. This suggests that the observed improvement in tensile 

strength and tensile ductility is attributed to a refinement of large inclusions in the LRS.   

7.4.5 Gaussian Mixture Models 

Next, we discuss the mechanism by which inclusions are refined in the LRS. We begin by deducing 

the species of inclusions contained in the X-ray tomography data sets. The size and morphology of 

an inclusion will vary depending on the local thermal and hydrodynamic conditions. In an unstirred 

melt, these features will fluctuate about some mean value unique to that species of inclusion. As 𝜀 

increases, it is suspected that breakage will induce both refinement and morphological change, i.e. 

inclusions will become smaller in size and more compact in morphology.  

Clustering is a canonical problem in machine learning, in which query data is partitioned into groups, 

or clusters, based on similitude. In a Gaussian mixture model (GMM), clusters are modelled as a 

mixture of normal density components. The mixture density function is given by a weighted linear 

combination of the 𝑘-component densities [31]: 

𝐹(𝑥) =  ∑ 𝛼𝑖𝑓(𝑥 |𝜇𝑖 , Σ𝑖)

𝑘

𝑖=1

, 

𝑓(𝑥 |𝜇𝑖 , Σ𝑖) =
1

√(2𝜋)𝑛|Σ𝑖|
exp (−

1

2
(𝑥 − 𝜇𝑖)𝑇Σ𝑖

−1(𝑥 − 𝜇𝑖)), 

∑ 𝛼𝑖 = 1

𝑘

𝑖=1

 

(7.2) 

where 𝑥 is our 𝑛-dimensional feature vector and {𝛼𝑖, 𝜇𝑖 , Σ𝑖} denote the mixture weight, mean vector 

and covariance matrix associated with each component density 𝑓(𝑥 |𝜇𝑖 , Σ𝑖), respectively. 

Multivariate GMMs were fitted to the inclusion populations discussed in Section 7.3.2. A three-

dimensional feature vector 𝑥 was defined, with each row containing values for the diameter (D), 

compactness and mean grey value of a given inclusion; the mean grey value represents the 

attenuation of the X-ray beam averaged over all voxels of the inclusion. Parameter estimates for the 

GMM were obtained by expectation-maximization using the Statistics and Machine Learning 

ToolboxTM in MATLAB. Values of 𝑘 were determined empirically using the Akaike information 

criterion (AIC) and the Bayesian information criterion (BIC). Estimated AIC and BIC for the two 

inclusion populations are shown in Fig. 7.10 and support the case of 𝑘 = 3. In Fig. 7.11 each 
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inclusion is assigned to one of three clusters according to its posterior probabilities, i.e. the 

probability that the data point belongs to a given cluster. Each mixture component is equivalent to a 

three-dimensional normal distribution with mean vector 𝜇𝑖  and covariance matrix Σ𝑖, which may be 

visualised as an ellipsoid. 

 

Fig. 7.10    Estimated AIC and BIC for multivariate GMMs (k = 2,3,…8) fitted to X-ray tomography data 

obtained for (a) the TRS sample and (b) the LRS sample. A cross indicates that the expectation-

maximization algorithm failed to converge within 1000 iterations. A value of k = 3 was selected to 

prevent overfitting. 

 

Fig. 7.11    Multivariate GMMs (k=3) fitted to X-ray tomography data obtained for (a) the TRS 

sample, and (b) the LRS sample. The x, y, and z axes represent the diameter (D), compactness, and 

mean grey value of each inclusion identified by the VGDEFX algorithm. 
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7.4.6 Species of Inclusions 

So far, we have partitioned inclusions into three clusters based on their size, shape and attenuating 

behaviour. The question we wish to address is: what species of inclusions do these clusters 

represent? Consider the mean vector of each component in the TRS mixture model: 𝜇1 =

[0.0896 mm, 0.3010, 172.8], 𝜇2 = [0.1563 mm, 0.1549, 174.0], and 𝜇3 =

[0.2646 mm, 0.0883, 175.5]. Candidate inclusions must be of a comparable size to the mean 

diameter 𝜇𝑥 of the cluster; the morphology of these inclusions must also relate to the mean 

compactness 𝜇𝑦 of the cluster. Additionally, there must be enough atomic contrast between the 

inclusion and Al-matrix to produce a detectable increase in X-ray attenuation. The phase diagram 

(Fig. 7.12) presents two intermetallic phases as candidates: 𝛼-Al15(FeMn)3Si2 and 𝛽-AlFeSi. In HPDC, 

two-types of 𝛼-Al15(FeMn)3Si2 phase precipitate during solidification: primary 𝛼-Al15(FeMn)3Si2 phase 

forms in the shot chamber, exhibiting a polyhedral/Chinese script morphology (20~100 μm [32]); 

proeutectic 𝛼-Al15(FeMn)3Si2 phase forms in the die cavity, exhibiting a compact polyhedral 

morphology (3~20 μm [32]). The appreciable difference in size is due to the high cooling rates in the 

die cavity (500~1000 Ks−1 [33]) compared to that in the shot chamber (~10 Ks−1 [34]). Clearly, 

the proeutectic 𝛼-Al15(FeMn)3Si2 phase is outside the spatial resolution of the X-ray tomography 

scan. Furthermore, 𝛽-AlFeSi phases are rarely observed in the two materials (Fig. 7.13): this is 

attributed to the addition of Mn which acts to suppress the formation of 𝛽-AlFeSi [35]. 

 

 

Fig. 7.12    Phase diagram for HPDC LM24 alloy produced in PANDAT (CompuTherm LLC) using the 

PanAl2020 database (CompuTherm LLC) under equilibrium solidification conditions. Phase diagram 

courtesy of Dr. Feng Gao. 
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Fig. 7.13    Optical micrographs highlighting (a) 𝛽-AlFeSi phase, and (b) 𝛼-AlFeMnSi phases. Note that 

the distinction between 𝛽-AlFeSi and 𝛼-AlFeMnSi phases are based solely on the morphology of the 

intermetallic compounds and prior knowledge of the alloy system. 

Fig. 7.14    BSE micrographs of non-metallic inclusions observed on the fracture surface of tensile 

specimens from the TRS group. (a) large inclusion with irregular morphology. (b) fine, compact 

inclusions. The insert in (a) shows a representative EDX spectrum for these non-metallic inclusions.  

Large non-metallic inclusions are also present in both materials; representative micrographs of these 

inclusions are shown in Fig. 7.14. We discuss the origin of these non-metallic inclusions in Chapter 6. 

EDX analysis revealed that these inclusions typically contain C, S, Cl, K, and Ca—the latter two 

elements are of interest, as they fulfil the atomic contrast requirement for X-ray tomography. The 

fact that these inclusions contain K and Ca does not necessarily mean that they will be more 

attenuating than the aforementioned Fe-rich phases, particularly if these elements are diffusively 

distributed throughout the inclusion, or if the inclusions possess a film-like morphology. Comparing 

the mean grey values of each cluster, inclusions in Component-2 (174.0) and Component-3 (175.5) 

are, on average, more attenuating than those in Component-1 (172.8). However, a more notable 

difference lies in the spread of the mean grey values within each cluster. For example, Component-1 

and Component-2 both exhibit a wide range of mean grey values (150~180) within a relatively 
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small size interval (100~300 μm). Conversely, inclusions in Component-3 appear to attenuate in a 

more consistent manner, with the mean grey value observed to increase with an increase in 

inclusion size. This suggests that Component-3 represents a single species of inclusion, while 

Component-1 and Component-2 comprise a mixture of non-metallic inclusions and intermetallic 

phases.  

7.4.7 Influence of 𝜺 on Breakage 

Previously, we narrowed our candidate inclusions down to primary 𝛼-Al15(FeMn)3Si2 phase, 𝛽-AlFeSi 

phase, and non-metallic inclusions. Fig. 7.14 shows that these non-metallic inclusions vary 

significantly in both size (10~800 μm) and morphology (compact to highly irregular). Since high 

levels of 𝜀 are attained in both dies, breakage should be evidenced in both materials. From Section 

7.4.6, we deduce that Component-3 is composed entirely of large non-metallic inclusions. 

Additionally, we infer that Component-1 consists of primary 𝛼-Al15(FeMn)3Si2 phase solidified in the 

shot chamber and fine non-metallic inclusions. Component-2 is expected to comprise a mixture of 

fragmented non-metallic inclusions and 𝛽-AlFeSi phases. Comparing the mean vectors of the two 

mixture models (Fig. 7.11), the LRS is shown to produce a significant decrease in the mean diameter 

𝜇𝑥 and an increase in the mean compactness 𝜇𝑦 of all three clusters—an effect which is most 

notable in Component-3. Additionally, the probability density contours in Fig. 7.15 show that the 

peaks of the LRS mixture model also move towards a region of higher compactness and lower 

diameter compared to the TRS model. In fact, the number fraction of inclusions in Component-1 of 

the LRS mixture model (0.65) is approximately double that of the TRS mixture model (0.32).  

 

Fig. 7.15    Multivariate GMMs (k=3) fitted to X-ray tomography data obtained for (a) the TRS 

sample, and (b) the LRS sample. Shown is a projection of the three-dimensional model shown in Fig. 

7.11 with superimposed probability density contours. 
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Thus, increasing 𝜀 and/or the particle residence time leads to a significant refinement of non-

metallic inclusions and the production of small, compact particles. Since solidification conditions in 

the shot chamber were closely monitored, it is proposed that the production of fines is attributed to 

the breakup of non-metallic inclusions. This supposition is supported by the mean grey values 

observed in Component-1 (Fig. 7.11): while the number of inclusions with mean grey values in the 

range of 150~160 remains relatively constant, an increase in 𝜀 is accompanied by a significant 

increase in the number of inclusions with mean grey values in the range of 160~180. It is proposed 

that these non-metallic inclusions fragment in a manner that is analogous to the breakage of solid 

aggregates [15,17] and highly viscous droplets [20] suspended in a turbulent flow.  

7.4.8 Crystal Fragmentation 

There is a growing consensus that grain size distributions in HPDC microstructures are bimodal, i.e. 

they comprise a mixture of large dendritic 𝛼-Al1 grains (30~300 μm [36,37]) solidified in the shot 

chamber, and small globular-rosette 𝛼-Al2 grains (~10 μm [36,37]) solidified in the die cavity. 

Conversely, it is generally accepted that agitation of the liquid during solidification causes dendrite 

fragmentation, which leads to grain refinement and morphological change [38–42]. It has been 

suggested [22] that intensive shearing of the liquid during die filling expedites the fragmentation of 

primary 𝛼-Al1 crystals, leading to a high density of solid fragments in the liquid. If this is indeed the 

case, then surely grain size distributions in HPDC microstructures should be trimodal, rather than 

bimodal—they should comprise a mixture of primary 𝛼-Al1 grains, primary 𝛼-Al2 grains, and the 

fragmented dendrite arms of primary 𝛼-Al1 crystals. This postulate forms the basis of the following 

discussion. 

Fig. 7.16 presents grain size distributions corresponding to the IPF maps shown in Fig. 7.5. Grain size 

distributions are often observed to approximate a lognormal shape—a phenomenon which has 

previously been attributed to the time-dependent kinetics of random nucleation and growth 

processes [43]. Accordingly, the grain size distributions in Fig. 7.16 are presented on a logarithmic 

scale (i.e. 𝑥 = ln 𝐷, where 𝐷 is the maximum Feret diameter). Clearly, the grain size distributions are 

multimodal—an observation which is more pronounced in the TRS distribution than in the LRS 

distribution. Univariate GMMs were fitted to the two grain size distributions to identify 

subpopulations within each data set. Estimated AIC and BIC are shown Fig. 7.17, and support the 

case of 𝑘 = 3, indicating that both grain size distributions are trimodal. Although the flow field 

intensity appears to have a negligible influence on 𝜇1, an increase in 𝜀 is shown to produce a 

significant decrease in 𝜇3 (from 33.2 μm to 17.1 μm) and a modest decrease in 𝜇2 (from 12.5 μm to 

8.8 μm). Additionally, the number fraction of grains in Component-2 increases from 0.45 (TRS) to 

0.70 (LRS). This may be interpreted as the fragmentation of large primary 𝛼-Al1 grains (𝜇3) into more, 
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smaller crystals (𝜇2); in this framework 𝜇1 represents primary 𝛼-Al2 grains solidified in the die cavity. 

The observed refinement of 𝜇1 and 𝜇2 may be explained by considering the liquid temperature at 

the end of die filling (Fig. 7.7): higher cooling rates are attained in the LRS geometry than in the TRS 

geometry, which may further inhibit the growth of both primary 𝛼-Al2 grains and fragmented 𝛼-Al1 

crystals. 

 

Fig. 7.16    Univariate Gaussian mixture models (k=3) fitted to grain size distributions corresponding 

to (a) the TRS sample, and (b) the LRS sample; for comparison, a unimodal Gaussian is also shown. 

Grain size is presented as the natural logarithm of the maximum Feret diameter (i.e. ln D). 

 

Fig. 7.17    Estimated AIC/BIC for unimodal GMMs (k = 2,3,…,8) fitted to grain size distributions 

obtained for the (a) TRS and (b) LRS samples. A cross indicates that the expectation-maximization 

algorithm failed to converge within 1000 iterations. A value of k = 3 was selected corresponding to 

distinct minimums in AIC and BIC.     
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We may divide dendrite fragmentation mechanisms into two broad classes, depending on the 

driving force for breakage: those that rely on direct mechanical action of the hydrodynamic field to 

induce plastic bending and subsequent fragmentation [38,39]; and those that depend on the 

induced movement of solute-rich liquid to destabilise the solid relative to the liquid [41,44]. 

Although there is compelling experimental evidence that primary 𝛼-Al1 crystals bend plastically 

during HPDC [36], this is not necessarily evidence for a mechanical mode of breakage—how can we 

ascertain that crystal bending occurs prior to breakage, as opposed to during the intensification 

stage, when the solidifying alloy undergoes shear deformation with large compressive stresses? 

Previous studies based on synchrotron X-ray imaging [44] have demonstrated that the flow of inter-

dendritic liquid may destabilise the local temperature-concentration-curvature equilibrium, leading 

to dendrite root remelting. Adopting this framework, turbulent oscillations of the surrounding liquid 

would cause the local thermal and constitutional conditions to fluctuate intermittently, which may 

expedite the remelting process—the time scale of turbulence is likely to be smaller than that 

required for both thermal and constitutional equilibration.  

7.5 Summary 

1. Adopting a lean runner system can lead to significant improvements in both tensile strength 

(mean: +17 %) and tensile ductility (mean: +35 %). This improvement is attributed to a 

refinement of large non-metallic inclusions that originate from the pyrolysis of commercial 

plunger lubricants. 

2. X-ray tomography and machine learning are used to identify species of inclusions contained 

in HPDC samples produced with different flow field intensities. At high levels of 𝜀, large non-

metallic inclusions are broken down into more, smaller particles with a compact 

morphology. It is proposed that breakage occurs in a manner analogous to the rupture of 

colloidal aggregates and highly viscous droplets suspended in a turbulent flow. 

3. Under the observed experimental conditions, grain size distributions in HPDC 

microstructures are shown to be trimodal: they comprise a mixture of primary 𝛼-Al1 grains 

formed in the shot chamber, primary 𝛼-Al2 grains formed in the die cavity, and the 

fragmented dendrite arms of primary 𝛼-Al1 grains. Several fragmentation mechanisms are 

discussed, with a particular emphasis on the role of fluid turbulence.   
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Chapter 8: On the Relationship Between Internal Porosity and the 

Tensile Ductility of Aluminium Alloy Die-Castings 
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8.1 Introduction 

Previously, we identified porosity as one of the dominant sources of variability in tensile ductility, for 

die-castings produced under Baseline conditions (Chapter 6). Although we can reduce porosity by 

adjusting the kinematics of the plunger (Chapter 6), we cannot eliminate it completely. For the 

purpose of cost reduction and part consolidation, die-castings typically exhibit a high degree of 

geometric complexity, which results in a certain amount of porosity that is practically unavoidable in 

normal industrial castings [1–3]. As the dominant ductility limiting factor in hypoeutectic Al-Si-Mg 

alloys, porosity presents a major obstacle to the more widespread use of aluminium castings within 

the automotive industry, often responsible for the conservative safety coefficients used in 

component design [4]. To address this issue, further understanding is required before a quantitative 

relationship may be established between the casting integrity and the materials performance in 

tensile and fatigue. 

By performing three-dimensional in-situ tensile and fatigue tests using X-ray tomography and digital 

volume correlation, several studies have revealed the damage mechanisms of hypoeutectic Al-Si 

alloys [4–13]. It is widely accepted, that damage originates at various microstructural 

heterogeneities including eutectic Si particles and intermetallic phases. The nucleation of voids from 

these hard inclusions occurs by decohesion of the particle-matrix interface or by particle fracture, 

with the subsequent growth and coalescence of voids forming large cracks in the Al matrix [14]. By 

reducing the load-bearing area and localising strain, pores provide preferential crack initiation sites 

and accelerate the production of damage [1,2,10]. While there exists little to no correlation between 

the bulk porosity content and the reduction in tensile properties, the ductility and tensile strength 

are reported to decrease monotonically with an increase in the areal fraction of porosity observed 

on the fracture surface [1,2,15–18]. Accordingly, several researchers have attempted to relate the 

failure of die-cast metals to some measure of the areal fraction of porosity; whether determined by 

non-destructive evaluation or by coupling quantitative fractography with extreme value statistics 

[1,2,18–22].  

A tensile failure model, first presented by Ghosh and later developed by Cáceres and Selling, 

approximates the effects of multiple voids (𝐴𝑖) as a single geometric imperfection of equivalent area 

(𝐴𝑣 = ∑ 𝐴𝑖), located at the centre of an otherwise perfect specimen [1,2,23]. The geometry assumed 

in this model is illustrated in Fig. 8.1(i). Under uniaxial tension, the defective region yields first as a 

consequence of the reduced load-bearing area. The subsequent localisation of plastic flow results in 

the formation of an incipient neck around the local inhomogeneity. Following Ghosh’s model for the 

loss of mechanical stability in a deforming body, the rate of strain concentration can be described 
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considering the strain hardening ability of the material [23]. For a sample of initial cross-sectional 

area 𝐴𝑜 containing an imperfection of areal fraction 𝑓 = 𝐴𝑣/𝐴𝑜, axial load equilibrium requires: 

𝜎𝑣(1 − 𝑓)𝐴𝑜 exp(−𝜀𝑣) = 𝜎ℎ𝐴𝑜 exp(−𝜀ℎ)     
(8.1) 

 

where 𝜎𝑣, 𝜀𝑣 and 𝜎ℎ, 𝜀ℎ are the true stresses and true strains in the void containing region and in the 

homogeneous material respectively. By coupling (8.1) with the following constitutive equation, we 

may solve for 𝜀ℎ when 𝜀𝑣 reaches some critical fracture strain 𝜀𝑣
∗: 

𝜎 = 𝐾𝜀𝜂        
(8.2) 

 
where 𝐾 is a material constant, 𝜎 is the true stress, 𝜀 is the true strain, and 𝜂 is the strain-hardening 

exponent of the material. Substituting (8.2) into (8.1), we may relate the strain in the defective 

region to the homogeneous strain: 

𝜀𝑣
𝜂(1 − 𝑓) exp(−𝜀𝑣) = 𝜀ℎ

𝜂
exp(−𝜀ℎ)      

(8.3) 

 

Solving (8.3) allows the ductility of the sample to be determined by plotting 𝜀𝑣 against 𝜀ℎ  and noting 

the homogeneous fracture strain 𝜀ℎ
∗  attained when the ordinate reaches some critical fracture strain 

𝜀𝑣
∗, as illustrated in Fig. 8.1(ii). The tensile strength of the material 𝜎𝑓 may then be determined using 

(8.4), where 𝜎∗ is the true fracture strength of the ‘defect-free’ material obtained from 𝜎∗ = 𝐾𝜂𝜂, 

corresponding to Considéres criterion 𝜀 = 𝜂.  

𝜎𝑓 = 𝜎∗ [
𝜀ℎ

∗

𝜂
]

𝜂

        

(8.4) 

 

Clearly, the predicted fracture strain depends on the estimated values of f, 𝜂 and 𝜀𝑣
∗. Intuitively 

speaking, the predicted fracture strain depends on: the method used to characterise defects in the 

material; and the method used to describe the response of the material to plastic deformation. With 

regards to the former, an accurate measure of f can easily be obtained from the fracture surface of 

post-mortem specimens. However, when the location of fracture is unknown (i.e. prior to 

deformation) the estimation of f is not so trivial. The problem now becomes that of predicting which 

defects will be involved during tensile failure, and estimating the resultant value of f. By acquiring a 

non-destructive measure of f using X-ray tomography, and using this as input for the critical local 

strain model, Weiler et al. [24] were able to predict the location of fracture, the tensile fracture 

strain and the tensile fracture stress to within 8%, 22%, and 11% error, respectively. It is possible 

that this relatively high error stems from the axiom that fracture will occur on the tomographic plane 
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containing the maximum dimension of the largest defect. By considering the 3D volume as a 

sequence of independent 2D images, the authors effectively constrain the fracture path to a single 

elevation. Whilst this assumption might be accurate for defects which are highly spherical and/or 

small in comparison to the casting dimension, this is not the usually the case.  

The purpose of this contribution is to present a new characterisation technique that identifies which 

defects will be involved during tensile failure and captures their true 3D form. By alleviating the 

spatial constraints of its predecessors, the proposed technique is capable of estimating f with utmost 

precision. The practical implications of this improvement are demonstrated by coupling the 

proposed estimator with the critical local strain model to predict the tensile properties of Al-Si alloy 

die-castings containing natural casting defects. We opt to use gravity die-castings instead of pressure 

die-castings for two reasons: 

▪ Pores in gravity die-castings are much larger in size, and possess a more irregular 

morphology, than pores in pressure die-castings—this presents a limiting case that tests the 

capabilities of the proposed estimator. 

▪ Pores in gravity die-castings are large enough to be identified via macrotomography—this 

allows a relatively large number of tensile specimens to be examined within a reasonable 

time frame. 

 

Fig. 8.1    (i) Geometry assumed by the critical local strain model, in which the effects of multiple 

voids of area 𝐴1,𝐴2, … 𝐴𝑛 are approximated by a single spherical void of area 𝐴𝑣 = ∑ 𝐴𝑖 located at 

the centre of an otherwise perfect specimen. (ii) Curves derived from Eq.(8.3) showing the relation 

between strain in the void containing region and the homogeneous strain for different areal 

fractions of porosity (f). 
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8.2 Experimental Method 

8.2.1 Specimen Preparation 

A typical AlSiMnMg die-casting aluminium alloy (8 % Si, 0.4 % Mn, 0.3 % Mg) was used as a base 

material. The melt was prepared in a clay-graphite crucible (30 Kg charge) in an electric resistance 

furnace at 750 °C. The melt was degassed using a conventional rotary degassing unit (4 L/min at 350 

rpm for 10 min) and then manually poured at 680 °C into an ASTM B108 standard permanent steel 

mould [25], pre-heated to 460 °C. In total, 16 tensile specimens were produced, with dimensions 

shown in Fig. 8.2(i). The geometry of the casting mould in addition to the nominal flow of liquid 

metal is shown in Fig. 8.2(ii). To acquire the strain-hardening exponent 𝜂 and strength coefficient 𝐾 

required in (8.2), a ‘pore-free’ sample of dimensions equivalent to Fig. 8.2(i) was machined from the 

bottom region of a bespoke gravity die-casting shown in Fig. 8.2(iii); Fig. 8.2(iii) shows a prediction of 

shrinkage porosity in the ‘pore-free’ casting calculated using the POROS 1 module [26,27] in ProCAST 

(ESI Group).  

 

Fig. 8.2    (i) Specimen geometry (ASTM B108 [25]). (ii) Geometry of the mould used to produce 

tensile specimens (arrows indicate the nominal flow of liquid metal). (iii) Prediction of shrinkage 

porosity within the casting used to produce the ‘pore free’ specimen. Simulations were performed 

using the POROS1 module based on ProCAST code. Simulation courtesy of Dr. Kun Dou. 

8.2.2 X-ray Tomography and 3D Analysis 

X-ray inspection was carried out using a Y.CT Compact XL Mag computed tomography system 

(YXLON International; 450KV, 1mA), for which data acquisition and tomographic reconstructions are 

performed in parallel. An anisotropic voxel was defined, corresponding to a 2D pixel size of 133 µm 

and an interstitial spacing of 200 µm. The VGSTUDIO MAX software suite (Volume Graphics GmBH) 

was used to visualise and analyse the 3D volumes. An iterative local surface determination was 
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performed to define outer boundaries of the material volume whilst compensating for local 

fluctuations in grey value. Pore descriptors (relating to size, shape and location) were obtained using 

the VGDEFX void and inclusion analysis module by Volume Graphics Inc.  

To identify a suitable size descriptor, two methods were used to predict the location of tensile 

fracture (defined here as the longitudinal distance from the bottom of the gauge section) and then 

compared to the actual location of fracture. In the first method, the location of fracture was 

predicted to occur on the tomographic plane corresponding to the centroid of the pore with the 

largest Feret diameter (Diameter). The second method utilizes a similar approach to that of Weiler et 

al. [24], in which fracture was assumed to occur on the tomographic plane containing the maximum 

projected area of porosity in the tensile direction (Proj. Area). A visualisation of these two methods 

is shown in Fig. 8.3(i). 

The Diameter and Proj. Area methods may also be used to estimate the areal fraction of porosity 

fDiameter and fProj.Area involved during failure: by evaluating f on the transverse plane coincident with 

the corresponding fracture locations. However, considering the inherently complex morphology of 

an interconnected shrinkage pore, it seems unreasonable to assume that its maximum projected 

area will lie exactly on one of the tomographic planes. Hence, acquiring a measure of f using the 2D 

images alone will likely result in an underestimate of the true value.  

To overcome these spatial constraints, a new estimator (Z-Project) is presented, in which the series 

of images within a specified range are superimposed to estimate the maximum value of f within the 

three-dimensional sub-volume (Fig. 8.3(ii)). To achieve this, each tomographic dataset is imported as 

an image sequence into the Fiji image post-processing software based on ImageJ [28]. The 

tomographic plane containing the maximum projected area of porosity is then defined as a starting 

position for the image superposition (i.e. Proj. Area). From this plane, the sequence of images within 

a search distance of ±√𝑎𝑟𝑒𝑎/2 are examined to identify extensions of the projection in the 

transverse plane of the main defect along the principle stress axis; where √𝑎𝑟𝑒𝑎  (square root of the 

area of the defect projected in the direction of principle stress) is selected as a representative 

dimension of length due to its relation with the maximum stress intensity factor along a 3D crack 

(i.e. 𝐾𝐼𝑚𝑎𝑥
∝  (√𝑎𝑟𝑒𝑎)1/2) [29,30]. The minimum intensity of each pixel within this sub-sequence is 
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then superimposed onto a single plane and the areal fraction of porosity measured from the 

generated image (fZ-Project). 

 

Fig. 8.3    (i) 3D visualisation of internal porosity within the tensile specimen, showing the location of 

fracture predicted using the Diameter and Proj. Area methods respectively. (ii) Overview of Z-Project 

methodology, highlighting the starting position (Proj. Area) in addition to the upper and lower limits 

of the image superposition. 

8.2.3 Mechanical Properties and Fracture Characterization 

Following X-ray inspection, tensile tests were performed at room temperature using an Instron 5500 

universal electromechanical testing system equipped with a 50 kN load cell, in accordance with 

ASTM standard E8/E8M [31]. Post-mortem tensile specimens were examined to identify the true 

location of fracture, with the areal fraction of porosity on the fracture surface obtained via 

quantitative fractography. The location of fracture was determined by the average distance from the 

bottom of the gauge section to the plane defined by several symmetric points along the lateral 

fracture surface, in a similar manner to that described in references [32,33]. 

8.2.4 Critical Local Strain Model 

To describe the strain-hardening behaviour of the material, values of 𝐾 and 𝜂 were acquired from 

the true stress-strain curve of the ‘pore-free’ sample. Equation (8.3) was then solved numerically in 

MATLAB (Mathworks Inc.) and the homogenous strain 𝜀ℎ  plotted against the strain in the void 

containing region 𝜀𝑣. A critical fracture strain 𝜀𝑣
∗ was defined to denote failure in the void containing 

region, as determined by the ductility of the ‘pore-free’ sample (i.e. when f = 0, 𝜀𝑣
∗ = 𝜀ℎ

∗  ). For f ≠ 0, 

strain concentrates in the void containing region and 𝜀𝑣
∗ > 𝜀ℎ

∗ . In this case, the ductility of the sample 
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is determined by the value of 𝜀ℎ  attained when 𝜀𝑣 = 𝜀𝑣
∗. This concept is illustrated by the dashed 

lines in Fig. 8.1(ii) for the hypothetical case 𝜀𝑣
∗ = 0.06 and f = 0.05.  

8.3 Results  

8.3.1 Characterisation of Internal Porosity 

Fig. 8.4 depicts a three-dimensional visualisation of porosity within the gauge length of the tensile 

specimens, obtained via X-ray tomography. In agreement with the underlying assumption of the 

critical local strain model, fracture is likely to be dominated by the presence of a single macropore or 

a condensed cluster of pores covering, in both cases, a sizeable fraction of the cross-sectional area. 

Pore morphology has also been found to play an important role in the distribution of strain. Stress 

concentrations induced by shrinkage cavities of an interconnected and tortuous nature have proven 

to be more severe than those of near-spherical gas pores of an equivalent size [9,11,34]. Sphericity, 

which relates the surface area of a particle or void to the surface area of a perfect sphere of 

equivalent volume, is commonly used to characterise the morphology of a particle or void [7,35]. In 

Fig. 8.5, the sphericity of each pore is plotted against its maximum Feret diameter. Pores of 

sphericity greater than 0.4 were assumed to originate from gaseous sources, whilst those of 

sphericity below 0.4 were attributed to solidification shrinkage or oxide films. From the 648 pores 

analysed by the VGDEFX algorithm, a quasi-logarithmic relationship was obtained between the 

sphericity and maximum Feret diameter. 

 

Fig. 8.4    3D visualisation of porosity within the gauge length of tensile specimens obtained via X-ray 

tomography. Each connected pore is designated a colour based on its sphericity. Pores of sphericity 

greater than 0.4 were believed to originate from gaseous sources, whilst those of sphericity below 

0.4 were attributed to solidification shrinkage or oxide films. 
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Fig. 8.5    Relationship between sphericity and maximum Feret diameter. Pores of sphericity less 

than 0.4 are attributed to solidification shrinkage or oxide films, whilst those of sphericity greater 

than or equal to 0.4 are believed to originate from gaseous sources.  

8.3.2 Fracture Location 

In Fig. 8.6 the fracture locations predicted using the Diameter and Proj. Area approaches are plotted 

against the actual location of fracture measured after tensile testing. Least squares linear regression 

fittings are also included in the graph, with the corresponding coefficient of determination (R2) 

provided for each method. Predictions based on the Proj. Area method clearly surpass their 

Diameter method counterparts, with average errors of 5 % (max. 18 %) and 15 % (max. 75 %) 

reported for each method respectively. It follows then, that the maximum projected area of a pore 

in the tensile direction is a superior size descriptor than the maximum Feret diameter. An example of 

this difference is also shown in Fig. 8.3(i), for which failure was observed to occur not at the pore 

with the largest Feret diameter but instead at a smaller pore with a larger projected area in the 

transverse plane. These findings are in strong agreement with previous reports describing a quasi-

linear relationship between the tensile fracture strain and the projected area of the largest defect 

observed on the fracture surface [16,17]. 
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Fig. 8.6    Comparison between the true fracture location and those predicted using the Diameter 

and Proj. Area methods respectively. Linear fittings and corresponding R2 coefficients are also 

included to compare the predictability of both methods. 

8.3.3 Areal Fraction of Porosity 

Fig. 8.7(i-iii) presents a visual representation of the areal fraction of porosity estimated using the 

Diameter, Proj. Area, and Z-Project methods respectively, with the actual fracture surface shown in 

Fig. 8.7(iv). One might expect predictions based on the Diameter approach to highly depend on pore 

morphology, as the maximum Feret diameter considers only the largest dimension of the defect 

without regards to the principle stress axis. Accordingly, the image produced using the Diameter 

approach is shown to drastically underestimate the true areal fraction of porosity. While there are 

distinct similarities between the image produced using the Proj. Area method and the actual fracture 

surface, it is evident that the true fracture path transcends the tomographic plane, and traverses 

multiple elevations. In contrast to this, the Z-Project method provides an excellent measure of the 

areal fraction of porosity, with the superimposed image closely resembling the actual fracture 

surface. Fig. 8.8 presents a quantitative comparison between the values of f estimated using the 

three prediction methods and the true areal fraction of porosity measured from fracture surface. For 

the majority of samples, the Diameter and Proj. Area methods produce an underestimate of f. The 

only exception to this was the value of f estimated for Sample-4 (marked with a star symbol in Fig. 

8.4, Fig. 8.5 and Fig. 8.8) using the Proj. Area method, for which failure was observed to occur at a 

highly spherical gas pore. 
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Fig. 8.7    Areal fraction of porosity estimated for a representative sample using the (i) Diameter, (ii) 

Proj. Area, and (iii) Z-Project methods respectively. For comparison, the actual fracture surface is 

provided in (iv). Here, green lines denote the outer boundaries of each defect. 

 

Fig. 8.8    Comparison between the true areal fraction of porosity, f, and those estimated using the 

Diameter, Proj. Area, and Z-Project methods respectively.  
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8.3.4 Mechanical Properties 

The measured tensile properties of the die-cast Al8SiMnMg alloy samples are shown in Fig. 8.9(i). 

Note that all tensile tests were performed in the F temper. The 0.2% proof strength appears to be 

relatively unaffected by changes in porosity, with an average value of 101.1 ± 4.8 MPa. In contrast to 

this, a high degree of variability is observed for the tensile strength and the tensile ductility, with 

average values of 175.1 ± 20.2 MPa and 2.3 ± 1.1 % respectively. This relatively high variability in 

mechanical properties results from variations in the size and spatial distribution of casting defects 

within each sample, as will be discussed later. A power-law relation was observed between the 

ductility and tensile strength, as would be expected from a material that exhibits strain-hardening 

behaviour. 

Conventionally, the parameters 𝐾, 𝜂 and  𝜀𝑖
∗ are derived from the maximum fracture strain recorded 

in a large series of tensile tests. The assumption is that for a sufficiently large sample size (e.g. 1000 

samples [24]), the maximum strain is likely to approach that of a defect-free material. However, this 

induces significant cost and should be avoided when possible. In this study, we opt to obtain values 

of 𝐾, 𝜂 and  𝜀𝑣
∗ from a single ‘pore-free’ specimen machined from the custom-made gravity die-

casting shown in Fig. 8.2(iii). X-ray tomography confirmed that no pores could be detected inside the 

machined specimen. Shown in Fig. 8.9(ii) is the true stress-strain curve used to obtain the strength 

coefficient 𝐾 and strain-hardening exponent 𝜂 of the ‘pore-free’ material (f = 0). Using this 

approach, values of 𝐾 = 341  and 𝜂 = 0.164 were obtained by fitting data in the plastic region to 

equation (8.2). For comparison, the true fracture strain and true fracture stress of the ASTM 

specimens (f > 0) are also plotted in Fig. 8.9(ii). Clearly, the points for f > 0 fall along the curve for f = 

0, suggesting that the strain-hardening behaviour of the material is adequately described by the 

‘pore-free’ specimen.  
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Fig. 8.9    (i) Tensile properties of the Al8SiMnMg alloy die-castings acquired from the engineering 

stress-strain curves of each sample. (ii) True stress strain curve of the ‘pore-free’ sample (f = 0) used 

to acquire the values of 𝐾, 𝜂 and  𝜀𝑣
∗ required of the critical local strain model. Also shown are the 

true fracture strain and true fracture stress for each of the tensile specimens (f > 0). Tensile tests 

were performed in the F temper. 

8.3.5 Critical Local Strain Model 

Using the methodology outlined in Section 8.2.4, a critical fracture strain 𝜀𝑣
∗ = 0.096 was defined to 

denote failure in the void containing region. The homogeneous fracture strain 𝜀ℎ
∗  was then 

determined by the value of 𝜀ℎ attained when 𝜀𝑣 = 0.096 for a given value of f: this concept is 

illustrated in Fig. 8.1(ii) for the hypothetical case of 𝜀𝑣
∗ = 0.06 and f = 0.05. The tensile fracture stress 

was then calculated for each value of 𝜀ℎ
∗  using equation (8.4). Equations (8.3) and (8.4) were solved 

numerically in MATLAB for a range of f, with the predicted fracture strain and fracture stress plotted 

as a function of f, as shown in Fig. 8.10(i) and Fig. 8.10(ii) respectively. For comparison, the 

experimental data points obtained from the tensile tests are also included. Clearly, the critical local 

strain model can predict the tensile fracture strain and tensile fracture stress to a reasonable degree 

of accuracy, with average errors of 4.5 % (max. 8.9 %) and 3.9 % (max. 8.3 %), respectively.  
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Fig. 8.10    Comparison between the predicted and measured tensile fracture strain (i) and tensile 

fracture stress (ii). For the experimental data points the fracture properties obtained via tensile 

testing are plotted against the corresponding value of f measured on the fracture surface. 

8.4 Discussion 

8.4.1 Statistical Analysis of Defect Size 

The extremal types theorem allows one to make inference on the probability of low-frequency, high-

severity events based on limited data. Methods based on the statistics of extremes are used within 

the material science and engineering community to study variability in mechanical properties, 

particularly in modern durability (fatigue) analysis where statistical relationships are often established 

between the defect size distribution and the variability in fatigue life [36]. In contrast to this, such 

techniques are rarely used to relate the probability distribution of defect size to the variability in 

tensile ductility [16].  

The GEV distribution is used to approximate the limiting distribution of the maxima of defect size; a 

detailed description of the GEV distribution is provided in Chapter 4. We use the block maxima 

approach to sample our data. In block maxima, the observation period is divided into a series of sub-

domains with only the maximum observation within each sub-domain considered in the analysis (i.e. 

𝑧𝑛 = max {𝑋1, … 𝑋𝑛}). Accordingly, the largest defect within each specimen was identified and its 

value of √𝑎𝑟𝑒𝑎 used in the subsequent analyses. Within MATLAB, GEV parameters were obtained by 

maximum likelihood estimation. The empirical CDF was then computed using the Kaplan-Meier 

estimator; 95 % confidence intervals were evaluated using Greenwood’s formula. Parameter 

estimates and 95 % confidence intervals are provided in Table 8.1. Fig. 8.11(i) presents a visual 

comparison between the empirical CDF and the GEV CDF computed using the parameter estimates in 

Table 8.1. Since the entire 95 % confidence interval of ξ lies in the negative range, we may conclude 
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that the limiting distribution of maxima follows a Weibull distribution. In a similar study, Teng et al. 

[16] found ξ = 0 to lie within the 95 % confidence range, suggesting that the pore size distribution in 

an Al-Si alloy low pressure die-casting may be mathematically described by all three families. The 

authors reasoned that subject to physical considerations, the Weibull distribution was most 

appropriate due to its finite upper bound 𝜇′. While defects in this study were characterised using X-

ray tomography, the pore size distribution studied by Teng et al. [16] was acquired from 2D images of 

the fracture surface. It is possible that the observed differences in ξ arise from this difference in 

measurement technique—in the present contribution, pore size measurements were acquired prior 

to deformation. 

Table 8.1    Limiting distribution of the maxima of defect size. Shown are the GEV parameter 

estimates and corresponding 95 % confidence intervals. 

 

 

 

 

Fig. 8.11    Limiting distribution of the maxima of defect size. (i) Comparison between the empirical 

CDF and the GEV CDF computed using the parameter estimates in Table 8.1. Here LCB and UCB refer 

to the lower and upper 95 % confidence bounds of the empirical distribution respectively. (ii) Return 

level plot for the block maxima data. Here, the mth-observation return level represents a lower 

bound to the maximum defect size expected in a group of m specimens. 

Fig. 8.11(ii) presents a return level plot for the fitted model; a detailed description of return levels 

and return periods is provided in Chapter 4. Regarding the quality-of-fit, the fitted model provides a 

reasonable approximation of the empirical quantiles. For simplicity, the lower and upper bounds of 

the fitted curve were computed using the 95 % confidence intervals for the parameter estimates (𝜉, 

σ, 𝜇). Here, we simply wish to illustrate the relation between 𝜉 and 𝑧𝑝 as the return period tends to 

ξ - Mean  ξ – 95 % Confidence Intervals σ 𝝁 σ’ 𝝁′ 

-0.473 [-0.843,    -0.102] 0.847 3.150 1.791 4.941 
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infinity. The negative shape parameter 𝜉 results in a return level curve which exhibits concavity and 

approaches some upper limit 𝜇′ at large return periods. Physically, this implies that the maximum 

defect size observed in an infinite number of tensile specimens is expected to converge towards 

some finite value 𝜇′.  

8.4.2 Statistical Analysis of Tensile Properties 

This section discusses the application of the GEV function to estimate the limiting distribution of the 

minima of fracture stress and fracture strain. Here, we shall focus on the probability distribution of 

true stress and true strain, as these are the quantities predicted by the critical local strain model. 

With regards to sampling, we opt to use the block minima approach. In this case, the minimum 

observation within each sub-domain is stored instead of the maximum value (i.e. 𝑧̃𝑛 =

min{𝑋1, … 𝑋𝑛}). A duality exists between the limiting distributions of minima and maxima such that 

the former may be determined by modelling the latter for 𝑧̃𝑛 = −𝑧𝑛 (i.e. small values of 𝑋𝑖  

correspond to large values of −𝑋𝑖) [37]. For the sake of computational efficiency, the GEV 

parameters and 95 % confidence intervals were determined using the methodology outlined in 

Chapter 4 for 𝑧̃𝑛 = −𝑧𝑛, with the sign correction 𝜇̃ =  − 𝜇 (Table 8.2). Fig. 8.12(i,ii) compares the 

empirical CDF and the GEV CDF obtained for the probability distribution of true strain and true stress 

respectively. Regarding the distribution of true strain, the entire 95 % confidence interval of ξ lies in 

the negative range, thus we conclude that the limiting distribution of minima follows Weibull. 

Interestingly, ξ = 0 lies within the 95 % confidence range for the distribution of true stress, 

suggesting that the probability distribution may be mathematically described by all three families. 

Following the rational of Teng et al. [16], we will discuss the physical implications of the three 

distributions with regards to their respective tail behaviours. If we consider the upper bounds of the 

95 % confidence range (i.e. ξ > 0), the Fréchet distribution predicts a negative lower bound of 𝜇̃ = -

175.1 MPa. Here, a negative threshold has no physical meaning and usually indicates a mixture of 

probability distributions [36]. According to equation (8.4), the diminution of tensile strength results 

from the reduction in tensile strain. As there is no indication of a mixed distribution for the case of 

tensile strain, we have opted to disregard this possibility. Furthermore, although the upper bound of 

ξ lies in the positive range, one could equally say that the positive value ξ = 0.092 in fact suggests a 

Gumbel distribution (i.e. 𝜉 → 0). Considering the return level plot in Fig. 8.12(iv), the curve clearly 

exhibits some degree of concavity, again suggesting that the distribution follows Weibull. Since it is 

of practical interest to identify a statistical lower bound to tensile strength, the Weibull distribution 

is preferred to the Gumbel distribution, as the return level curve converges to a finite value 𝜇̃′. It 

follows then, that the presence of defects following a Weibull distribution (maxima) results in tensile 

fracture properties that also follow a Weibull distribution (minima): the causal relationship between 
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the two factors is demonstrated in Fig. 8.10, with the maximum defect size assumed to contribute to 

the region of maximum f. 

Table 8.2    Limiting distributions of the minima of true stress and true strain. Shown are the GEV 

parameter estimates and corresponding 95 % confidence intervals. 

 ξ -mean ξ – 95 % Confidence Intervals σ 𝝁̃ σ' 𝝁̃′ 

True Strain -0.538 [-0.937,    -0.138] 0.012 0.026 0.022 0.047 

True Stress -0.356 [-0.804,    0.092] 22.29 186.4 62.59 249.0 

 

 

Fig. 8.12    Limiting distribution of the minima of true strain (i,iii) and true stress (ii,iv). Shown is a 

visual comparison between the empirical CDF and the GEV CDF (i,ii) and the corresponding return 

level plots for the block minima data (iii,iv). 

8.4.3 Improved Prediction of Mechanical Properties 

This section concerns the predictive capability of the critical local strain model when coupled with 

the values of f estimated via X-ray tomography. Fig. 8.13 presents a comparison between the 

predicted and experimental tensile fracture properties. Predictions based on the Z-Project method 

clearly exhibit superior accuracy with respect to the Diameter and Proj. Area methods. In Table 8.3, 

the average and maximum errors associated with the prediction of f, 𝜀 and 𝜎 are provided for each 
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of the three estimators. It is apparent that an improved measure of the areal fraction of porosity is 

accompanied by a reduction in predictive error. Accordingly, we will focus our discussion to the 

aptitude of the three methods in the estimation of f, as this controls the values predicted for the 

other two quantities. Here, it is useful to draw comparisons from the study of Weiler et al. [24], in 

which the pores analysed by the authors were much smaller and more regularly shaped (fmax ≈ 0.06, 

Spherictymin ≈ 0.48) than those analysed in this study (fmax = 0.29, Spherictymin = 0.21). It is interesting 

to note that, for the case of ε, the predictive error of the Proj. Area method observed in this study 

(95.2 %) is substantially larger than that reported by Weiler et al. (22 % [24]). We may infer, then, 

that for large values of f, the probability that the fracture plane will deviate from the transverse 

plane increases as the sphericity of the pore decreases. Consequently, the predictive error of 

conventional two-dimensional methods (i.e. Diameter, Proj. Area) also increases with decreasing 

sphericity. By alleviating the aforementioned spatial constraints, the Z-Project method is capable of 

estimating f to a superior degree of accuracy, regardless of how large or irregularly shaped these 

defects might be. This is confirmed by the similarity between the maximum error of the Z-Project 

method (fracture strain: 10.9 %, fracture stress: 8.9 %) and the maximum error obtained for the 

critical local strain model (fracture strain: 8.9 %, fracture stress: 8.3 %). 

Despite the strong agreement between the Z-Project and baseline predictions, there is still room for 

improvement within the bounds of the existing model. The observed error is likely attributed to the 

upper and lower bounds considered for the image superposition (±√𝑎𝑟𝑒𝑎/2). To further improve 

the characterization technique, a quantitative relationship may be established between the spatial 

clustering of defects and the interaction of their mechanical fields, thus enabling a more rational 

upper and lower bound to be determined for the image superposition. This will further improve the 

accuracy of the proposed estimator. 

Table 8.3    Average and maximum (parenthesised) errors associated with the prediction of f, ε, and 

σ for the Diameter, Proj. Area and Z-Project methods respectively.  

 Average Predictive error [%] 

 Diameter Proj. Area Z-Project 

Areal fraction of porosity, f 63.3 (90.0) 43.3 (66.7) 5.00 (11.8) 

True fracture strain, ε 180 (626) 95.2 (242) 6.22 (10.9) 

True Fracture stress, σ 18.4 (45.4) 12.2 (33.5) 4.11 (8.9) 
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Fig. 8.13    Tensile fracture properties predicted using the critical local strain model using values of f 

obtained via the Diameter, Proj. Area, and Z-Project methods respectively. Here the predicted values 

of the (i) true fracture strain ε, and (ii) true fracture stress σ, are plotted against the experimental 

values obtained via tensile testing. 

8.5 Conclusions 

i. A new estimator (Z-Project) is presented that can predict the areal fraction of porosity 

involved during tensile failure to a high degree of accuracy, surpassing that of previous 

methods. 

ii. By coupling the Z-Project method with an existing model for the development of plastic 

instabilities, the true fracture strain and true fracture stress were predicted to within 

10.9 % and 8.9 % error, respectively. This fares extremely well against its predecessor, 

for which maximum errors of 242 % and 33.5 % were reported for the fracture strain and 

fracture stress, respectively. The substantial difference in error was attributed to the 

misalignment of the fracture plane with respect to the transverse plane, which is 

expected to become more severe with increasing pore size and decreasing pore 

sphericity. This misalignment is captured by the Z-Project estimator but is neglected in 

conventional approaches.  

iii. The GEV function was used to model the upper tail of the defect size distribution. It was 

found that the limiting distribution of the maxima of defect size was best described by a 

Weibull distribution. It follows that the presence of defects following a Weibull 

distribution result in tensile fracture properties that also follow a Weibull distribution. 

This presents the opportunity to determine a finite upper bound for the maximum 

defect size, and thus a finite lower bound for the tensile fracture properties. 
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Chapter 9: Concluding Remarks 
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9.1 Conclusions 

To conclude, porosity and non-metallic inclusions are the primary sources of variability in tensile 

ductility (for die-cast specimens produced under Baseline conditions). We propose that these non-

metallic inclusions form during the pyrolysis of commercial plunger lubricants, and that these large 

pores derive from dilatational strains introduced during semi-solid deformation. The seemingly 

probabilistic nature of pore formation is thus attributed to variations in the local grain structure 

surrounding a liquid channel. By changing the kinematics of the plunger, one can greatly reduce the 

variability in tensile ductility. This improvement is attributed to a significant reduction in the 

maximum pore size (from 1.32 mm to 0.37 mm), which in turn is related to the extent of heat loss in 

the shot chamber. 

Next, we consider the breakup of defect-forming suspensions during the transportation of liquid 

metals. In a turbulent flow, large non-metallic inclusions are broken down into more, smaller 

particles with a compact morphology. This refinement leads to significant improvements in tensile 

strength (mean: +17 %) and tensile ductility (mean: +35 %). An increase in turbulent kinetic energy is 

also accompanied by a refinement of large dendritic crystals formed in the shot chamber. We 

attribute this refinement to the fragmentation of incipient grains due to turbulent oscillations of the 

surrounding liquid.  

Finally, we present a novel technique—based on X-ray tomography and digital image processing—to 

predict the areal fraction of porosity involved during tensile failure. By coupling this estimator with 

an existing model for the development of plastic instability in a deforming body, we predict the 

tensile fracture strain and tensile fracture stress to within 10.9 % and 8.1 % error, respectively. This 

fares well against its predecessor, for which maximum errors of 242 % and 33.5 % were reported for 

the fracture strain and fracture stress, respectively.  

Despite its shortcomings, this thesis provides a solid foundation for future work to build upon. It 

unmasks the underlying cause of variability in the HPDC process, and identifies useful phenomena 

for technological development. Furthermore, it establishes a quantitative relationship between the 

casting integrity and the materials performance in monotonic tension, enabling materials engineers 

to produce more informed safety factors for component design. This will assist in vehicle 

lightweighting and the reduction of green gas emissions. 

9.2 Suggestions for Future Work 

“It is a commonplace in academic circles to say that any good doctoral thesis throws up more 

questions than it solves”—Brian Cantor [1]. While I am unable to comment on the quality of this 
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thesis, it certainly presents a number of interesting questions. Here, we consider a few of these 

questions and discuss possible avenues for future work. 

Porosity and non-metallic inclusions are identified as the main sources of variability in tensile 

ductility; however, we know little about these defects and the factors influencing their formation. 

Future studies could address this gap in knowledge. For example, one could study the influence of 

melt temperature and lubricant composition on the formation of non-metallic inclusions, which may 

lead to the development of novel plunger lubricants. One could also study the influence of solid 

fraction and intensification pressure on the maximum pore size. This may reveal the extent to which 

semi-solid deformation influences pore growth in HPDC. 

In Chapter 7, we present a novel technique—based on X-ray tomography and unsupervised machine 

learning—that partitions inclusions into clusters based on their size, shape, and attenuating 

behaviour. From this, one can deduce the species of inclusions contained in the material. This could 

be a very powerful tool for microstructural characterization. Future studies could aim to develop a 

tool that automatically identifies different phases in a material and performs quantitative analyses 

on the individual phases.  

Although we show that fluid turbulence can lead to de-agglomeration and dendrite fragmentation in 

HPDC, we have yet to explore the key variables influencing breakage. One could investigate the 

effects of turbulent energy dissipation rate, particle residence time, and cohesive bond strength on 

the extent of breakage. Such studies may be performed experimentally, or numerically using the 

discrete-element method, and may lead to the design of novel runner systems for HPDC. A similar 

approach could also be used to study the dispersion of reinforcement particles in the manufacture of 

metal matrix composites. 

In Chapter 8, we establish a quantitative relationship between the casting integrity and the materials 

performance in monotonic tension; however, the problem is inherently more complex for the case 

of cyclic loading. For example, separate relationships are required for the case of low-cycle (strain-

life) fatigue, and high-cycle (stress-life) fatigue. The finite-element method may be used to 

investigate the influence of factors, such as defect size and morphology, on the localisation of strain. 

One could also adopt a similar approach to establish a relationship between the spatial clustering of 

defects and the interaction of their mechanical fields. 
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