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A B S T R A C T   

The pool boiling process is one of the most effective heat transfer modes capable of transferring large amounts of 
heat with small temperature difference between the heated surface and the fluid. In addition, fundamental 
knowledge of pool boiling processes is the starting point of flow boiling research and applications. It is therefore 
no surprise that it has been, and still is, the subject of extensive research globally for quite some time and a 
critical analysis is now required in order to move forward with enhanced surface designs. The current on-going 
research focuses on the understanding of boiling fundamentals including bubble generation, growth and bubble 
dynamics. In this context, fluid-surface interaction is critical. In the first part of this two-part paper we present 
the factors and parameters affecting the above, starting with the criteria for gas/vapour entrapment, nucleation 
site stability and the superheat required for heterogeneous nucleation. The models predicting the incipience 
superheat are critically described, classified into phase instability and superheated boundary-layer based models. 
This first part includes bubble growth and departure models, elucidating the effect of surface topology and 
wettability that can inform and facilitate the design of enhanced surfaces that are presented in Part II [10]. Three 
fluids of industrial interest, i.e. FC-72, HFE7100 and water were used through the discussion, as examples, to 
represent low and high surface tension fluids and help the understanding of surface-fluid interactions and 
relation to possible heat transfer enhancements.   

Introduction 

Nucleate pool boiling has a wide range of applications such as 
cooling of nuclear reactors, evaporators in thermal desalination and 
refrigeration systems, chemical industries and more recently in elec-
tronics cooling, to mention just a few. It is one of the most efficient heat 
transfer regimes in which large amounts of heat can be dissipated from a 
heated surface with small changes in temperature. The heat transfer 
mechanisms in this boiling regime are illustrated in Fig. 1 and summa-
rized as follows: (i) natural convection (wall to liquid) at low heat fluxes 
when there is no bubble coalescence and interaction, (ii) micro- 
convection induced by the liquid motion resulting from bubble 
growth, (iii) evaporation of the liquid microlayer trapped underneath 
the bubble, (iv) evaporation from the superheated thermal layer around 
the bubble, (v) transient heat conduction during the rewetting process 
that follows bubble departure plus (vi) forced convection resulting from 
bubble agitation in the liquid bulk. These mechanisms are difficult to 
segregate and the contribution of each mechanism may vary with the 

fluid and heat flux (wall superheat). For example, Moghaddam and 
Kiger [1] reported 16.3 – 28.8 % contribution from the microlayer 
evaporation in FC-72 while Narayan et al. [2] reported 66 % contribu-
tion in water. Heat transfer rates in pool boiling depend, in a complex 
way, on the fluid and surface characteristics. And, although pool boiling 
has been investigated for many years, there is still scatter in the pre-
diction of bubble growth rate, bubble departure diameter and fre-
quency, heat transfer coefficient (HTC) and critical heat flux (CHF) due 
to the lack of understanding of the complex effects of surface micro-
structure and fluid properties. It is worth mentioning that the effect of 
surface microstructure depends on system pressure. In high pressure 
systems, (e.g. power generation, refrigeration and air conditioning, 
thermal desalination), the range of active nucleation sites extends to 
include cavities of nanometer size. For example, using the Hsu [3] 
model, the minimum cavity diameter for water at 1 bar and 15 K su-
perheat is 4.4 µm while it decreases to 0.22 µm at 20 bar. This cavity size 
is very common in conventional engineering surfaces. It means that wide 
range of cavities can be activated at high pressures (higher heat transfer 
rates) and thus surface modification may not be economic at high system 
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operating pressures. On the contrary, in low pressure system applica-
tions, few nucleation sites could be active and therefore there is a need 
for surface modification to increase the number of active nucleation sites 
and consequently enhance the heat transfer rates. One example of these 
systems is electronics cooling which attracted a lot of research and was 
the focus of many researchers in the last twenty years. The challenge in 
electronics cooling is that the advances in technology resulted in the 
dissipation of huge amounts of heat from a small chip. Karayiannis and 
Mahmoud [4] discussed the challenges in thermal management of 
electronics equipment and reported that the average heat flux in com-
puter chips is expected to reach 2 – 4.5 MW/m2 with local hot spots 12 – 
45 MW/m2 while in insulated gate bipolar transistor modules (IGBT) the 
predicted value is 6.5 – 50 MW/m2at the chip level. These heat fluxes are 
beyond the capability of existing conventional cooling techniques, e.g. 
air cooling and heat pipes. 

Pool boiling has been used in electronics cooling through immersion 
cooling in which the printed circuit boards (PCBs) are directly immersed 
in a dielectric liquid. One limitation is that dielectric liquids are highly 

wetting, the latent heat is small, and the surface of the PCBs is usually 
smooth with restrictions on surface modifications. This resulted in large 
wall superheat at boiling incipience, i.e. the chip may become over-
heated before boiling starts, low heat transfer rates and critical heat flux 
(CHF). Thus, other techniques, such as on-chip cooling in which the heat 
sink is attached to the chip, emerged as a viable option, e.g. thermosy-
phon is one example. With on-chip cooling, it was possible to apply a 
wide range of surface modifications to the boiling surface to reduce the 
boiling incipience superheat and enhance the heat transfer rates and 
CHF. Additionally, it allowed the use of a wide range of fluids including 
water. Thus, more research was directed towards heat transfer en-
hancements by surface modification using various techniques which 
produced surfaces with complex microstructure. This research has been 
reviewed recently by many researchers, see for example [5 –9]. Mori and 
Utaka [5] reviewed the enhancement of CHF by surface modification 
and concluded that the CHF can be enhanced by increasing the number 
of nucleation sites, improving the wettability and capillary wicking, 
separation of the liquid and vapour pathways. Capillary wicking means 

Nomenclature 

a Empirical constant in Eq. (1) 
b Empirical exponent in Eq. (1) 
cpl Liquid specific heat, [J/kg K] 
cw Wall specific heat, [J/kg K] 
Dc Cavity mouth diameter, [m] 
Dd Bubble departure diameter, [m] 
f Bubble generation frequency, [Hz], ratio of bubble embryo 

radius to cavity radius, [-] 
Fs Surface tension force, [N] 
g Acceleration due to gravity, [m/s2] 
H Cavity depth, [m] 
hc Capillary rise length, [m] 
hnc Natural convection heat transfer coefficient, [W/m2 K] 
htp Two-phase heat transfer coefficient, [W/m2 K] 
hfg Latent heat, [J/kg] 
K Empirical parameter in Eq. (1) 
kl Liquid thermal conductivity, [W/m K] 
kw Wall thermal conductivity, [W/m K] 
La Capillary length, [m] 
P Pressure, [Pa] 
Ja Jackob number, [-],ρlclΔTsup/ρvhfg 

Pc Capillary pressure, [Pa] 
Pr Liquid Prandtl number, [-] 
q Heat flux, [W/m2] 
rP Pore radius, [m] 
r Radius, [m] 
rb,R Bubble radius, [m] 
rc Cavity radius, [m] 
re Embryo radius, [m] 
r*
e Critical bubble embryo radius, [m] 

S Dimensionless surface parameter, [-] 
s Slope of the vapour-pressure curve, [Pa/K] 
T Temperature, [K] 
Tc Critical temperature, [K] 
Tsat Saturation temperature, [K] 
TL Liquid temperature, [K] 
Tb Bubble temperature, [K] 
Tw Wall temperature, [K] 
ΔTsub Liquid sub-cooling, [K] 

Abbreviations 
CHF Critical Heat Flux 

HTC Heat Transfer Coefficient 
IGBT Insulated Gate Bipolar Transistor 
MLE Micro Layer Evaporation 
PCB Printed Circuit Board 
ΔTsup Wall superheat, [K] 
t Time, [s] 
tw Waiting time, [s] 
V Volume, [m3] 
v Specific volume, [m3/kg] 
vfg Liquid to vapour specific volume change, [m3/kg] 
x* Liquid penetration depth in the cavity, [m] 
yb Bubble height, [m] 

Greek symbols 
αw Wall thermal diffusivity, [m2/s] 
α Liquid thermal diffusivity, [m2/s] 
β Cavity cone half-angle, [deg] 
βL Volumetric thermal expansion coefficient, [1/K] 
γ Parameter in Eq. (6) 
δth Thermal boundary layer thickness, [m] 
ε Empirical parameter in Eq. (1) 
θ Contact angle, [deg] 
θe Static equilibrium contact angle, [deg] 
θap Static apparent contact angle, [deg] 
θd Dynamic contact angle, [deg] 
θda Dynamic advancing contact angle, [deg] 
θdr Dynamic receding contact angle, [deg] 
θcrit Critical contact angle in Eq. (8), [deg] 
μl Liquid dynamic viscosity, [Pa. s] 
ν Liquid kinematic viscosity, [m2/s] 
ρl Liquid density, [kg/m3] 
ρv Vapour density, [kg/m3] 
ρw Wall density, [kg/m3] 
σ Surface tension, [N/m] 
σlv Liquid-vapour surface tension, [N/m] 
σsv Solid-vapour surface tension, [N/m] 
σls Liquid-solid surface tension, [N/m] 
φ Bubble shape angle in Eq. (7), [deg] 
ψ Cavity mouth angle, [deg], parameter in Eq. (5) and Eq. (6) 
RLE Relaxation Layer Evaporation 
TBL Thermal Boundary Layer 
TD Temperature Deviation 
TOS Temperature Overshoot 
TPL Three Phase Contact Line  
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liquid flow laterally inside the porous structure due to capillary pressure 
force Pc = 2σcosθ/rP where rP is the pore radius. Additionally, they re-
ported that the existing prediction models still need more validation and 
there is a need to conduct durability tests for the enhanced surfaces, i.e. 
surface aging. Finally, it was recommended that significant heat transfer 
enhancements are possible in surfaces with porous structure and large 
capillary force. Liang and Mudawar [6] classified the passive enhance-
ment techniques into macroscale, microscale, nanoscale, hybrid scale 
and hybrid wettability. It was concluded that although there is a large 
number of studies on enhanced surfaces, there is still a scarcity of da-
tabases to establish the surface design in terms of fluid, surface material, 
surface size, orientation, structure pattern, scale (nano or micro) and 
operating pressure. Sajjad et al. [7] reviewed the boiling performance of 
what they referred to dielectric and highly wetting liquids on enhanced 
surfaces. They classified the enhanced surfaces into ID surfaces (surfaces 
that enhance either CHF or HTC) and 2D surfaces (surfaces that enhance 
CHF and HTC). It was concluded that (i) the high incipience superheat 
with dielectric liquids is due to the low surface tension and the poor 
thermophysical properties, (ii) the HTC can be enhanced by increasing 
the number of active nucleation sites, high surface porosity and thermal 
conductivity and ease of bubble detachment, (iii) the CHF can be 

enhanced by separating the liquid and vapour pathways, reduction in 
flow resistance, increased wettability and capillary wicking, and sup-
pression of bubble coalescence (mushroom bubbles), (iv) boiling sur-
faces should be designed carefully to avoid the poor performance, e.g. 
coating thickness should be smaller than a critical value to reduce the 
thermal resistance. In other words, each enhancement technique should 
be optimized first before it becomes commercialized. Li et al. [8] clas-
sified the surface enhancement techniques into passive and active. The 
passive techniques include the surface modification by creating a 
structure such as fins, coating, nanofluid deposition while in what they 
called “active techniques”, the surfaces can adapt their structure and 
wettability during the boiling process which was called “smart surfaces”. 
They reported that the smart surfaces are promising but still are very 
challenging. Mehralizadeh et al. [9] conducted a review on the effect of 
surface enhancements on HTC, CHF and bubble dynamics. It was rec-
ommended that the best way to enhance the heat transfer is to use 
nanofluids along with surface structuring, which was attributed to the 
effect of the deposited nanoparticles on the surface. 

From the past studies, the following comments can be summarized as 
follows: (i) All studies agreed on that the heat transfer performance (CHF 
and HTC) can be enhanced using a wide range of surface modification 

Fig. 1. Heat transfer mechanisms in pool boiling, (a) natural convection, bubble agitation and transient conduction during rewetting and reformation of the thermal 
boundary layer (TBL), and (b) micro-convection, microlayer evaporation and evaporation from the thermal layer around the bubble. 
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techniques. (ii) The mechanisms of heat transfer and critical heat flux 
were discussed in most studies qualitatively without verification. In fact, 
inferring the heat transfer mechanism(s) in surfaces with random 
microstructure is very difficult. Verification of the heat transfer mech-
anisms requires the design and test of surfaces with artificial nucleation 
sites with known cavity size, geometry and pattern distribution, which is 
lacking in literature. The lack of research on surfaces with artificial 
cavities could be due to limitations in the manufacturing process, 
especially for metallic substrates. With artificial nucleation sites, it will 
be possible to understand several fundamental issues and optimize the 
surface parameters. (iii) There is a large scatter in the published data 
even for the same fluid, surface material and surface enhancement 
technique and the reasons of this scatter are not discussed. (iv) In most 
studies, the surface microstructure was designed randomly without 
adopting any design criteria. (v) Despite the large number of surface 
enhancement techniques, there is no general conclusion on the best 
fluid-surface structure and the best surface modification technique. 

Thus, based on the above, the current paper is an attempt to un-
derstand the reasons behind the scatter in the published heat transfer 
data on plain and enhanced surfaces, through a critical assessment and 
new analysis of proposed models. This will remove inconsistencies in 
interpreting the fundamental concepts and help researchers apply this 
knowledge in surface design for improved heat transfer rates during 
boiling. We have used examples of low surface tension – low latent heat 
(FC-72, HFE7100) and high surface tension-high latent heat (water) 
fluids to enable critical appraisal of the work presented and its relation 
to heat transfer enhancement. The discussion will be limited only to 
boiling on horizontal upward facing flat surfaces and pure liquids at 
atmospheric pressure. The proposed passive enhancement techniques 
and the performance of the selected two fluids (FC-72 and water) on 
copper and silicon substrates will be discussed in Part II [10], which is 
published as a separate paper. Part I of the paper is organized as follows: 
section 2 presents the fundamentals of heterogeneous nucleation the-
ories. Section 3 reviews the bubble dynamics and compares the different 
prediction models. The conclusions and recommendations are summa-
rized in the last section. 

Heterogeneous nucleation 

Heterogeneous nucleation is defined as the phenomenon of bubble 
generation (bubble initiation, growth, and departure) from a heated 
surface. It is a complex phenomenon affected by many factors such as 
surface microstructure, wettability, local thermal conditions, system 

pressure, material, and fluid thermophysical properties. Understanding 
the effect of these factors is very essential for the design of boiling sur-
faces. This section sheds some light on the fundamentals of heteroge-
neous nucleation to help understand the heat transfer performance of 
enhanced surfaces published in Part II [10]. 

Gas/vapour entrapment criteria 

It is commonly agreed that bubbles nucleate from pre-existing gas 
nuclei entrapped within the surface cavities. In other words, cavities that 
cannot trap gas may not be active nucleation sites. Thus, to design a 
boiling heat transfer surface, there is a need for design criteria to assure 
that a cavity with a certain geometry can trap gas. Because gas entrap-
ment depends mainly on wettability, it would be useful to start with the 
definition of the various wettability contact angles. Wettability is a 
complex phenomenon and has been studied extensively. The aim of this 
section is not to review the topic of wettability but only the definition of 
contact angle will be given before discussing the gas entrapment criteria. 
Fig. 2 depicts a schematic drawing illustrating the definition of contact 
angle based on a liquid droplet sitting on a flat surface with the angle 
measured in the liquid side. The static equilibrium contact angle (θe), see 
Fig. 2a for wetting and non-wetting case, is the angle formed on ideal 
surfaces, i.e. surfaces of homogeneous chemical composition and zero 
roughness. Static means that the angle is measured when the velocity of 
the three-phase contact line (TPL) becomes zero (stationary droplet). 
Because engineering surfaces are not ideal, the measured static contact 
angle on engineering surfaces are smaller than the equilibrium contact 
angle and is called the apparent static contact angle (θap). Fig. 2b shows 
the relation between the equilibrium contact angle and the apparent 
static contact angle given by Wenzel [11]. It depends on the dimen-
sionless surface parameter (S), which is the wetted area of the rough 
surface divided by the projected area of the surface, i.e. S > 1. It in-
dicates that the apparent static contact angle decreases as the roughness 
parameter increases, increasing the wettability. Fig. 2c depicts the 
definition of the dynamic advancing contact angle (θda) which is defined 
as the angle measured when the TPL moves in the outward direction 
towards the vapour or gas (wetting mode), i.e. measured when the 
droplet expands by injecting more liquid into the droplet. When the TPL 
moves in the inward direction towards the liquid side (de-wetting mode 
when the droplet shrinks by withdrawing liquid from the droplet), the 
angle formed is called the dynamic receding contact angle (θdr). It is 
worth mentioning that the dynamic contact angle (advancing and 
receding) is larger than the static contact angle and is a complex 

Fig. 2. Schematic drawing for the common definitions of equilibrium, static and dynamic contact angle.  
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parameter because it depends strongly on the velocity of the TPL. 
Additionally, the advancing contact angle is usually larger than the 
receding contact angle and the difference is called contact angle hys-
teresis (θda − θdr). 

Bankoff [12] and Lorenz [13] proposed that for a conical cavity to 
trap gas, the contact angle should be greater than the cavity cone angle, 
i.e. θ > 2β. This criterion was based on the gas displacement by the 
advancing liquid front moving towards the cavity, see Fig. 3. They 
ignored the contact angle hysteresis and surface roughness, i.e. static 
and dynamic contact angles are equal. Tong et al. [14] recommended 
the same criterion but using the dynamic advancing rather than the 
static contact angle, θda > 2β. As mentioned above, the dynamic 
advancing contact angle is always greater than the static contact angle. 
This means that cavities designed based on the dynamic contact angle 
will trap more gas than those designed based on the static contact angle. 
Thus, it may be concluded that cavities should be designed based on the 
static contact angle (the worst-case scenario) because the amount of 
trapped gas is expected to be larger if the dynamic motion of the TPL was 
taken into account (dynamic contact angle). Another reason is that the 
static contact angle is easy to measure compared to the dynamic contact 
angle, which makes surface design easier. Winterton [15] reported that, 
gas entrapment is not possible for wetting liquids (θ < 900) because 
mechanical and thermal equilibrium require that the liquid–vapour 
interface inside the cavity must be concave in the liquid side when the 
surface temperature is significantly below the saturation temperature. 
Thus, the gas entrapment criterion was thought to be such that the dy-
namic advancing contact angle should satisfy the condition θda > 90 +

β. Cornwell [16] proposed a trapping criterion based on the contact 
angle hysteresis, which was attributed to the effect of micro roughness 
inside the cavity. The entrapment criterion was the same as that given by 
Winterton [15] but included the effect of surface roughness on the dy-
namic advancing contact angle. This criterion can be written in terms of 
the static contact angle (on a smooth surface), the cavity cone angle (2β) 
and the surface parameter (S) as:θ > 90 + β − cos− 1(1/S). 

Wang and Dhir [17] conducted a thermodynamic analysis (minimi-
zation of the Helmholtz free energy) for a large droplet sitting on top of a 
cavity. Gas entrapment was deemed to occur when the Helmholtz free 
energy function exhibits a minimum. Accordingly, it was concluded that 
for conical, circular, and sinusoidal cavities to trap gas, the static contact 
angle should satisfy the condition θ > ψ, where ψ is the cavity mouth 
angle, see Fig. 3 above. For conical cavities, this condition is equivalent 
to θ > 90 + β, which means that wetting liquids with θ < 90 cannot trap 
gas. It is worth mentioning that the quantity of the entrapped gas does 
not affect only the bubble initiation but also can cause boiling hysteresis. 
For example, Shi et al. [18] discussed the mechanisms of hysteresis in 
nucleate pool boiling and reported the following two types: (i) tem-
perature overshoot (TOS) hysteresis at boiling incipience, (ii) tempera-
ture deviation (TD) hysteresis in the region of transition from partial to 
fully developed nucleate boiling. The mechanism of TOS hysteresis was 
related to the quantity of the entrapped gas. If the cavities trap large 
amount of gas at the beginning (the first bubble ebullition cycle), the 
TOS hysteresis can be avoided. The TD hysteresis depends on the 
number and distribution of cavities that cannot trap gas (flooded 

cavities) but can be activated by the neighbor active cavities, i.e. 
displacement of the liquid from the cavity by the advancing vapour 
front. The flooded cavities can be activated by the advancing vapour 
front if the contact angle θ > π − 2β. Because the cavity cone angle (2β) is 
small in most engineering surfaces, this condition is corresponding to 
θ > 90 (hydrophobic/superhydrophobic case). This type of hysteresis is 
rarely encountered with highly wetting liquids which cannot satisfy this 
condition, i.e. cavities cannot be activated by the neighbour cavities. It 
can be concluded that boiling incipience hysteresis, which is very 
common with highly wetting liquids, may be considered as an indicator 
of gas entrapment in the surface cavities. 

For design purpose, it is useful to present the gas entrapment criteria 
in terms of the cavity aspect ratio (depth/diameter) and static contact 
angle, especially for the design of surfaces with artificial cavities. This 
aspect ratio is the minimum required for cavities to trap gas. To do so, 
the advancing liquid front was assumed to be flat as adopted by Lorenz 
[13] in Fig. 3 (b) and the cavity depth was estimated from the relation: 
tanβ = Dc/2H for conical cavities. Fig. 4 depicts the static contact angle 

Fig. 3. Gas entrapment according to (a) Bankoff [12] and (b) Lorenz [13].  

Fig. 4. The relation between static contact angle and the minimum conical 
cavity aspect ratio required for gas entrapment. A curve for cylindrical cavities 
is also included. 

Fig. 5. Roughness profile for a sandblasted copper surface, Gorenflo et al. [19]. 
The shaded triangle shows a cavity with aspect ratio 4.67 and cavity cone angle 
about 6.10. 
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versus the cavity aspect ratio predicted using the abovementioned 
criteria. The figure indicates that highly wetting liquids such as re-
frigerants (small contact angles), require cavities with large aspect ratios 
compared to non-wetting liquids. The large aspect ratio cavities may 
exist in most engineering surfaces with natural random roughness. For 
example, it is very common to measure peak to valley values of about 1 
µm or larger and cavity radius of about 0.1 µm, which gives an aspect 
ratio of 5. Fig. 5 depicts a surface roughness profile measured for a 
copper surface prepared by sandblasting and quoted from Gorenflo et al. 
[19]. It shows that the aspect ratio is about 4.67 and the cavity cone 
angle is about 6.10. It is worth noting that the criterion by Cornwell [16] 
is similar to that given by Wang and Dhir [17] when the surface 
parameter S = 1. Fig. 4 also includes a curve for cylindrical cavities, 
which was calculated using the same method (tanθ = Dc/H). It is 
obvious that this curve is coincident with Bankoff [12] and Lorenz [13] 
for small contact angle and gives slightly lower aspect ratio at higher 
contact angle. This means that Bankoff and Lorenz criteria are also 
applicable for the design of cylindrical cavities. 

All the aforementioned criteria were based on theoretical analysis 
and are difficult to validate experimentally. Thus, there is a scarcity of 
experimental studies on the validation of gas entrapment in cavities. 
Pesse et al. [20] studied experimentally the effect of static contact angle 
and cavity geometry (depth, mouth width, cavity angle) on gas 
entrapment in closed-end rectangular microchannels. The channels 
were fabricated on silicon substrate to simulate the surface cavities with 
cross section 9 × 5 µm, 19 × 15 µm, 38 × 24 µm, 56 × 42 µm and depth 
50, 150 and 500 µm. The measured contact angle covered a wide range, 
but it was less than 900 (in the wetting range). It was found that all 
cavities were able to trap gas although the cavity has sharp mouth with 
cavity mouth angle (ψ) of 900, which is against the criterion given by [15 
–17]. All the above criteria can be roughly validated in a simple manner 
using the simple capillary rise equation (penetration) in microstructure. 
If the microstructure was approximated as micro-holes of radius rp, the 
capillary rise can be given as: hc = 2σcosθ/ρlgrP. For θ ≥ 900, the 
capillary rise will be zero when the angle is 900 and negative when the 
angle is above 900 for all values of cavity radius i.e. no liquid penetration 
into the cavity and gas entrapment will occur regardless of the cavity 
size. In other words, all cavities in hydrophobic surfaces can trap gas, 
which is similar to the conclusion by [15 –17]. On the contrary, for 
hydrophilic surfaces, the capillary rise equation predicts that the cavities 
will be partially filled with liquid and the quantity of the trapped gas will 
depend on the contact angle and cavity radius. If water was taken as an 
example at room temperature, cavity radius of 1 µm, and θ = 100, the 
capillary penetration depth will be about 14.5 µm (aspect ratio = 7.2). 
This means that the cavity depth should be greater than 14.5 µm for the 
cavity to trap gas (aspect ratio greater than 7.2). This aspect ratio value 
is in a reasonable agreement with Bankoff [12] and Lorenz [13] as seen 
in Fig. 4. It is worth mentioning that the capillary rise equation is not 
recommended for cavity design because it depends on other forces such 
as viscous force that depend on liquid velocity and viscosity. It was used 
here only for rough validation. In conclusion, because Bankoff and 
Lorenz gas entrapment criterion (θ > 2β) works for both hydrophilic and 
hydrophobic surfaces, the current authors recommend it for the design 
of surface cavities as a general criterion. Also, the authors recommend 
that the static contact angle (worst case scenario) should be used with 
the gas entrapment criteria rather than dynamic contact angles. 

In conclusion, the review of the existing gas entrapment criteria 
indicated that three researchers (Winterton [15], Cornwell [16], Wang 
and Dhir [17] reported that wetting liquids (θ less than 90) cannot trap 
gas in conical cavities. On the contrary, Bankoff [12], Lorenz [13] and 
Tong et al. [14] reported the opposite provided that the contact angle is 
greater than the cavity cone angle. If the first group of researchers are 
correct (wetting liquids cannot trap gas), the incipient superheat will be 
significantly high. In literature, one can see that several experimental 
studies with moderately wetting liquids reported low wall superheat at 
boiling incipience which indicates that there is possibility of gas 

entrapment in the surface cavities. The authors of the present paper 
believe that the difference between the criteria given by Bankoff [12] 
and Winterton [15] arises from differences in the definition of the 
contact angle. In the Bankoff criterion, the liquid front (see Fig. 3a) was 
assumed to propagate on one of the side walls of the cavity and trapping 
occurs when it touches the opposite side wall. In other words, trapping 
was deemed to happen immediately before the liquid–vapour interface 
touches the opposite wall, i.e. before it reaches mechanical equilibrium. 
This is the classical definition of the advancing contact angle (wetta-
bility angle). In the Winterton criterion, entrapment was deemed when 
the liquid–vapour interface was at mechanical equilibrium. When the 
liquid at the wall is sub-cooled (the boiling surface temperature is 
significantly below saturation), the vapour pressure is very small and 
thus mechanical equilibrium requires that the liquid–vapour interface 
be concave in the liquid side (PL > Pv). It means that even if the liquid is 
wetting, the angle formed after equilibrium will be greater than 900. 
This angle is not the wettability angle but it is the angle formed due to 
the pressure difference across the interface. In other words, Bankoff [12] 
and Winterton [15] were referring to two different angles. 

Nucleation site stability 

Nucleation site stability is another factor that should be considered 
in the design of boiling heat transfer surfaces, especially with purposely 
made artificial nucleation sites. Once activated, the cavity should 
remain active with insignificant variations in surface temperature. In 
some cases, the active cavity becomes inactive for a while and thus the 
local surface temperature increases rapidly resulting in large spikes in 
the surface temperature. Qi and Klausner [21] investigated heteroge-
neous nucleation from artificial cylindrical cavities manufactured on a 
silicon substrate with diameter ranging from 8 to 60 µm and depth 45 
µm. They conducted the test using water (contact angle 21) and ethanol 
(contact angle nearly zero). It was observed that cavities were not stable 
and bubble nucleation was intermittent, i.e. cavities become inactive for 
some minutes before starting again. They attributed this to enhancement 
in convection currents induced by bubble ebullition, which results in a 
thinner boundary layer, and thus suppress nucleation at some locations. 
The mechanism of instability was first introduced by Marto and Roh-
senow [22] to explain the large fluctuations in surface temperature 
during boiling of liquid metals (highly wetting liquids). When the bub-
ble departs the nucleation site, it leaves vapour residuals at the cavity 
mouth. Due to the drop-in surface temperature during the ebullition 
cycle, part of the vapour residuals may condense and penetrate the 
cavity. When the liquid gains heat from the condensed vapour and from 
the wall, its temperature increases and thus condensation stops. The 
distance at which condensation stops is called the maximum penetration 
depth (x*). If the cavity depth was smaller than the maximum penetra-
tion depth, the embryo will collapse, and the cavity will be flooded and 
therefore high wall superheat will be required to start the cycle again. 
Although this mechanism was suggested based on boiling of liquid 
metals, Kosky [23] studied experimentally boiling of deionized water in 
glass capillary tube with an inner diameter 0.1 mm and observed the 
same phenomena. The measured maximum penetration distance after 
bubble departure ranged from 50 to 500 µm. 

Marto and Rohsenow [22] conducted a theoretical study and solved 
the transient heat conduction equation and the equation of motion of the 
liquid–vapour interface inside a cylindrical cavity for contact angle θ <
900. They gave the following criterion for the critical cavity depth above 
which the cavity will be stable: 

x* >
4
π

(
T2

sat

ρ3
vh3

fg

)(
2σcosθ

rc

)2

(1 + 0.5ε)2K2

[ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅
ρwcwkw

√ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅
ρLcplkL

√

20q(1 + sinθ)

]

,K

=
aq

kw

(
q
̅̅̅̅̅̅̅̅̅̅
f/αw

√ )b (1) 
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In the above equation, Marto and Rohsenow recommended a value of 
0.3 for ε, which is an empirical parameter used to approximate the wall 
temperature rise during the waiting period, f is the bubble generation 
frequency. The constants a and b are empirical and depend on the type of 
material and rms roughness. They gave values of 41.2 and 0.706 for 
aluminum with roughness rms = 13 µm and 5.865 and 0.63 for stainless 
steel with roughness rms = 19 µm. These empirical constants were based 
on the experimental measurements of the transient local surface tem-
perature during pool boiling of water conducted by Hsu and Schmidt 
[24]. It is worth mentioning that the above equation was based on many 
assumptions and can be used to give an idea about the stability of cav-
ities designed based on the entrapment criterion given by Bankoff [12]. 
The evaluation is conducted here for a bubble generation frequency 
value of 30 Hz, a heat flux value of 35 kW/m2 (about 6 K wall super-
heat), water and FC-72. The following can be concluded from Eq. (1): (i) 
for the same fluid and material, the maximum penetration distance 
decreases as the cavity mouth radius increases for a fixed value of 
contact angle, i.e. improved stability. In fact, this agrees with the 
capillary rise discussed above (hc = 2σcosθ/ρlgrP), which indicates that 
the height decreases as the radius increases, (ii) for a fixed material and 
contact angle, the maximum penetration depth of FC-72 is much less 
than that of water, i.e. cavities are more stable with FC-72 compared to 
water. (iii) for the same fluid and fixed contact angle, the penetration 
depth in case of aluminum is much smaller than that of stainless steel, i. 
e. stability is better for metals with larger 

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
ρwcwkw

√
. For water, if the 

contact angle was assumed to be 600 and the cavity radius is 10 µm, the 
minimum cavity depth from Fig. 4 will be 11.5 µm for Bankoff criterion. 
Based on Eq. (1), for θ = 600 and cavity radius of 10 µm, the predicted 
penetration depth is about 0.2 µm, which is much smaller than the 
designed cavity depth (11.5 µm). For FC-72 with assumed contact angle 
θ = 100 and cavity radius 10 µm, the required minimum cavity depth 
from Fig. 4 is 114 µm while the liquid penetration depth based on Eq. (1) 
is less than 0.05 µm. Accordingly, it can be concluded that cavities 
designed based on Bankoff entrapment criteria are stable regardless of 
cavity diameter, type of fluid and material properties. 

Incipient superheat 

Prediction models of the incipient superheat start usually with me-
chanical and thermodynamic equilibrium for a spherical bubble embryo 
(Young-Laplace equation combined with Clausius-Clapeyron equation). 
This results in Eq. (2) below, which predicts the wall superheat in terms 
of fluid properties and embryo radius. 

ΔTsup = (Tw − Tsat) =
2σTsatvfg

r*
e hfg

(2) 

The only unknown in the above equation is the radius of bubble 
embryo at the onset of nucleation, which is called the critical radius (r*

e ). 
The design of a high-performance boiling surface requires cavities that 
can be activated at low wall superheat. The different approaches of 
predicting the incipient superheat are summarized below. 

Phase stability-based models 
From the fundamentals of thermodynamics, it is known that phase 

transition occurs under non-equilibrium conditions, e.g. boiling occurs 
when the liquid temperature exceeds the equilibrium saturation tem-
perature (superheated liquid). This non-equilibrium state of a liquid is 
usually called “metastable state”. The condition required for mechanical 
stability in a metastable state is given as: 
(

∂P
∂v

)

T
≤ 0 (3) 

Boiling starts when there is a deviation from the metastable state, i.e. 
under unstable conditions. The above criterion in Eq. (3) can be applied 
for the stability of a growing vapour nucleus (thermodynamic system) 
assuming that the pressure is the capillary pressure, Pc = 2σ/r and the 
surface tension is constant at isothermal conditions. The condition 
required for stability is that the slope of the P-v curve at a fixed tem-
perature must be negative. The positive slope is not realistic (unstable 
state) because it means that the volume increases as the pressure in-
creases – something impossible. Thus, Eq. (3) can be re-written as: 
(

∂Pc

∂v

)

T
≤ 0 or

(
∂(1/r)

∂v

)

T
≤ 0 (4) 

The nucleation problem can now be understood from the relation 
between embryo curvature (1/r) and volume. Note that from Eq. (2), the 
wall superheat is proportional to 1/r. This criterion will be applied in 
this section for a bubble embryo in a conical cavity with the geometry 
defined in Fig. 6. When the bubble embryo is inside the cavity (Fig. 6a), 
the volume of the vapour can be calculated from trigonometric relations 
as a function of embryo radius (r), contact angle (θ) and cavity cone half- 
angle (β). In this case, the total volume equals the sum of the volume of a 
spherical bubble cap and the volume of a cone as given by Eq. (5) below. 

V =
πr3

3
(1 − cosψ)2

(2+ cosψ)+ πr3

3
sin3ψ
tanβ

,ψ = 90 − (θ − β) (5) 

When the embryo grows and reaches the cavity mouth as shown in 

Fig. 6. Growth of bubble embryo (a) inside the conical cavity and (b) at the cavity mouth.  
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Fig. 6b, the liquid–vapour interface rotates around the cavity edge until 
the wettability contact angle is reached, i.e. transition from the cavity 
wall to the main surface wall. Similar equations, as Eq. (5), can be ob-
tained in a similar manner when the embryo sits on the cavity mouth. On 
doing so, the curvature (1/r) can be plotted versus volume for a fixed 
cavity cone angle (2β) of 200, cavity radius 5 µm and different values of 
contact angle (θ). Fig. 7 depicts the curvature versus volume for h/H =

0.4 (see Fig. 6a for nomenclature), θ = 300, θ = 600, θ = 900 and θ =

1100 as an example. In other words, the cavity is partially filled with gas 
and the rest is liquid. The calculated cavity depth is 28.4 µm and aspect 
ratio is 2.84. For contact angles ≤ 900, the figure indicates that: (i) the 
curvature is positive (convex interface) and it decreases with increasing 
volume when the embryo grows inside the cavity, i.e. the slope is 
negative and the liquid–vapour interface is stable. (ii) when the three- 
phase contact line (TPL) reaches the cavity edge, the curvature in-
creases with increasing volume and reaches its maximum value when 
r = rc, i.e. positive slope means unrealistic and unstable liquid–vapour 
interface. (iii) when the radius of curvature exceeds the cavity mouth 
radius, the curvature decreases again with increasing volume, i.e. the 
slope becomes negative again and the embryo can continue to grow up 
to the departure size. In the non-wetting case (contact angle 1100), the 
curvature inside the cavity is negative (concave interface), as seen in 
Fig. 7, and the curvature increases as the volume increases (unrealistic 
unstable case). After that the curvature changes from negative to posi-
tive at the cavity mouth but it remains unstable, i.e. the curvature in-
creases as the volume increases. When the curvature reaches its 
maximum value at the cavity mouth radius, the interface becomes stable 
and the bubble continues its growth up to departure. In other words, in 
hydrophobic cases, bubble growth starts from the cavity mouth. 

Some researchers [13,14,17,25] adopted the phase-stability theory 
to predict the critical embryo radius required for the prediction of the 
incipient superheat using Eq. (2) mentioned above. Griffith and Wallis 
[25] reported that, for a wide range of contact angle (β < θ < 90), 
nucleation starts when the curvature reaches its maximum value (see 
Fig. 6 for θ = 900), which occurs at the cavity mouth (r*

e = rc). It is worth 
noting that, based on our calculations, this criterion is valid for a wide 
range of contact angles only if the location of the TPL is very near to the 
cavity mouth (h/H ≈ 0.8 – 0.9), i.e. the cavity traps large amount of gas. 
For example, when h/H = 0.4, the above calculations indicates that the 
criterion by Griffith and Wallis is valid for θ > 760 (narrow range of 
wetting liquids). When h/H = 0.8, their criterion is valid for θ > 470 

(wide range of wetting liquids). To evaluate this criterion, they 
measured the incipient superheat using water and a single artificial 
cavity of diameter 68.6 µm fabricated on a copper surface. It was found 
that the measured superheat was 20 K while Eq. (2) predicts 3 K. They 
attributed this disagreement to the use of mean wall superheat rather 
than the local superheat, i.e. wall superheat at the cavity is expected to 
be much lower. Wang and Dhir [17] conducted thermodynamic analysis 
and determined the conditions at which the interface becomes unstable. 
They reached the same conclusion as Griffith and Wallis for θ ≤ 90, i.e. 
the critical embryo radius equals the cavity mouth radius at boiling 
incipience. For θ > 90, the critical embryo radius was found to depend 
on the contact angle, r*

e = rc/sinθ. 
Lorenz [13] reported that highly wetting liquids can penetrate the 

cavity and thus the critical embryo radius can be smaller than the cavity 
mouth radius. In other words, the embryo curvature can reach its 
maximum value inside the cavity as seen in Fig. 7 for θ = 300. Thus, he 
proposed a simple model that relates the bubble embryo radius to the 
cavity geometry and contact angle, see Fig. 8 that shows the model 
schematic. It was assumed that a liquid with a flat interface advances 
with contact angle (θ) towards the cavity and traps an initial volume of 
gas (Fig. 8a). The calculated volume in Fig. 8a equals the volume of a 
truncated cone. After the interface recedes in the cavity, the interface 
changes from flat to curved shape with radius of curvature (re), Fig. 8b. 
The volume in this case will be the same as the one calculated by Eq. (5), 

i.e. volume of cone plus a spherical cap. Lorenz calculated the change in 
volume when the interface changes from flat into curved shape and 
obtained the ratio of the embryo radius to the cavity mouth radius as 
given by Eq. (6) below which is plotted in Fig. 9. Based on that, if f < 1 
(embryo radius is smaller than the cavity mouth radius), the critical 
embryo radius will be given as r*

e = frc. If the opposite occurs, the 
critical embryo radius will be the cavity mouth radius (r*

e = rc). 

Fig. 7. Curvature versus embryo volume during bubble nucleation from a 
conical cavity assuming that the cavity traps small quantity of gas. 

Fig. 8. Schematic drawing for the nucleation model by Lorenz [13], (a) 
advancing liquid front with a flat interface, (b) interface curvature after the 
embryo stabilizes inside the cavity. 

Fig. 9. Effect of cavity cone angle and contact angle on the critical embryo 
radius predicted using Lorenz [13]. 
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⎣

sin(θ− 2β)tan3ψ(tanγcotψ− 1)2

sinβcosγ(tan2ψ − tan2γ)3/2
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]

⎤

⎥
⎥
⎥
⎦

1/3

,ψ = 90 − β, γ

= 90 − (θ − β)
(6) 

Tong et al. [14] modified the Lorenz [13] model by taking the effect 
of contact angle hysteresis into account, i.e. the dynamic contact angle 
was used in Eq. (6) instead of the static contact angle. The modified 
model is plotted in Fig. 10a and 10b for cavity cone angle 50 – 300. The 
original and modified models indicate that the contact angle (static or 
dynamic) should be greater than the cavity cone angle, which agrees 
with Bankoff entrapment criterion. When the contact angle is less than 
the cone angle, the solution of Eq. (6) does not exist. Additionally, Fig. 9 
indicates that, for a fixed cavity cone angle, there is a certain contact 
angle value above which the ratio becomes greater than 1 (bubble em-
bryo radius exceeds the cavity mouth radius and thus r*

e = rc). For 
example, for a cone angle of 50, the ratio exceeds 1 for contact angle 
greater than 280. For contact angle below 280, the critical embryo radius 
should be r*

e = frc, where f is a fraction <1, which depends on the contact 
angle. Fig. 10a demonstrates that for highly wetting liquids with θ = 50 

when the contact angle hysteresis was taken into consideration, the ratio 
(re/rc) is always less than 1 while for θ = 400 in Fig. 10b (moderately 
wetting liquids), the ratio is always above 1 for cavity cone angle below 
200 regardless of the dynamic contact angle. 

The model by Tong et al., [14] depends on the dynamic contact angle 
which is a complex parameter that depends on the velocity of the three- 
phase contact line. Thus, the Lorenz model will be used in this section to 
predict the boiling incipience superheat and quantify the effect of fluid 
properties and wettability. Fig. 11 shows the effect of contact angle on 
the predicted wall superheat for FC-72 and cavities with cone angle 50 

(Fig. 11a) and 400 (Fig. 11b). It is worth noting that FC-72 is a highly 
wetting liquid and the effect of contact angle in Fig. 11 may be corre-
sponding to changing the wettability by surface coating. Also, the figure 
includes prediction using Eq. (2) with r*

e = rc as recommended by Grif-
fith and Wallis [25] and Wang and Dhir [17]. The two extreme cases in 
Fig. 11a and 11b (small and large cone angles) can represent a surface 
with a range of deep cavities (cone angle 50) and shallow cavities (cone 
angle 400). Small cone angle cavities could exist when the surface 
roughness profile exhibits large waviness frequency (see Fig. 5) while 
large cone angle could exist when the frequency of the waviness is low. 

Fig. 11a indicates that, the effect of contact angle is only limited to 
contact angles in the range 5 – 280 for cavity cone angle 50 while this 
range in Fig. 11b is 400 – 680 for cavity cone angle 400. For contact 

Fig. 10. Effect of cavity cone angle and contact angle on the critical embryo radius predicted using Tong et al. [14] for (a) highly wetting fluid, (b) moderately 
wetting fluid. 

Fig. 11. Effect of contact angle on boiling incipience wall superheat predicted using Lorenz [13] for (a) cavity with cone angle = 50 and (b) cavity with cone angle 
= 400. 
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angles above 280 and 680, there is no wettability effect and the Lorenz 
model predicts values similar to Eq. (2) with r*

e = rc. In other words, the 
cavity mouth radius will be the only geometrical parameter required to 
predict the incipience superheat. Fig. 11 indicates also that ignoring the 
effect of wettability and using Eq. (2) simply with r*

e = rc can result in 
significant under-prediction. For example, at cavity mouth radius of 1.1 
µm in Fig. 11a, Eq. (2) with r*

e = rc predicts a superheat value of 4.36 K. 
For FC-72 with contact angles 150, 60 and 5.10, Lorenz model predicts 
5.31 K (21.7 % higher), 10.9 K (150.7 % higher) and 31.9 K (632 % 
higher). For surfaces with nanostructure, the incipient superheat is 
extremely large and there is no possible nucleation when the cavities are 
nearly flooded (contact angle slightly larger than the cavity cone angle), 
e.g. for rc = 0.1μm, ΔTsup > 300K in Fig. 11a and ΔTsup > 900K in 
Fig. 11b. When the contact angle is extremely larger than the cavity cone 
angle, the superheat for rc = 0.1μm (nanostructure) is still large (about 
50 K). It is obvious from Fig. 11 that, to keep the superheat below 10 K 
and if the surface design will be based on the worst-case scenario 
(contact angle slightly larger than the cavity cone angle, θ = 5.10 in 
Fig. 11a), the surface microstructure should include cavities with radius 
greater than 3.5 µm. Thus, the surface specifications for FC-72 with 
small cavity cone angle is that the minimum cavity mouth diameter 
should be 7 µm and the minimum cavity depth should be 80 µm. 
Additionally, the worst-case scenario in Fig. 11b (contact angle slightly 
greater than the cone angle, θ = 40.10) requires that the surface should 
have cavities with radius above 10 µm to keep the wall superheat below 
10 K. This gives cavities with diameter 20 µm and depth 28 µm. It is 
worth mentioning that the contact angle with values slightly larger than 
the cavity cone angle (θ = 5.10 and 40.10) were used to simulate the 
flooded cavities bearing in mind that the contact angle should be greater 
than the cavity cone angle (there is no solution for the model (Eq. (6)) 
when the two angles are equal). 

Fig. 12, compares water, which is a moderately wetting liquid with 
FC-72 and HFE-7100, which are highly wetting liquids. The surface was 
assumed to be the same as if the three fluids were tested on the same 
surface, e.g. copper surface. For water, a contact angle of 600 was 
assumed with copper (commonly measured in literature), while the 
assumed value for FC-72 and HFE-7100 was 100 (highly-wetting). The 
cavity cone angle was assumed fixed with 50 (simulating a surface with 
high roughness wave frequency). The figure includes also a case for 
water with contact angle 100 for the sake of comparison. According to 
the Bankoff criterion, it is expected that cavities can trap more gas with 
water compared to FC-72 and HFE-7100 because the water contact angle 
is much greater than the cavity cone angle. Thus, based on the gas 
entrapment criterion alone, the wall superheat is expected to be much 
lower for water. However, Fig. 12 indicates that the wall superheat for 
water can be up to 376 % higher than that for FC-72, for the same cavity 
radius. The wall superheat of HFE-7100 can be up to 72 % larger than 
that of FC-72 although they have the same wettability. This means that 
fluid thermophysical properties can have a much greater effect on the 
incipient wall superheat compared to the effect of wettability. The effect 
of fluid thermophysical properties can be understood from Eq. (2), 
which can be written in the form: ΔTsup = 2σ/rs, where s is the slope of 
the vapour-pressure curve: s = hfg/vfgTsat. It is worth noting that the 
slope of the vapour pressure curve (s) at atmospheric pressure is 3.58 
kPa/K for water, 3.36 kPa/K for FC-72 and 3.24 kPa/K for HFE-7100. 
This difference in slope is not significant to cause the big difference in 
the predicted wall superheat. Accordingly, the most important fluid 
property that affect the incipient wall superheat is surface tension 
because the difference in slope for most fluids of interest is small at low 
pressures. Compared to FC-72 and HFE-7100, the surface tension of 
water is 7.5 and 4.3 times larger. It is worth noting also that the surface 
tension of HFE-7100 is 1.7 times larger than that of FC-72. As a rule of 
thumb, based on the phase-stability model of Lorenz [13], as the surface 
tension increases the incipient wall superheat increases for fluids having 
the same slope of vapour pressure curve and for the same cavity radius 

and cavity cone angle. 

Superheated boundary layer-based models 
In the above discussion, the wall superheat at boiling incipience can 

be predicted using Eq. (2) after considering the effect of wettability on 
the critical embryo radius as discussed above. Hsu [3] argued that Eq. 
(2) predicts wall superheat that approaches zero when the cavity mouth 
radius approaches infinity – something which is not practically feasible. 
Additionally, Hsu reported that, in engineering surfaces, there is a range 
of cavity sizes that can be activated for a fixed wall superheat value 
rather than one single size as predicted by Eq. (2). Accordingly, he 
proposed a nucleation criterion which depends on the characteristics of 
the thermal boundary layer at the heated wall as seen in Fig. 13. It was 
assumed that there is a bubble embryo (truncated sphere) sitting on the 
cavity mouth and nucleation occurs (the bubble grows until departure) 
when the liquid temperature in the thermal boundary layer is at least 
equal to the vapour bubble temperature. The liquid temperature was 
obtained from the solution of the transient one-dimensional heat con-
duction equation and the vapour bubble temperature was obtained from 
the Clausius-Clapeyron equation. On doing so, Hsu obtained a quadratic 
equation that predicts the range of active nucleation sites as given by Eq. 
(7) below. 

Fig. 12. Effect of fluid type on boiling incipience wall superheat predicted 
using Lorenz [13] for cavity with cone angle = 50. 

Fig. 13. Schematic drawing for the thermal boundary layer nucleation model 
suggested by Hsu [3] 
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(7)  

yb = (1 + cosφ)rbrc = rbsinφ 

In Eq. (7), the angle φ is not the wettability contact angle. It is the 
angle that the embryo bubble makes with the surface when the bubble 
temperature equals the liquid temperature (shape angle), measured 
from the liquid side as seen in Fig. 13. It depends on the model 
assumption, i.e. φ = 900 if hemispherical bubble was assumed. In Eq. 
(7), yb is the bubble height measured from the heating surface at which 
the liquid and bubble temperature are equal. It is worth mentioning that 
some researchers, see for example Dahariya and Betz [26], Thiagarajan 
et al. [27] and Yu and Cheng [28], used the static contact angle in the 
above equation, which is not what is required in the model. In conclu-
sion, all thermal boundary layer models did not take the effect of 
wettability into account. For the effect of wettability, the models dis-
cussed in section 2.3.2 should be adopted for the prediction of the 
critical embryo radius required for nucleation. In his analysis, Hsu 
assumed that the liquid temperature equals the bubble temperature 
when yb = 2rc, which according to the above relations in Eq. (7) gives φ 
= 53.10. Han and Griffith [29] solved the transient 1D heat conduction 
equation assuming that the liquid is a solid slab and with the assumption 
of linear temperature profile near the wall. They treated the bubble in 
the thermal layer as a solid insulated sphere and from the potential flow 
theory, they found that the equality between bubble and liquid tem-
perature occurs when yb = 1.5rc. This is corresponding to an angle φ =
67.40. Bergles and Rohsenow [30] recommended that the equality be-
tween the bubble and liquid temperature occurs when yb = rc, which is 
corresponding to an angle φ = 900. Kandlikar et al. [31] conducted 
numerical analysis for the flow around a nucleating bubble in mini- 
channels and found that the equality of temperature occurs when yb =

1.1rb, which corresponds to an angle φ = 84.30. 
These models are compared in Fig. 14 for saturated pool boiling of 

water at atmospheric pressure. It is worth mentioning that the thermal 
boundary layer thickness was calculated from the natural convection 
heat transfer coefficient and the liquid thermal conductivity, δth =

kl/hnc. For water, the calculated boundary layer thickness at 5 K tem-
perature difference is 0.608 mm. For a fixed superheat value of 10 K, the 
predicted cavity size range from these models is as follows: 4.16 – 513.5 
µm using the Kandlikar model, 2.65 – 283.1 µm using the Hsu model, 3.3 
– 568.6 µm using the Bergles and Rohsenow, 3.06 – 377.7 µm using the 
Han and Griffith model and the value predicted using Eq. (2) with r*

e = rc 

is 3.29 µm. This comparison indicates that there is some difference in the 
predicted maximum cavity radius while there is reasonable agreement 
on the predicted minimum cavity radius. It is interesting to note that Eq. 
(2), which is very simple, agrees very well with the minimum cavity 
radius predicted using the thermal boundary layer models. Because the 
differences between the above models are small, the Hsu model was 
selected to examine the effect of subcooling (Fig. 15), system pressure 
(Fig. 16) and fluid type (Fig. 17). Fig. 15 indicates that for the same wall 
superheat, the maximum cavity size decreases with increasing the de-
gree of subcooling, i.e. the range of active nucleation sites decreases. 
Fig. 16 indicates that the minimum cavity size decreases with increasing 
system pressure. In other words, the maximum cavity size is affected by 
the degree of subcooling due to the decrease in thermal boundary layer 
thickness with increasing degree of subcooling. The minimum cavity 
radius, for a fixed degree of subcooling, depends on fluid properties and 
thus it decreases with increasing system pressure due to the reduction in 
surface tension (22.6 %) and the significant increase in the slope of the 
vapour-pressure curve (561 %) when the pressure increased from 0.5 to 
5 bar. Fig. 17 compares the range of cavity size for water, FC-72 and 
HFE-7100 at atmospheric pressure and 5 K subcooling. It indicates that 
for wall superheat value of 10 K, the range of active nucleation sites will 
be 5.5 – 126 µm, 0.7 – 108 µm, 0.4 – 79 µm for water, HFE-7100 and FC- 
72, respectively. Based on the minimum cavity size at the same super-
heat, water requires cavities with radius which is about 14 times larger 
compared to FC-72. For the same cavity size (1 µm), the wall superheat 

Fig. 14. Comparison between nucleation models for water at atmo-
spheric pressure. 

Fig. 15. Effect of subcooling on the size range of cavities predicted using Hsu 
[3] model. 

Fig. 16. Effect of system pressure on the range of active nucleation sites pre-
dicted using Hsu [3] model. 
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required at boiling incipience is much higher for water compared to FC- 
72 and HFE-7100. Based on the maximum cavity radius, the opposite 
occurs, i.e. wall superheat of water is much lower than that of FC-72 and 
HFE-7100. In other words, water may perform better on micro-finned 
surfaces, rather than smaller surface structure preferred by more high-
ly wetting fluids like refrigerants. 

In conclusion, the boiling incipience superheat can be predicted 
either using the phase stability-based models (wettability-based 
models) or the thermal boundary layer-based models. In the 
wettability-based models [13,14], the critical embryo radius was given 
as a function of cavity mouth radius, wettability and fluid properties. In 
the thermal boundary layer-based models [3,29 –31], the critical em-
bryo radius was given as a function of the cavity mouth radius, the 
bubble shape angle, the boundary layer thickness and fluid properties. 
All thermal boundary layer-based models [3,29 –31] conclude that the 
cavity mouth diameter is the only geometrical parameter needed for the 
design of surface cavities regardless of wettability. On the contrary, the 
wettability-based models by Lorenz [13] and its modified version by 
Tong et al. [14] recommend that cavity depth and cavity mouth 
diameter are important for the surface design especially for highly 
wetting liquids. These models [13,14] predict that for a fixed cavity 
cone angle, the incipient superheat decreases as the contact angle in-
creases up to a certain contact angle value above which the effect of 
wettability diminishes. They could explain the very high superheat 
encountered with highly wetting liquids – something which the other 
thermal boundary layer-based models could not explain. Also, they 
predict that for highly wetting liquids, the cavity aspect ratio should be 
greater than 10 while it should be 2 – 3 for moderately wetting liquids. 
Additionally, the models [13,14] indicated that for a fixed cavity size 
and fluids with the same slope of vapour-pressure curve, the incipience 
superheat increases as surface tension increases. However, some 
experimental studies tested different fluids on the same substrate ma-
terial and the effect of surface tension did not follow the conclusion 
from Lorenz [13] model, as will be discussed below in the next section. 
The wettability-based models cannot predict the effect of liquid bulk 
temperature (degree of subcooling) while the thermal boundary layer- 
based models predict that the range of active nucleation sites decreases 
with increasing degree of liquid subcooling. 

On the validation of boiling incipience models 
Although the above theories have been developed some time ago, 

there is no study with the objective of validating these theories. This 
could be due to the difficulty in the fabrication of conical cavities and 
the measurement of the local superheat underneath each cavity. In this 
paper, the incipient superheat is detected from the boiling curve from 

some of the relevant past studies, in order to shed some light on the 
validation of the above theories. Surtaev et al. [32] investigated satu-
rated boiling of water and ethanol on sapphire substrate with trans-
parent heating. The roughness of the boiling surface was less than 1 nm 
(based on manufacturer data sheet as they did not measure it) and the 
static contact angle was 600 for water and 100 for ethanol. With this 
surface finish, it was expected that the incipience superheat approaches 
the value in homogeneous nucleation, e.g. 213.3 K for water. However, 
the boiling curve for water indicated that boiling started at wall super-
heat of 22.3 K with 4 K excursion while for ethanol the incipient su-
perheat and the excursion were 47.4 K and 11.2 K, respectively. This 
temperature excursion could be an indication of the gas entrapment at 
the beginning (the first embryo cycle). Additionally, both fluids 
exhibited boiling incipience hysteresis but the slope of the water boiling 
curve was much larger compared to ethanol, i.e. better heat transfer 
rate. It is interesting to note that the surface tension of water is about 3.3 
times greater than that of ethanol. As discussed above (see section 
2.3.1), the incipient wall superheat increases as surface tension in-
creases for a fixed cavity size. Thus, it might be expected that the wall 
superheat at boiling incipience should be lower for ethanol, which was 
not the case. This behaviour may lead to the conclusion that cavities that 
were activated with water are different from those that were activated 
with ethanol bearing in mind that the boiling surface is the same but it 
may have a wide range of random cavity sizes. To verify this conclusion, 
the cavity size can be estimated by back calculations using the measured 
contact angle and wall superheat. From Eq. (2), the predicted critical 
embryo radius for water and ethanol are 1.5 µm and 0.19 µm, respec-
tively. Using the Lorenz [13] model and the measured contact angle for 
each fluid, the cavity cone angle and cavity mouth radius can be pre-
dicted. For ethanol with contact angle 100 and 47.4 K superheat, the 
model predicted that the effective embryo radius (0.19 µm) exists always 
inside the cavity and there is a range of cavity sizes (all cavities with 
cone angle less than 100) that can satisfy the superheat value (47.4 K). 
The cavity mouth radius ranged from 0.3 to 0.7 µm. On the contrary, for 
water with contact angle 600 and 22.4 K superheat, the model predicted 
that the effective embryo radius (1.5 µm) can satisfy the superheat value 
of 22.4 K over a wider range of cavity sizes. This range include cavity 
sizes with possible nucleation at the cavity mouth (all cavities with cone 
angles 〈300) and another range of cavity sizes with possible nucleation 
from inside the cavities (all cavities with cone angle > 300). The cavity 
mouth radius was in the range 1.5 – 5 µm. For ethanol, the predicted 
smallest cavity depth and aspect ratio at incipience are 5.7 µm and 8.6, 
respectively. For water, the minimum cavity depth and aspect ratio at 
incipience are 5.6 µm and 1.86, respectively. Note that, the cavity 
diameter is not the same because the cavity cone angle is different for 
each fluid. These values are not matching the surface characteristics of 
the smooth substrate in the study by [32]. However, it does not mean 
that the models are not accurate because, in practice, surface analysis is 
usually conducted for a tiny area of the surface. Besides, the authors did 
not characterize the surface. It is worth noting that few debris on the 
surface can act as nucleation sites. It is interesting to note that the Lorenz 
model predicted a range of active cavities for a fixed superheat value – 
something similar to the Hsu model. Evaluating the Hsu model indicates 
that the range of active cavities for water at 22.3 K is 1.19 – 294 µm and 
for ethanol at 47.4 K is 0.15 – 106 µm. The maximum cavity radius is 
impossible to exist on the investigated transparent substrate. This means 
that for most engineering surfaces with random roughness, the mini-
mum cavity radius predicted by Hsu is the most important size, which 
can also be predicted using Eq. (2) with r*

e = rc. It can be concluded 
based on this study that the models based on cavity geometry and 
wettability agrees with the Hsu model in predicting the minimum cavity 
radius. The wettability models (phase stability-based) have an addi-
tional advantage, which is the possibility of predicting or incorporating 
the cavity geometry (radius and depth). 

The above models may be validated using artificial nucleation sites. 

Fig. 17. Effect of fluid on the size range of nucleation sites predicted using Hsu 
[3] model. 
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Qi and Klausner [21] investigated heterogeneous nucleation from arti-
ficial cylindrical cavities fabricated on a silicon substrate using water 
(contact angle 21) and ethanol (contact angle nearly zero). Seven inline 
cavities with diameter 20 – 60 µm and 45 µm depth were fabricated in 
the same substrate with cavity spacing 4 mm. It was found that, for 
water, the measured superheat was about 100 % larger than that pre-
dicted using Eq. (2) with r*

e = rc and reasonable agreement was obtained 
when r*

e = 0.5rc. For ethanol, the wall superheat reached 60 K without 
observing any bubbles. This disagreement with Eq. (2) may be attributed 
to the following reasons: (i) the cavities are not deep enough, e.g. the 
aspect ratio range in their study was 0.75 – 2.25. Using Bankoff criterion 
in Fig. 4 for water with contact angle 210, the required minimum aspect 
ratio is 3 while for ethanol with contact angle 60 (as an example) the 
required aspect ratio is 9.6. (ii) the authors observed significant nucle-
ation sites instability. This instability may affect the measured average 
wall superheat, which is used to evaluate Eq. (2). (iii) in the case of 
ethanol, because the contact angle was nearly zero, the cavities may be 
flooded with liquid. Yu et al. [33] investigated pool boiling of FC-72 on 
silicon substrate with a 2D array of artificial cylindrical cavities of 
diameter 200, 100, 50 µm and depth 200, 110 µm. The boiling curve 
plotted for a surface with cavity diameter 200 µm and depth 110 µm 
(aspect ratio 0.55) indicated that boiling incipience occurred at 30.5 K 
while it was 45.9 K for the plain surface. Because the Lorenz model is 
applicable for conical cavities, the Hsu model will be used to validate 
these values of the measured superheat. Using the superheat value of the 
smooth surface (45.9 K), the predicted cavity radius will be about 70 nm 
which agrees with the random microstructure of the smooth silicon 
substrate. On the contrary, with artificial cavity radius of 100 µm, Eq. (2) 
predicts 0.05 K superheat while the Hsu model predicts 10 K superheat. 
These values are much lower than the experimentally measured value 
(30.5 K). The reasons of this discrepancy are not understood. It may be 
due to the fact that the above theories were based on a single nucleation 
site without taking the effect of thermal interaction among cavities into 
account. Additionally, the measured superheat is the average value not 
the local value. Hutter et al. [34] investigated bubble interaction in 
saturated boiling of FC-72 from artificial cylindrical cavities (D = 10 µm 
and depth 40 – 100 µm) with integrated sensors beneath each cavity. 
Their experimental setup can be used to validate the nucleation theories. 
However, they did not record the exact wall superheat at boiling 
incipience. Instead, they started boiling by increasing the heater tem-
perature then reduced the heater temperature to the minimum value for 
a stable bubble growth. This minimum superheat value was found to be 
1.3 K for all cavities. The equilibrium superheat predicted using Eq. (2) 
is 0.9 K and by the Hsu model is 1 K, which are very close to the 
experimental value (1.3 K). This may raise a question about the defini-
tion of the incipient superheat. Is it the wall superheat at the onset of 
bubble formation or is it the minimum superheat required for the cavity 
to stay active? It is worth mentioning that the measurements by Hutter 
et al. may be within the hysteresis loop (in the decreasing direction of 
heat flux). In other words, the bubble may disappear at this superheat 
value (1.3 K) if it was given longer time. 

In conclusion, it is clear that although boiling incipience models have 
been developed many years ago, the models lack experimental valida-
tion, which is a big challenge. In most cases, the boiling incipience su-
perheat was detected from the slope change of the boiling curve which 
was constructed based on the average superheat. Additionally, the sur-
face structure was characterized using either SEM images or roughness 
profile without linking the measured superheat with surface micro-
structure. The SEM images give only a qualitative description of the 
surface. The big challenge in validating these theories is to design a 
surface with cavities of known geometry and measure the local super-
heat around the cavity. Indeed, there are many studies that measured 
the local superheat using integrated temperature sensors during single 
bubble nucleation and growth. Unfortunately, these researchers focused 
only on bubble dynamics and thus they triggered one single bubble using 

different techniques such as dialysis sensor, spot radiation heating, laser 
heating. They did not record or report on the wall superheat at boiling 
incipience. Few studies tested artificial cavities but again their focus was 
on bubble dynamics and interaction. Thus, more fundamental work is 
still required to understand and validate the heterogeneous nucleation 
theories, which is the first step in designing an efficient boiling surface. 
However, the research community should agree first on the definition of 
the incipience superheat, i.e. agree if this should be the superheat 
recorded with increasing heat flux when the first bubble appears or the 
minimum wall superheat recoded with decreasing heat flux after acti-
vating the nucleation site. 

Models of bubble growth and departure 

Bubble growth models 

In the above sections, the conditions required to activate nucleation 
sites were presented and discussed. To continue with the design of 
boiling heat transfer surfaces, it would be useful to understand the 
characteristics of bubble growth and departure. It is well known that 
bubbles grow due to hydrodynamic forces (inertia-controlled) and 
evaporation at the bubble surface (heat transfer-controlled). The inertia- 
controlled growth dominates only the early stages of bubble growth (for 
few microseconds). Additionally, there is agreement among researchers 
on that the bubble radius is proportional to time (R∝t) in the inertia- 
controlled growth while it is proportional to the square root of time 
(R∝

̅̅
t

√
) in the heat transfer-controlled growth. Many researchers [35 

–42] investigated bubble growth in a uniform temperature field. Table 1 
summarizes the proposed models by these researchers. Although they 
have adopted different approaches, they all agreed that the heat 
transfer-controlled growth regime can be expressed as: R(t) = CJa

̅̅̅̅̅
αt

√
. 

In most models, the transient heat conduction equation was solved for a 
semi-infinite flat plate rather than a sphere. Thus, the constant C was 
introduced to account for the spherical geometry of the bubble. Fig. 18 
shows a comparison among these models and indicates that there is a 
good agreement between all models except the models by Fritz and Ende 
[35] and Prisnyakov [41]. These two models were based only on the 
energy equation, i.e. the momentum equation was not included. Note 
that the models by Plesset and Zwick [37], Birkhoff et al. [38], and 
Scriven [39] are exactly the same (they conducted their own analysis 
and got the same relation) and the difference between these models and 
the model by Mikic et al. [42] is insignificant. Also, there is no difference 
between the models by Zuber [40] and Forster and Zuber [36]. 

The above models may not be applicable to non-uniform 

Table 1 
bubble growth rate in uniformly superheated liquid.  

Author Model equations 

Fritz and 
Ende [35] 

R = (2/
̅̅̅
π

√
)Ja

̅̅̅̅̅
αt

√

Forster and 
Zuber [36], 
Zuber [40] 

R =
̅̅̅
π

√
Ja

̅̅̅̅̅
αt

√

Plesset and 
Zwick [37] 

R =
( ̅̅̅̅̅̅̅̅̅̅̅

12/π
√ )

Ja
̅̅̅̅̅
αt

√

Birkhoff et al. 
[38] 

R =
( ̅̅̅̅̅̅̅̅̅̅̅

12/π
√ )

Ja
̅̅̅̅̅
αt

√

Scriven [39] 

R =

̅̅̅̅̅̅
12
π

√

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ΔTsup

ρv
ρl

[
hfg

cpl
+

(
cpl − cv

)
ΔT

cpl

]

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

̅̅̅̅̅
αt

√
orR ≅

̅̅̅̅̅̅
12
π

√

Ja
̅̅̅̅̅
αt

√

Prisnyakov  
[41] 

R =
4

3
̅̅̅
π

√ Ja
̅̅̅̅̅
αt

√

Mikic et al.  
[42] R+ =

2
3

[

(t+ + 1)3/2
− (t+)

3
2 − 1

]
A =

(
2
3

ρvhfgΔT
ρlTsat

)0.5

B =

̅̅̅̅̅̅̅̅̅
12α

π

√

Ja 

R+ =
RA
B2 t+ =

tA2

B2   
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temperature fields (bubble growth on a heated surface) and therefore 
several models were proposed based on the following three mechanisms: 
(i) bubble growth due to microlayer evaporation (MLE), (ii) bubble 
growth due to evaporation from the thermal boundary layer surround-
ing the bubble surface, i.e. relaxation layer evaporation (RLE), (iii) 
combination of MLE and RLE. Table 2 summarizes the proposed theo-
retical and empirical model equations proposed by researchers for 
bubble growth at a heated surface, which are compared in Fig. 19. The 
model by Zuber [40] requires a value for the applied heat flux. For the 
sake of comparison, the heat flux was predicted using the Cooper [43] 
heat transfer correlation for the same superheat value of 10 K as used for 
the rest of the models. It is obvious that there is no general agreement on 
the prediction of bubble growth rate in a non-uniform temperature field. 
Some models predict low growth rate such as the models by [41,44,45]. 
The model by Mikic and Rohsenow [46] depends on the waiting time, 
which was calculated here using the model by Han and Griffith [29]. It is 
worth noting that the waiting time by this model depends on the cavity 
radius. Thus, the prediction of bubble growth rate was conducted for 
cavity radius 10 and 100 µm. This model predicts that the bubble growth 
rate increases significantly with increasing the cavity size. The bubble 
growth model by [29] depends also on the cavity size but the growth 

rate increases slightly with increasing cavity radius. The model by Du 
et al. [47], which was based on dimensional analysis agrees well with 
Zuber [40] and Mikic and Rohsenow [46] for 100 µm cavity radius. The 
model by Chen et al. [48] which was based on micro-layer evaporation 
agrees well with Cooper [49], which combines microlayer evaporation 
and evaporation from the relaxation layer. 

Bubble departure models 

Fig. 20 shows the bubble departure diameter versus wall superheat 
predicted using different models, which are summarized in Table 3. The 
comparison was conducted using water at atmospheric pressure. The 
figure demonstrates that the models can be divided into three groups. 
The first group [45,50–54,69] predicts constant value of departure 
diameter, the second group [55 –59] predicts diameter that increases 
moderately with superheat, and the third group [60 –66] predicts 
diameter that increases strongly with increasing superheat. The figure 
indicates also that the predicted bubble departure diameter at 10 K Fig. 18. Comparison between models of bubble growth in a uniformly super-

heated liquid. 

Table 2 
Bubble growth rate in a non-uniform temperature field.  

Author Model equations 

Zuber [40] 
R = b

2̅
̅̅
π

√ Ja
̅̅̅̅̅
αt

√
[

1 −
q
̅̅̅̅̅̅̅
παt

√

2kΔT

]

b = 1to
̅̅̅
3

√
b = π/2 was recommended  

Han and Griffith  
[29] R = rc +

φsφc
φv

ρcα
ρvhfg

[
2(Tw − Tsat)

̅̅
t

√

̅̅̅̅̅̅
πα

√ −
Tw − T∞

δth

δ2
th

4α

(
4αt
δ2

th
erf

δth
̅̅̅̅̅̅̅
4αt

√ +
2̅
̅̅
π

√

̅̅̅̅̅̅̅
4αt

√

δth
exp
[

−
δ2

th
4αt

]

− 2erfc
δth
̅̅̅̅̅̅̅
4αt

√

)

+
φbhv(Tw − Tsat)t

φvρvhfg

]

φs = 0.5(1+ cosθ), φb =

0.25sin2θ,φv = 0.25(2+ cosθ
(
2 + sin2θ

)
)

Cole and Shulman  
[45] 

R = 2.5Ja0.75 ̅̅̅̅̅
αt

√

Cooper [49] Microlayer evaporation:For high conductivity wall/low conductivity liquid: R = 2.5Pr− 0.5Ja
̅̅̅̅̅
αt

√
For low conductivity wall/high conductivity liquid: R =

1.12

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
ρwcwkw

ρlcplkl

√

Ja
̅̅̅̅̅
αt

√
Evaporation from the microlayer and the bubble surface:R = 0.8

̅̅̅̅̅̅̅̅̅̅̅̅̅
3Pr/π

√
{

2.5
̅̅̅
ν

√ ΔTb

ψ

}

t0.5 +

(

2.5
̅̅̅
ν

√ ΔTsup

ψ

)

t0.5ΔTb = Tbulk − Tsat  

Mikic and 
Rohsenow [46] R =

̅̅̅̅̅̅
12
π

√

Ja
̅̅̅̅̅
αt

√
[

1 −
ΔTw − ΔTb

ΔTw

{(
1 +

tw
t

)0.5
−
(tw

t

)0.5 }]

Prisnyakov [41] 
R = R0 +

2
3
fθJa

(
2̅
̅̅
π

√
̅̅̅̅̅
αt

√
+fNt

)

, fθ =
(1 − cosθ)

1 + 0.5cos(2 + sin2θ)
, N =

q
ρlclΔT

f = 0.5(1 − cosθ)

Van Stralen et al.  
[44] 

R = 0.47(1/
̅̅̅
23

√
)Pr− 1/6Ja

̅̅̅̅̅
αt

√

Chen et al. [48] 
R =

(
C

ϕf(C)
Ja
)0.5 ̅̅̅̅̅

αt
√

ϕ =
f(C)C2

1Pr
C3Ja

,C =
Rb

R
f(C) = 1 − 0.75

(
1 −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1 − C2

√ )2
+ 0.25

(
1 −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1 − C2

√ )3
C was taken from Mei et al. (1995):C =

[(
0.4134Ja0.1655)− 6

+ (1 − 0.1exp(− 0.0005Ja))− 6
]− 1/6

C1 = 0.00525Ja0.752Pr− 0.5(kl/ks)
− 0.113

(αl/αs)
− 0.117  

Du et al. [47] 
R = 2.1077Ja0.7902 ̅̅̅

α
√

tn[mm], n = 1.0012e− P/0.3257 − 0.9624e
−

P
0.6161 +0.5 , P in MPa   

Fig. 19. Comparison between bubble growth models for non-uniform tem-
perature field. 

M.M. Mahmoud and T.G. Karayiannis                                                                                                                                                                                                     



Thermal Science and Engineering Progress 25 (2021) 101024

15

superheat ranges from 0.9 to 7.6 mm. The reasons of this wide scatter are 
not clearly understood but possible reasons could be the following: (i) 
difference in experimental thermal boundary conditions, i.e. constant 
heat flux versus constant surface temperature. Some researchers studied 
bubble dynamics using transparent substrates with integrated micro-
sensors to control the surface temperature. Conducting the test under 
constant surface temperature may result in different behaviour 
compared to constant heat flux boundary conditions. (ii) difference in 
surface microstructure and material. (iii) uncertainty in the measure-
ment of diameter especially when the bubble shape is deformed. (iv) 
definition of the equivalent bubble diameter. (v) experimental meth-
odology. For example, Surtaev et al. [32] investigated bubble dynamics 
of saturated boiling of water and ethanol on transparent sapphire sub-
strate (20 × 20 × 0.4) mm. Although boiling started at 90 kW/m2 and 
37 kW/m2 for water and ethanol, respectively, the bubble dynamics 
were presented for heat flux values much smaller than these values 
(31.5 kW/m2 for water and 33.6 kW/m2 for ethanol). This means that 
the bubble dynamics were measured after activating the nucleation sites 
at high heat fluxes, i.e. the measurements were conducted with 
decreasing heat flux in the hysteresis zone. This might raise the question 
whether the results will be the same in the increasing mode or not. 

Effect of wettability and fluid on bubble dynamics 

In this section, the bubble departure models that took into account 
the effect of cavity size will be used to help understand the effect on 
surface design. Chesters [67] predicted the bubble shape based on a 
balance between pressure, gravity, and surface tension forces. He 
concluded that the bubble departure diameter depends on the bubble 
growth mode, i.e. confined versus spreading mode. In the confined 
mode, the bubble grows while the TPL stays anchored to the cavity edges 
while in the spreading mode, the contact line spreads beyond the cavity 
edges. He gave a criterion for the transition from the confined to the 
spreading growth mode, which depends on fluid properties and static 
contact angle. If the static contact angle is greater than a critical value, 
the bubble will spread over the surface during its growth before it 
shrinks and form a neck at departure. The critical angle was given as: 

sinθcrit =
4 × 21/4

3

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅rc

(σ/gΔρ)0.5

√

(8) 

In the above equation, rc is the critical cavity radius above which 
spreading growth mode occurs for a fluid with contact angle θ. This 

equation indicates that for a fixed cavity radius of 20 µm as an example, 
the critical angle for water, HFE-7100 and FC-72 is 8.10, 130 and 15.40, 
respectively. Because the contact angle of water with most surfaces is 
larger than the critical angle, the TPL is expected to spread beyond the 
cavity mouth, i.e. larger contribution from the microlayer evaporation 
and larger dry area underneath the bubble at high heat fluxes. In this 
case, the bubble departure diameter was found to be independent of the 
cavity size and the obtained equation was the same as the one proposed 
by Fritz [50], see Table 3. On the contrary, the contact angle of highly 
wetting fluids (around zero) is always less than the critical angle. Thus, 
the TPL stay anchored to the cavity mouth and the bubble departure 
diameter depends on the cavity size. It increases as the cavity size in-
creases. For this case, Chesters [67] gave Eq. (9) below for the prediction 
of bubble departure diameter. In both modes of bubble growth, the 
bubble forms a neck at the moment of departure and shrinks with a 
minimum contact area with the surface. The contact radius was given by 
Eq. (10) for the confined growth mode and Eq. (11) for the spreading 
growth mode. 

Fig. 20. Comparison between bubble departure diameter predicted using 
existing models. 

Table 3 
Models and correlations of bubble departure diameter.  

Author Models equations 

Saini et al. [62] 
Ja less than 16: 

(
g

α2
l

)1/3

Dd =

1.35Ja4/3

[
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̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1 + 2.67
clσΔT
αlqJa4

√ ]2/3

16 < Ja < 100: 

(
g

α2
l

)1/3

Dd = 9.18JaJa > 100:

(
g

α2
l

)1/3

Dd =

(

6.6
cpΔTσ

αlq

)1/3  

Fritz [50] Dd = 0.0208θ
̅̅̅̅̅̅̅̅̅̅̅̅̅
σ/gΔρ

√
θ: 35 for organics and 45 for water – in 

degree  
Cole and Shulman  

[69] 
Dd = 0.0208θ

̅̅̅̅̅̅̅̅̅̅̅̅̅
σ/gΔρ

√ [
1+0.0025(dD/dt)1.5

]

Cole [60] Dd = 0.04Ja
̅̅̅̅̅̅̅̅̅̅̅̅̅
σ/gΔρ

√

Cole and 
Rohsenow [51] 

Dd = CJa*5/4
̅̅̅̅̅̅̅̅̅σ
gΔρ

√

,C = 0.00015 for water and 0.000465 for 

other fluids,Ja* =
ρlclTC

ρvhfg  
Kiper [61] Dd = 2.7Ja4/3 ( g/α2)− 1/3  

Van Stralen et al.  
[56] 

Dd = 2.63(1/g)1/3Ja2/3α2/3
(

1 +
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2π/3Ja

√ )0.25  

Golorin et al. [55]  
Stephan [63] 

Dd = 0.25

[

1 +

(
Ja
Pr

)2100000
Ar

]0.5 ̅̅̅̅̅̅̅̅̅
2σ

gΔρ

√

,Ar =

(
ρlgΔρ

μ2
l

)( ̅̅̅̅̅̅̅̅̅σ
gΔρ

√ )3  

Kutateladze and 
Gogonin [57] Dd = 0.25

[
(
1 + 105K1

) σ
gΔρ

]0.5
K1 < 0.06,K1 =

Ja
Pr

{(
ρlgΔρ

μ2
l

)(
σ

gΔρ

)3/2
}− 1  

Jensen and Memel 
[58] 

Dd = 0.91
[
1.8 + 105K1

]2/3 ̅̅̅̅̅̅̅̅̅̅̅̅̅
σ/gΔρ

√

Zeng et al. [64] 
Dd = 2

[
3k2/n

4g
(
10n2 + n(n − 1)

)
]2/(2− n)

Lee et al. [65] 
Dd = 2

[
25
2

̅̅̅̅̅̅
27

√
Jaα

̅̅̅̅
ρl
σ

√ ]2  

Kim and Kim [66] Dd = 0.1649Ja0.7
̅̅̅̅̅̅̅̅̅σ
gΔρ

√

Phan et al. [52] 
Dd = 0.627

2 + 3cosθ − cos3θ
4

̅̅̅̅̅̅̅̅̅σ
gΔρ

√

, ,θ ≤ 90  
Phan et al. [53] 

Dd =

(

6
̅̅̅
3
2

√ )1/3(
ρl
ρv

)− 0.5(ρl
ρv

− 1
)1/3

(tanθ)− 0.25
̅̅̅̅̅̅̅̅̅σ
gΔρ

√

Nam et al. [54] 
Dd =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

24sin2θ
2 + 3cosθ − cos3θ

√
̅̅̅̅̅̅̅̅̅σ
gΔρ

√

Cho and Wang  
[59] 

For t+ ≥ 5 : Dd = 0.652θ0.581ΔT0.313LaFor t+ < 5: Dd =

La

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

24sin2θ
2 + 3 − cos3θ

√

, t+ =
θσ0.5β1/3

L ΔT1/3

g1/6Δρ0.5ν2/3 , The contact angle is in 

radians   
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R =

[

1.5rc
σ

gΔρ

]1/3

(9)  

rcontact = rc (10)  

rcontact =

̅̅̅̅̅
3
32

√

sin2θ
̅̅̅̅̅̅̅̅̅σ
gΔρ

√

(11) 

The size of the contact area is expected to affect the bubble departure 
size through its effect on the surface tension force, Fs = 2πσrcontact. For 
water, with θ = 600 , the bubble contact radius at departure, calculated 
using Eq. (11), is 575 µm. For FC-72 with θ = 100 in Eq. (8), the critical 
radius will be 1.7 µm, i.e. confined bubble growth occurs for cavities 
with radius less than or equal 1.7 µm. In that case, the bubble contact 
radius equals the cavity radius. Thus, the surface tension force is ex-
pected to be much larger in the case of water (low wetting liquid) 
compared to FC-72 (highly wetting liquid) bearing in mind also that the 
surface tension of water is much larger than FC-72. 

To get an idea about the effect of heat flux, system pressure, wetta-
bility and fluid on bubble dynamics, a force balance model by Zeng et al. 
[64] is used in this section. The interested reader is referred to [64] for 
more details on the model equations. In their model, they ignored the 
surface tension force at the moment of bubble departure due to the 
necking phenomenon and assumed that buoyancy and drag are the 
important forces. In this section, the model by Zeng et al. was used but 
the surface tension force was taken into consideration. The bubble 
contact diameter required for the calculation of surface tension force 
was obtained from Eq. (10) and (11) given above by Chesters [67]. The 
bubble growth time was estimated from the bubble growth model by 
Forster and Zuber [36], see Table 1, and the Zeng et al. bubble departure 
model. The waiting time required to calculate the frequency was esti-
mated roughly from the transient heat transfer model by Han and 
Griffith [28], tw = δ2

th/παl. The required thermal boundary layer thick-
ness was calculated from δth = kl/htp and the two-phase heat transfer 
coefficient was estimated using the Cooper [43] correlation. The wall 
superheat required for the bubble growth rate was estimated from 
ΔTsup = q/htp. Fig. 21 illustrates the effect of heat flux and type of fluid 
on bubble departure diameter predicted using the Zeng et al. model. It 
indicates that the bubble departure diameter increases moderately with 
increasing heat flux (wall superheat) and the departure diameter of 
water was significantly larger than that of FC-72 and HFE-7100. For 
water with θ = 100, the departure diameter increased from 0.83 to 2.6 
mm in the heat flux range 10 – 300 kW/m2. For FC-72, the diameter 
increased from 0.27 to 1.07 mm while it increased from 0.32 to 1.02 mm 
for HFE-7100 for the same heat flux range. Increasing the contact angle 
of water to 600 results in significant increase in the departure diameter 
where it increased from 3.66 to 4 mm. Yu and Lu [68] measured the 

departure diameter of FC-72 bubble for heat fluxes up to 95 kW/m2 and 
reported values ranging from 0.2 to 0.5 mm, which agrees very well with 
the current calculations. Comparing the bubble growth rate and growth 
time in Fig. 22 at the wall superheat 10 K and the same contact angle, θ 
= 100 indicates that bubble grows faster in the case of water with larger 
growth time compared to FC-72 and HFE-7100. For water, the predicted 
growth time is 3.05 ms while it was 1.56 ms and 2.19 ms for FC-72 and 
HFE-7100. Increasing the contact angle for water from 100 to 600 (by 
coating as an example) resulted in significant increase in bubble growth 
time, e.g. it reached 17.9 ms. The reason of larger growth time in case of 
water could be due to the much larger bubble contact area in case of 
water as discussed above. This results in larger surface tension force 
which keeps the bubble attached to the surface until the buoyancy and 
other forces overcome the surface tension force. It is worth mentioning 
that Jackob number (Ja) and liquid thermal diffusivity of water at the 
same superheat are above 100 % and 400 % larger, respectively 
compared to FC-72 and HFE-7100. The larger the Ja and diffusivity, the 
larger the bubble growth rate and departure diameter. It is important to 
note that the larger the bubble growth rate (large growth velocity), the 
larger the chance of microlayer formation (trapping liquid film under-
neath the bubble). This may explain why the contribution of microlayer 
evaporation mechanism is large in case of water (66 % as in ref. [2]) 
compared to FC-72 (16.3 – 28.8 % as in ref. [1]). 

Fig. 23 illustrates the effect of heat flux and fluid on bubble departure 
frequency. For the same heat flux and contact angle, the bubble depar-
ture frequency of HFE-7100 is slightly larger than that of FC-72 but both 
are significantly larger than water. In case of highly wetting fluids, the 
frequency increases rapidly with heat flux up to certain heat flux value 
after which the frequency reaches an asymptotic value. It is interesting 
to note that this heat flux value is about 200 kW/m2, which is very 
similar to the critical heat flux values of these two fluids discussed in 
Part II [10]. On the contrary, the frequency increases almost linearly 
with heat flux in case of water. Additionally, reducing the contact angle 
from 600 to 100 in case of water resulted in significant increase in bubble 
frequency. This might explain the enhancement in heat transfer with 
water in hydrophilic and super-hydrophilic surfaces compared to hy-
drophobic surfaces as will be discussed in Part II [10]. Fig. 24 depicts the 
effect of pressure and wettability on departure diameter and frequency. 
It shows that the effect of pressure on departure diameter and frequency 
depends on wettability. In case of very high wettability, the departure 
diameter decreases continuously with increasing pressure while the 
frequency increases continuously with increasing pressure. When the 
wettability decreases (increasing contact angle), the departure diameter 
decreases with increasing pressure up to a certain pressure value 
(slightly above the atmospheric pressure) after which the diameter does 
not change significantly. With decreasing wettability, the frequency 

Fig. 21. Effect of heat flux and type of fluid on bubble departure diameter.  
Fig. 22. Effect of fluid on bubble growth rate and growth time, the arrow refers 
to the moment of departure. 
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increases to a maximum value after which it decreases continuously 
with increasing pressure. This figure may explain why the heat transfer 
rate increases with pressure in some studies while there was no effect or 
adverse effect in some other studies. 

It can be concluded from section 3 that there is a wide scatter among 
the results of past researchers on the prediction of bubble growth rate 
and departure diameter. This could be due the following reasons: (i) 
there is no general agreement on the heat transfer mechanism contrib-
uting to the bubble growth, e.g. microlayer evaporation, evaporation 
from the relaxation layer, combined evaporation from microlayer and 
relaxation layer; (ii) differences in microstructure and wettability. For 
moderate wettability case, the bubble can spread beyond the cavity 
diameter and trap a thin liquid layer underneath the bubble, which can 
contribute to bubble growth significantly. For highly wetting liquids, the 
bubble remains anchored to the cavity mouth without spreading (small 
contact area with the surface), i.e. more contribution from the relaxation 
layer. In case of hydrophobic surfaces, the bubble spreads on the surface 
with a dry patch underneath and thus evaporation is limited to the 
bubble cap. (iii) difference in substrate material and heating method. 
The substrate material (heated transparent materials versus metallic 
materials) affects the microstructure and wettability. In some studies, 
integrated heaters/sensors were used with thin test sections, while in 
some others large metal blocks were tested. The parametric analysis 
conducted in this study for bubble dynamics indicated the following: (i) 
the bubble departure diameter increases with increasing heat flux and 
contact angle. (ii) The bubble growth rate and growth time of water are 
significantly large compared to highly wetting liquids. (iii) The bubble 
growth time increases with increasing contact angle. (iv) For the same 
heat flux and contact angle, the bubble departure frequency of water 

was significantly lower than that of highly wetting liquids. (v) For the 
same fluid and heat flux, the frequency decreases as the contact angle 
increases. (vi) The bubble departure diameter decreases with increasing 
pressure but the effect of pressure on frequency depends on wettability. 

Conclusions 

In Part I of this two-part paper we presented a thorough discussion 
and analysis of the fundamental knowledge required for the design of 
boiling surfaces. The fundamentals of heterogeneous nucleation, pre-
diction of the incipience superheat and bubble dynamics parameters 
were discussed while highlighting the effect of fluid properties and 
wettability. The major conclusions of this work are given below:  

1. The gas entrapment criterion given by Bankoff [12], with the static 
contact angle as a parameter, is recommended for the design of 
boiling surfaces with stable nucleation sites. 

2. Although the heterogeneous nucleation theories have been devel-
oped many years ago (dates back to 1960 s), these theories are not 
well-validated. The commonly adopted models were the thermal 
layer-based models and the phase instability-based models. The 
fundamental differences between these models are: (i) All the ther-
mal layer-based models did not take the effect of wettability into 
consideration while wettability is included only in the instability- 
based models. (ii) All the thermal layer-based models recommend 
that the cavity mouth diameter is the only geometrical parameter 
required to predict the incipience superheat. On the contrary, the 
instability-based models recommend the cavity mouth diameter and 
cavity depth. (iii) For a fixed wall superheat, the thermal layer-based 
models predict that there is a range of active cavities with diameter 
between a minimum and maximum value. This maximum value 
didn’t match the values obtained from the surface analysis. The 
maximum and minimum cavity diameter resulted from a solution of 
a quadratic equation that has two solutions (are the two solutions 
valid or one should be rejected?). The instability-based models could 
predict a range of cavity sizes for a fixed superheat value (similar to 
the thermal layer-based models) due to difference in wettability, 
cavity diameter and depth. The maximum value in this range 
matches the surface measurements (more realistic). Thus, validation 
of the incipient superheat theories is difficult without precise surface 
characterization, measuring the local superheat near the cavity and 
understanding the change in wettability with temperature  

3. Based on the phase instability-based models, the effect of wettability 
on the incipience superheat depends on the cavity cone angle 
(depth). The models predict that the superheat increases as surface 
tension increases for liquids having nearly the same slope of the 
vapour-pressure curve. However, there are reports of results with 
fluids of different surface tension boiling on the same surface and 
giving an opposite surface tension effect, i.e. lower superheat with 
fluids of larger surface tension. The effect of surface tension is not 
thus fully understood. Note that one assumes that in the experiments 
that relate to this, careful degassing was carried out and all dissolved 
gasses were completely removed as the presence of some residual 
dissolved gases can reduce the incipient superheat. 

4. Evaluation of bubble growth models indicated that there is agree-
ment on the bubble growth rate in a uniform temperature field, while 
there is a large scatter on the prediction of bubble growth at the 
boiling surface.  

5. There is no general model for the prediction of bubble departure 
diameter and there is a large scatter among the existing models. This 
may be due to the discrepancy on the dominant forces that affect the 
bubble departure and the use of different bubble growth models. It is 
worth mentioning that the bubble growth rate (velocity) is required 
to estimate the drag and inertia forces, which affect the bubble de-
parture diameter. 

Fig. 23. Effect of heat flux and fluid on bubble departure frequency.  

Fig. 24. Effect of system pressure and wettability on departure diameter 
and frequency. 
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6. The parametric analysis for bubble dynamics indicated that bubble 
departure diameter increases with heat flux (wall superheat) and the 
diameter is larger for liquids with larger Jackob number. As the 
contact angle increases, the bubble growth time increases due to 
increased surface tension force. For dielectric liquids (low surface 
tension), the bubble frequency increases rapidly with heat flux to an 
asymptotic value while it increased moderately for high surface 
tension liquids (water). For the same fluid, the effect of system 
pressure on departure frequency and diameter depends on wetta-
bility. For high wettability, the diameter decreases continuously with 
increasing pressure. As the wettability decreases, the departure 
diameter decreased from a large value at sub-atmospheric pressure 
to an asymptotic value at pressures above the atmospheric pressure. 
Regarding the frequency, for high wettability, the frequency in-
creases with increasing pressure, while as the wettability decreases, 
the frequency reaches a maximum value then decreases rapidly with 
increasing pressure. This may explain the complex effect of pressure 
on the HTC.  

7. The design of boiling surfaces is still very challenging and there is a 
need to test different fluids on the same surface material and 
microstructure instead of testing one fluid with different random 
structure. The definition of what is called “cavity” should be agreed 
among researchers because in most cases surfaces have protrusions 
rather than holes. Additionally, there is a need for testing metallic 
surfaces with artificial nucleation sites to validate the existing 
nucleation theories. 
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