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Abstract

In this work we investigate nucleate pool boiling via non-equilibrium molecular

dynamics (NEMD) simulations. The effect of nano-structured surface topography on

nucleation and transition to a film-like boiling regime is studied at the molecular scale,

by varying the cavity aspect ratio, wall superheat, and wettability through a systematic

parametric analysis conducted on a Lennard-Jones (LJ) system. The interplay of the

aforementioned factors is rationalized by means of a classical nucleation theory-based

model. The solid surface is heated uniformly from the bottom in order to induce the

nanobubble nucleation. Insight into the cavity behavior in heat transfer problems is

achieved by looking at temperature and heat flux profiles inside the cavity itself, as well

as at the time of nucleation, for different operating conditions. The role of the cavity
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size in controlling the vapor embryo formation is highlighted and its dependence upon

the other investigated parameters summarized in a phase diagram. Our results show

that heterogeneity at the nanoscale plays a key role in determining pool boiling heat

transfer performance, suggesting a promising approach to optimize nano-structured

surfaces for energy and thermal management applications.

Introduction

Pool boiling represents one of the most challenging and ubiquitous processes in thermal

management systems. Its importance is due to its many applications1,2 from nano/micro

cooling devices in electronics3 to macro-scale heat exchangers in the oil and gas industry4.

This makes boiling systems a rapidly-growing area in the study of heat transfer, in which

optimization at different length scales has been widely investigated in the last decade from

both the modeling5–7 and experimental8–10 perspectives. Yet despite the considerable at-

tention received by pool boiling in the literature, there remain a number of open problems.

A complete understanding of the microscopic origins of boiling is lacking, together with a

comprehensive picture of how the solid surface interacts with the fluid during the onset of

nucleation. This partial understanding has limited the optimization of solid surfaces which

are central to the manufacturing and design of heat transfer units.

Surface topography has been shown to play a key role in enhancing boiling heat transfer

performances11. It is currently possible to produce nano-structured surfaces (e.g., nanowires)

with tunable and desired specifications, leading to higher surface morphology control12–14.

Due to the complexity of the phenomena involved, as well as the multiscale nature of pool

boiling, different modeling approaches are required depending on the length scale under

consideration. Meso-15,16 and macro-scale17,18 models provide insights into the departure

diameter and frequency of the nucleated bubbles. Most of these approaches, however, use

assumptions (e.g. local equilibrium or linear non-equilibrium) to reproduce the physics of

phase change, especially in close proximity to the solid-liquid interface.
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Pool boiling is a complex, spatially-inhomogenous, non-equilibrium process, dependent

on the nature of the solid-liquid interactions that cannot be accounted for by existing meso-

and macro-scale models. Molecular-scale investigations, therefore, appear to be a promising

approach to pool boiling modeling, since the out-of-equilibrium nature of boiling, and the

effects of molecular interactions, are captured at the atomistic scale19, without the need for

any closure assumptions. More specifically, surface wettability and geometrical details can

be built into the model. The advantage of molecular modeling of pool boiling is twofold:

first, it provides insights and useful information that can be passed to larger-scale models;

second, key phenomena and fundamentals can be investigated by looking at the atomistic

nature of phase change.

Molecular dynamics (MD)20 has been widely employed in the last few years to provide

molecular-scale insights into the complexity of boiling phase change at the nano/micro-

scale19,21–23. Previous attempts at the MD level investigated extensively the role of wet-

tability on heat transfer performances for Lennard-Jones (LJ) liquid argon systems. Tang

et al.24 studied the effect of bare and graphene-coated surfaces for atomically smooth solid

wall systems and their influence on critical heat flux (CHF) and transition to film (explosive)

boiling for liquid LJ argon. A local, non-uniform heating spot was investigated by Yamamoto

and Matsumoto25 with particular attention to wettability heterogeneities on smooth (flat)

solid walls. They confirmed that no pre-existing nuclei are needed to induce the onset of

nanobubble nucleation at the molecular scale. The authors proved that wettability affects

boiling inception, due to the wall-liquid energy interaction. Diaz et al.26,27 investigated the

effect of wettability on nano-patterned surfaces. The authors mainly focused on the effect

of solid-fluid interactions on CHF. Yin et al.28,29 investigated the effect of nanoparticles

in a cavity showing an increase of heating performances. Novak et al.30 showed that high

aspect ratio indentations lead to a better control of nucleation rate than lower ones. The

authors stated that wall defects size can improve the control of the nanobubble nucleation.

The importance of the presence of cavities in the solid wall was also confirmed by Chen
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et al.31,32 who studied the thermal performances of rough surface and their benefits with

respect to the smooth ones. These investigations showed that the enhancement of thermal

properties brought about by the surface roughness is also related to solid-liquid interactions.

Other works on cavity effects have also been recently conducted33,34, stressing even further

the importance of a surface post/defect in nucleate boiling. More specifically, Mukherjee et

al.34 studied water bubble growth rate as a function of the notch geometry; the more recent

work of Shahmardi et al.33 highlighted the importance of a surface defect (square cavities)

in triggering the nanobubble nucleation, mainly focusing on the energy fields at constant

cavity size. Further investigations have also been made by Zhou et al.35 who conducted an

interesting analysis on the non-trivial role played by the surface wettability in relation to

different wall superheat, in terms of nucleation time for flat surfaces. The importance of

the wettability role is also confirmed by Chen et al.36, Hens et al.37 and Shavik et al.38 who

mainly investigated explosive boiling regimes for LJ liquid argon systems, at very high wall

temperatures (above 200 K), on flat solid surfaces.

Despite the extensive investigations reported above, a lack of knowledge on the de-

fects/cavities role in nanobubble nucleation is still present, and the interplay among sur-

face topography, wall heating, and wettability remains partially-understood which limits our

ability to control pool boiling. More importantly, an open and fundamental question still

concerns the role played by the cavity size and how this is related to the other operating

parameters. Hence, our novel contribution goes into the direction of highlighting the role

played by the cavity size in driving and control nanobubble formation, through a systematic

parametric analysis. Additionally, we aim at proposing a mathematical modeling approach

which can rationalize our MD observations and, at the same time, constitute a solid bridge

with a more general multiscale approach.

In this paper, non-equilibrium molecular dynamics (NEMD) is used to investigate the

surface topography effect on nucleate pool boiling for a Lennard-Jones (LJ) system. The

main advantage of investigating a LJ system is brought by the low computational cost at
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which a wide range of operating conditions (physical and chemical, e.g., wettability) can

be easily investigated without any loss of generality. On the other hand, electrostatic in-

teractions and the complexity of molecules geometry cannot be taken into account in this

simplified approach. This leads to another advantage which consists in the possibility of in-

vestigating single factors at the time, to study such a complex process like pool boiling. The

main novelty of this work is the performance of a systematic study of the role played by the

cavity size in the solid wall on nanobubbles nucleation, together with the effect of the surface

wettability and wall superheat. The interplay among these factors is studied extensively and

summarized in a phase diagram, in terms of nucleation time, cavity behavior, and key mech-

anisms observed. This represents a crucial step forward in the study and the understanding

of the ability of a solid surface defect/post (i.e., cavity) to provide more or less control on

the nucleated vapor embryo. We also show how nucleation data from MD can be interpreted

by a classical nucleation theory (CNT)-based model. As a further element of novelty, the

CNT-based model represents a powerful tool not only to describe the nucleation time but

also to rationalize the interplay of the aforementioned factors. Furthermore, the cavity heat

transfer performance is evaluated quantitatively in terms of heat flux and temperature in-

side the cavity and compared to the predictions of a continuum-scale, one-dimensional heat

diffusion model to further understand the main mechanisms involved at such short time- and

length-scales. These modelling investigations are of paramount importance for a future link

to upper-scale models in a more general multiscale framework. Our results can be applied to

the design of surface topography to control nanobubble nucleation for optimal heat transfer

performance and thermal management of nano-devices.

The rest of this paper is structured as follows: we first show the numerical details and

operating conditions of the investigated system; main results and general discussion are

then reported. Conclusions and future perspectives are provided in the final part of the

manuscript. Details of the relationship between Lennard-Jones reduced units and SI real

units are summarized in supporting information.

5



Molecular dynamics: computational setup & operating

conditions

Figure 1: Schematic representation of the simulation box, left, and geometry of the solid
wall, right, with cavity size of width w and depth h = 20σ (constant). The aspect ratio is
defined as AR = w/h. The solid surface is uniformly heated from the bottom (red) with
temperature Th.

A schematic representation of the simulated system is shown in Figure 1. It consists

of 105 Lennard-Jones (LJ) particles which interact through a pairwise Lennard-Jones (LJ)

potential:

φ(rij) =


4εij

[(
σij
rij

)12

−
(
σij
rij

)6
]

rij ≤ rout

0 rij > rout

, (1)

where εij and σij are the energy and the distance parameters between two generic atoms i and

j, at distance rij. The higher the value of εij, the more energetically intense is the interaction

between atoms i and j; no electrostatic effects are taken into consideration. An outer cutoff

radius rout = 2.9σ is used and the potential function reported in Equation (1) is smoothly
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varied to zero between a distance rin = 2.5σ and rout using a fourth-order polynomial with

coefficients C1, C2, C3, C4 chosen so force F (rij) = C1 +C2(r−rin)+C3(r−rin)2 +C4(r−rin)3

varies smoothly to zero. This smooth tail prevents the system undergoing singularities (due

to cutoff noise) during the MD time integration39. Furthermore, reduced LJ units are used

throughout this work, with the aim to study general fluid dynamics in a simple system. The

correspondence with real SI units is summarized in supporting information.

As shown in Figure 1, in reduced units the simulation box size is 100σ × 15σ × 180σ,

respectively in x, y, and z; therefore, a pseudo two-dimensional approach is adopted with

the advantage of capturing the main physics of boiling at a low computational cost, despite

maintaining a wide system in x and z (vertical) directions. The solid surface is placed at

the bottom (gray and red) and is generated in the face-centered cubic (FCC) lattice with a

reduced density equal to 1. Liquid and vapour phase atoms are placed with a number density

equal to 0.69 and 0.01, respectively. Solid atoms are tethered to their equilibrium positions

by a harmonic spring force with a spring constant equal to 100. This avoids translational

movements and penetration by liquid phase atoms during the simulation run.

The top and bottom faces of the simulation box (perpendicular to z-direction) are char-

acterized by fixed boundary conditions (12/6 LJ interactive wall on top and fixing a one-way

velocity sign for the particles on bottom side), while periodic boundary conditions are im-

posed in the x- and y-directions. The right side of Figure 1 depicts the structural detail on

the solid wall: a cavity of width w and depth h is placed in the center. The size of the cavity

is characterized throughout the whole work in terms of its aspect ratio, AR:

AR =
w

h
, (2)

where the cavity depth h is constant and w is varied parametrically in order to investigate

the range AR = 0.25 − 2.0. Solid-solid, s, and fluid-fluid, f , interactions are governed

by the following LJ parameters: (εss, σss) = (3.08, 0.85), and (εff , σff ) = (1.0, 1.0). The
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cross interactions between solid and fluid atoms, εsf , determines surface wettability40 and

will be explicitly set to suitable values that can guarantee the desired hydrophilicity degree.

Consequently, based on their values, three different scenarios are possible:

εsf
εff
−→


< 1 hydrophobic,

= 1 neutral,

> 1 hydrophilic.

In this work, hydrophobic, neutral, and hydrophilic surfaces are studied and the corre-

sponding solid-liquid LJ parameters are ( εsf
εff

, σsf
σff

) = (0.5, 1.05), (1.0, 1.00) and (1.7, 0.93),

respectively .

The initial configuration of the system is minimized by applying a conjugate gradient

(CG) algorithm with a stopping tolerance for both energy (unitless) and force (force units)

equal to 10−8. The system is then equilibrated in a constant molecular number (N), constant

volume (V) and constant temperature (T) ensemble (NVT), using a Nose-Hoover thermo-

stat41 with characteristic relaxation time constant equal to 100∆t, where ∆t is the value of

the time-step set equal to 0.005τ , in which τ represents the characteristic time in reduced

LJ units (see supporting information). NVT equilibration is run for 50000 time-steps which

brings the system to the target temperature Tcold = 0.8; temperature values are provided

in reduced LJ units (see supporting information) throughout this work. After equilibration,

simulations are run in NVE ensembles for 3×106∆t with a timestep ∆t = 0.005τ . The

equations of motion for the atoms are time-integrated using the standard velocity-Verlet

integrator algorithm.

Heat is provided uniformly from the bottom (represented in red in Figure 1) by ther-

mostatting the solid substrate with a thickness of 3σ to Th = [1.2− 2.2], using the Langevin
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thermostat42. We investigate the effect of the wall superheat, ∆Twall, defined as

∆Twall = Twall − Tsat, (3)

which represents the difference between the wall temperature Twall and the liquid saturation

temperature, Tsat, that corresponds to about 1.01 at the investigated operating conditions

and in line with other works performed on LJ systems23. As common practice,23,24 Tsat is

determined by NVT simulations at increasing fluid temperatures T . Tsat corresponds to the

minimum temperature beyond which a nucleus appears within the limit of the simulation

time. We are aware that the saturated temperature will change in a non-trivial manner

as the system is heated, at different points of the fluid. However, the only use of Tsat is

in defining the relative superheat ∆Twall, and therefore using a constant value for all cases

presented can be considered a good approximation for the purposes of the current work. In

this work, Twall is considered to be the spatially-averaged wall temperature of the gray solid

surface depicted in Figure 1, which varies over time, due to the non-equilibrium nature of the

performed MD analysis. The range of wall superheats studied here is ∆Twall = [0.2− 1.2].

In line with its definition43, the heat flux vector is evaluated from MD trajectories as:

J =
1

V

[∑
i

(eivi) +
1

2

∑
i<j

(Fij · (vi + vj)) rij

]
, (4)

where V is the volume of the region in which the heat flux is evaluated, ei corresponds to

the total energy (potential plus kinetic) of each atom i, vi is the per-atom velocity vector.

The second term inside the square brackets corresponds to the virial contribution of the per-

atom stress tensor, where Fij is the force acting on atom i due to the pairwise interaction

with an atom j, at distance rij. MD simulations are carried out by means of the Large-

scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) package44. The VMD

software45 is used to produce graphical images of the molecular systems.
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Results and discussion

Below, we present the results starting with a preliminary analysis of the nucleation event.

Then, nucleation boiling is extensively investigated and transition to film-like boiling is

presented in the third part of this section. Heat transfer results are then shown and, finally,

the main findings of this MD parametric study are summarized in a phase diagram.

Preliminary observation of nucleation events

We begin the presentation of our results by showing a nucleation event for flat hydrophobic

and hydrophilic surfaces in Figure 2, characterized by AR = 0. The wall superheat is

∆Twall = 0.2, as previously defined in Equation (3). Inspection of Figure 2 reveals that

nucleation takes place differently, depending on the surface wettability, in line with previous

investigations26. As can be seen in Figure 2(a), the nanobubble is in direct contact with the

hydrophobic solid surface, whereas in the case of the hydrophilic surface shown in Figure 2(b),

a thin liquid layer is formed between the nuclei and the solid wall. As will be shown later,

film-formation has a direct bearing on the heat transfer performance of the solid wall for the

full range of cases investigated.
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(a) (b)

Figure 2: Nucleation events for flat hydrophobic and hydrophilic surfaces, shown in (a) and
(b), respectively, characterized by AR = 0, ∆Twall = 0.2, and the corresponding wettability
parameters reported in the operating conditions section.

Importantly, the nucleus forms randomly in the bulk liquid proving that the flat surface

provides very little control over the onset of nucleate boiling. Due to the stochasticity of the

nucleation process and in the absence of surface-structuring, a nucleus appears spontaneously

when the liquid has sufficient energy to expand locally. In contrast, and as will be shown

below, in the case of nano-structured surfaces, the nucleation dynamics is characterized by

a deep interplay between the cavity size, the wettability conditions, and the wall superheat.

Snapshots depicting the dynamic evolution (at 2500τ simulation time intervals) from

nanobubble nucleation to continuous vapour film formation are presented in Figure 3 at

cavity AR = 0.50, 1.0, and ∆Twall = 0.2 for the hydrophobic (top panel) and hydrophilic

(bottom panel) surfaces. Similar results associated with the rest of the parameters and cases

studied in this work (i.e., all the wettability and cavity AR ranges) can be found in the Sup-

porting Information (SI). Every nucleation event takes place at a different time, depending

on wettability and cavity aspect ratio, as will be shown in the Nucleation time subsection. It
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is clear from Figure 3 that for the smallest AR values studied the cavity is filled with liquid

in the case of hydrophilic and neutral surfaces (see SI), resulting in nucleation events that

originate outside the cavity itself, either on the heated surface or within the liquid bulk.

For non-hydrophobic surfaces and very small cavity AR (i.e., AR = 0.25 and 0.50, see

Figure 3(i)-3(l) and SI), formation of multiple nanobubbles is also possible which could

merge resulting in faster development of continuous vapour films separating the solid and

liquid phases. In these cases, the solid surface has very little influence on the onset of

nanobubble nucleation dynamics. On the other hand, for the hydrophobic surface, nucleation

occurs within the cavity at all AR studied and the resulting nanobubble remains localized

in the vicinity of the vapour-filled cavity. This illustrates the fact that for hydrophobic

surfaces, even narrow cavities can provide control over the location of the onset of nanobubble

nucleation, despite the transition to a film-like boiling regime (i.e., vapour blanket covering

the entire solid surface) occurring at much earlier simulation times. This is demonstrated

by the snapshots depicted in Figure 3(a)-3(h) and will be discussed in detail in the following

sections. It is worthwhile to stress that these results are achieved and therefore valid for a

cavity post that is placed in a system of characteristic dimensions of few hundreds molecular

units σ for the solid surface design. Moreover, we have performed additional larger scale

MD simulations (simulation box 3 times bigger, 2.5 · 106 particles) and observed that some

similarities can be reached, at least in terms of nucleation time and dynamics of nanobubble

formation, despite the dynamics of the nanobubble growth is substantially different. This

analysis is here omitted as out of the main scope of this work but paves the way for deeper

future investigations; however, a demonstrative comparison is reported in Appendix A.

12



HYDROPHOBIC

AR = 0.5

(a) t=2500 τ (b) t=5000 τ (c) t=7500 τ (d) t=10000 τ

AR = 1.0

(e) t=2500 τ (f) t=5000 τ (g) t=7500 τ (h) t=10000 τ

HYDROPHILIC

AR = 0.5

(i) t=2500 τ (j) t=5000 τ (k) t=7500 τ (l) t=10000 τ

AR = 1.0

(m) t=2500 τ (n) t=5000 τ (o) t=7500 τ (p) t=10000 τ

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Simulation time

Figure 3: Evolution of nucleate boiling process at 2500τ simulation time intervals, at cavity
aspect ratios AR = 0.5, 1.0, for the hydrophobic (a-h, top panel) and hydrophilic (i-p, bottom
panel) surfaces at ∆Twall = 0.2. 13



The ability of the system to ensure that a vapour region is constantly replenished by

an adjoining liquid phase (following bubble departure) is defined as ‘capillary pumping’ and

represents one of the key properties of nano-structured surface design and manufacturing

for heat transfer processes optimization46. As seen in Figure 3, although the wide cavity

sizes (high AR) offer a higher degree of control over the nucleation site they hinder the

constant presence of liquid phase in the cavity; the mass of liquid that collects in a cavity

of given AR is also an increasing function of the surface wettability. This might constitute

an unwanted effect for the capillary pumping during the boiling process. With increasing

AR, the qualitative differences in system behavior associated with surface wettability are

reduced, as demonstrated by Figure 3 (and for cavity AR > 1 in the SI); furthermore, the

advantage of a more controllable nucleation site is counterbalanced by a faster transition

to film-like boiling regime, which provides thermal resistance to heat transfer (see the Heat

transfer analysis subsection).

Nucleation time

We now investigate the nucleation time tnucl, expressed in reduced LJ units τ , as a function

of the wall superheat, ∆Twall, for different cavity aspect ratios AR, and constant wettability

defined by the LJ potential parameters in the operating conditions section. This is reported

in Figure 4 for the case of a hydrophilic surface. Within our MD framework, the presence

of a nucleus is identified when a part of the liquid phase (density ρliq ≈ 0.7σ−3) expands

and a vapor phase, an order of magnitude lower in density (as also visible in Figure 2,

density ρvap ≈ 0.01σ−3), appears and stably persists for the remainder of the simulation for

a minimum number of timesteps nmin > 5 · 103 . This can be assessed using cluster analysis

on the molecules or computer vision on the density fields, but visual inspection is found to

be sufficient for the number of cases study in this work. This can occur inside or outside

the cavity, depending on the operating conditions, as seen in Figure 3 (and the SI). When

nucleation happens outside the cavity, tnucl is the elapsed time of the simulation till the
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Figure 4: Variation of the nucleation time in reduced LJ units τ , with the wall superheat
∆Twall for a hydrophilic surface of varying aspect ratio, AR, and wettability parameters
defined in the operating conditions section. Simulation results are represented with dis-
crete symbols, while the corresponding theoretical fitting (classical nucleation theory, Equa-
tion (9)) is reported with dashed lines.

bubble is created. When nucleation occurs inside the cavity, tnucl is the elapsed time of the

simulation till the bubble emerges from the cavity.

As can be seen in Figure 4, tnucl decreases with increasing ∆Twall and also decreases with

increasing cavity width AR. The latter effect is due to the fact that with increasing AR, a

larger surface area is closer to the heat source. For ∆Twall > 0.5, nucleation is heat transfer-

dominated and weakly-dependent on AR (the graph is on a semi-logarithmic scale), with the

nucleation time appearing to reach a plateau at large ∆Twall values. For ∆Twall < 0.5, on the

other hand, tnucl increases rapidly with decreasing ∆Twall, suggesting that small variations

in wall superheat lead to large variations in time to nucleation event. Furthermore, for
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∆Twall < 0.5, tnucl is weakly-dependent on AR in the range AR ∈ [0 − 0.5]. Under these

operating conditions (hydrophilic wall) the nucleated embryo forms outside the liquid filled

cavity. The cavity therefore acts to transfer heat only, with a negligible impact on the

nucleation event. When AR ≥ 1, tnucl exhibits strong dependence on AR as exemplified by

the AR = 2 case. The trends shown in Figure 4 lead to the conclusion that AR and ∆Twall

play a dominant role in time to nucleation when ∆Twall < 0.5 and AR ≥ 0.5.

To quantify the importance of AR and ∆Twall, we propose a classical nucleation theory

(CNT)-based approach which is fitted to the MD results reported in Figure 4 (lines).40,47,48

Continuous lines are used until ∆Twall = 0.4, dashed lines are employed afterwards to stress

the concept that CNT may be not valid anymore after the fluid reaches supercritical condi-

tions. For a liquid LJ system this might take place for liquid temperature values around 1.4.

It is important to stress, however, that in the whole range of operating conditions adopted

in this work and within the simulation time no supercritical behaviour was detected by the

fluid phase. In line with CNT, the nucleation rate, JN , can be generally expressed as:

JN = CD∗Z exp

[
−∆G∗

kBT

]
, (5)

where kB is the Boltzmann constant and T is the temperature in dimensional units; ∆G∗

is the peak (nucleation energy barrier) of the free energy related to phase transition. The

CD∗ and Z terms account for the kinetics of phase transition and the related probability,

respectively. The kinetics are expressed as a collision frequency and Z is the Zeldovich factor

which corresponds to the probability that a nucleus at the top of the energy barrier will form

the new phase, instead of dissolving into the liquid phase (due to density fluctuations around
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the peak of ∆G profile). The factors C, D∗, and Z can be expressed as:48

C = ρ̂2,

D∗ ∼ λ(v∗)kBT,

Z =

(
4γ

kBTA2
∗

)1/2

,

(6)

where ρ̂ is the number density of particles relative to the metastable liquid, A∗ is the collision

area (e.g., surface of the nucleus) of the critical bubble, γ is the surface tension, D∗ is the

molecular diffusion coefficient, with the assumption that the process is driven by Brownian

motion (assuming fluid inertia is negligible);48 λ is a proportionality coefficient, which is

directly proportional to the critical volume v∗ of the nanobubble. Under conditions of neg-

ligible inertia, and adopting a Maxwellian velocity distribution of the particles involved in

the phase transition, Baidakov and Bobrov48 demonstrated that λ = 3v∗
4η

, for viscosity η. By

substituting the set of relationships reported in Equation (6) into Equation (5), and neglect-

ing the temperature dependence of surface tension and viscosity of the fluid, the following

simple proportionality relationship holds:

JN ∝ ρ̂2R∗(kBT )1/2 exp

[
−∆G∗

kBT

]
, (7)

where R∗ is the characteristic critical radius. The term ρ̂2R∗ represents a physical quantity

that can be considered proportional to the collision area available for phase transition, as

this term represents the number of metastable liquid particles per unit volume. The more

particles in this thermodynamic state and the larger R∗, the higher is the collision area,

hence the higher the probability that if a particle interacts with the nanobubble nucleus,

then, it joins the forming embryo. Note that the proportionality relationship represented by

Equation (7) is in agreement with classical expressions for the nucleation rate40.

We now establish a mapping between the parameters appearing in Equation (7) and

those that govern the nucleation dynamics in our present MD study. We take the collision
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area ρ̂2R∗ to be proportional to the cavity area 2h+ w = h(2 +AR) (with w and h defined

in Figure 1). This assumes that the wider the surface area that is in direct contact with the

heat source, the higher the probability of having collisions which lead to a phase transition.

We also use kBT ∝ ∆Twall (and note that Twall is expressed in LJ units; see Table A.1 in

Appendix A). Since the nucleation rate JN is inversely proportional to the nucleation time

tnucl
25,30,49 , the following relationship holds:

JN ≈
1

tnucl
∝ (2 + AR)∆T

1/2
wall exp

[
− f(εsf )

∆Twall

]
, (8)

where the nucleation energy barrier ∆G∗ has been replaced by the function f(εsf ), which

may be viewed as the ratio of heterogeneous to homogeneous nucleation energies, f =

∆G∗het/∆G
∗
homo

40, and a smoothly-increasing function of the fluid-solid interaction energy,

εsf , solely; thus, the energy needed to create a nucleus increases with εsf and, therefore,

with f . In the present work, it is the effect of the relative change in εsf and, in turn, of f ,

on nucleation that is of relevance rather than its absolute value. Rearranging Equation (8),

the nucleation time tnucl becomes:

tnucl =
c

(2 + AR)∆T
1/2
wall exp

[
− f(εsf )

∆Twall

] , (9)

where the proportionality constant c and f(εsf ) are considered as fitting parameters of the

function tnucl against ∆Twall, with the aspect ratio AR varying parameterically.

The relationship expressed by Equation (9) corresponds to the continuous-dashed lines

depicted in Figure 4. It is important to emphasize that the CNT-based theoretical fitting was

applied only in cases where the nucleated embryo appears inside the cavity. In the other cases

where the nucleus forms outside the cavity, the parameter AR no longer directly affects the

onset of nucleation and hence Equation (9) is only applicable in the range AR ∈ [0.5− 2.0]

for hydrophilic and AR ∈ [0.25 − 2.0] for hydrophobic surfaces, as demonstrated clearly

in Figure 4. In the latter case, nucleation always occurs inside the cavity, as shown by
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our snapshots reported in Figure 3. Cavity AR larger than 2 were not investigated in this

analysis, as very large AR values tend to a flat surface behavior and all the advantages

brought by the presence of a nucleation spot fade out. This is further confirmed for the case

AR = 4, shown in the supporting information. Equation (9) is fitted to the MD simulations

data for nucleation time against wall superheat temperature by varying c for the range of AR

values and f(εsf ) for different wettability conditions. The values of the fitting parameters

are reported in the supporting information. More specifically, for all AR values f(εsf ) = 0.32

(hydrophilic), f ′′(εsf ) = 0.31 (neutral), f ′(εsf ) = 0.28 (hydrophobic). The proportionality

constant c = (900, 850, 550, 300), corresponding respectively to AR = (0.25, 0.50, 1.0, 2.0).

We now exploit the explicit functional dependence of tnucl on AR and ∆Twall provided

by Equation (9) to rationalize the trends observed in Figure 4. It is seen clearly from

Equation (9) that for ∆Twall � f (with f ≈ 0.3 in our study, see supporting information),

the exponential term approaches unity, and,

tnucl ∼
1

(2 + AR)
∆T

−1/2
wall . (10)

This asymptotic relation indicates that at large ∆Twall, and for a given AR, tnucl ∼ ∆T
−1/2
wall ,

suggesting that in this limit the nucleation time is collision-dominated and independent of

surface wettability. In the same limit of large ∆Twall, and for AR� 1,

tnucl ∼ AR−1∆T
−1/2
wall , (11)

highlighting the importance of the cavity aspect ratio in this case. Furthermore, for small

aspect ratios, AR� 1, and any value of ∆Twall, we can write

tnucl ∼ ∆T
−1/2
wall exp

f
∆Twall , (12)

which indicates that tnucl becomes essentially independent of AR, while for AR � 1, the
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following relation holds

tnucl ∼ AR−1∆T
−1/2
wall exp

f
∆Twall . (13)

Finally, inspection of Equation (9), (12) and (13) reveals that the nucleation time diverges

as ∆T
−1/2
wall exp(f/∆Twall) for small ∆Twall.

The functional dependence of tnucl on AR and ∆Twall represented by the above relations

captures the main trends that can be discerned in Figure 4: the weak dependence of the

nucleation time on AR for small AR values, its decrease with increasing AR for sufficiently

large AR, its rapid decline with ∆Twall for all AR studied, and its sharp increase with de-

creasing ∆Twall. Also, in order to assess the influence of molecular interactions, variations

of the difference between the nucleation times associated with hydrophilic and hydrophobic

surfaces, ∆tnucl, with ∆Twall are reported in Figure 5, for cavity AR = 0.5 and 1. A value

greater than zero means that nucleation occurs later on hydrophilic than on hydrophobic

surfaces, at the same operating conditions. As shown in Figure 5, wettability effects, ampli-

fied by surface nano-structuring, influence the nucleation dynamics for low wall superheats,

becoming much weaker with increasing ∆Twall. Specifically, for the parameters used to gen-

erate Figure 5, ∆tnucl decays significantly for ∆Twall > 0.4, suggesting that the difference

in nucleation time between hydrophilic and hydrophobic surfaces is negligible, for both sur-

face geometries investigated. This is consistent with the predictions of Equation (10) which

highlights the weak dependence of tnucl on surface wettability at large ∆Twall.

Nucleation occurs earlier on hydrophobic surfaces at low wall superheat because, at these

operating conditions, molecular interactions effects prevail over heat transfer phenomena.

Molecular interactions are governed by the Lennard-Jones parameters εij and σij. In par-

ticular, the less strong the solid-fluid interaction (more hydrophobic wall) the less energy

required to bring a molecule away from the solid surface. Furthermore, for the case of a

hydrophobic surface, εff > εsf which means that a fluid-fluid interaction will be energeti-

cally more favourable than the solid-fluid ones. The presence of a cavity clearly enhances

this behavior, as the wall (less favorable interaction) surrounds the fluid in three directions
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(bottom, left and right) inside the cavity itself, leading to a sort of fluid entrapment. The

only more energetically favorable interaction direction is along the z-axis, out of the cavity.

Hence, less energy is required to escape the walls of the cavity leading to a nucleus formation

earlier for a hydrophobic wall. As ∆Twall increases the heat transfer starts dominating over

molecular interactions and, at intermediate values of ∆Twall, hydrophilic surfaces may lead

to slightly faster nucleation events (thanks to a liquid nanolayer which forms on hydrophilic

walls). At very high ∆Twall, heat transfer is the only effective parameter which drives the

phase transition, explosive boiling is reached and wettability plays no role in determining

the nucleation time. This interesting trend is in line with previous works.30,32,35–38

Furthermore, this is shown in our mathematical derivation, as can be seen in Equa-

tions (10)-(13), where ∆tnucl increases with decreasing ∆Twall as variations in wettability are

amplified in the exponential terms, exp(f/∆Twall) of the nucleation time associated with the

hydrophilic and hydrophobic surfaces, and by the fact that dtnucl/df ∼ 1/∆T
3/2
wall, emphasiz-

ing that the nucleation time is very sensitive to surface wettability for small ∆Twall. This

effect is particularly pronounced for low cavity aspect ratios and is tempered with increasing

AR as shown in Figure 5.

Transition to film-like boiling

Characterizing the transition from nucleate to film-like boiling regimes as a function of AR,

∆Twall, and surface wettability is considered next. We recall here that, at the MD level,

gravity is negligible and so is not applied in the simulation setup. As a result, only two

regimes can be defined: nucleate boiling and film-like (or, nano-film) boiling, an observation

consistent with the literature23,24,26. This transition to film-like boiling takes place when the

energy provided through the solid wall causes rapid vapour-phase expansion which is not

balanced by an adequate supply of liquid in the proximity of the solid-liquid interface.

Figure 6 depicts the effect of surface wettability on nucleate and film-like boiling as a

function of the cavity aspect ratio, AR, at ∆Twall = 0.2. Dashed lines correspond to the
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Figure 5: Variation of the difference in nucleation time (measured in reduced LJ units
τ) associated with hydrophilic and hydrophobic surfaces, ∆tnucl, with the wall superheat
∆Twall for AR = 0.5 and AR = 1; the wettability parameters are defined in the operating
conditions section. The discrete symbols refer to MD simulations results, while the dashed
lines correspond to Equation (9) of the CNT-based model.

CNT-based model for nucleate boiling, whereas the dotted lines are drawn to give the reader

a clearer understanding of the trends observed for transition to film-like boiling regime.

Inspection of Figure 6 reveals that the onset time for nucleate boiling decreases with AR,

for the reasons already highlighted above, and that this regime precedes film-like boiling.

The time difference between the two regimes increases with AR and, for a fixed AR value, is

smallest for the case of the hydrophobic surface. Interestingly, for this surface, the time for

transition to film boiling exhibits a weak dependence on AR (see Figure 6, black full circles),

which is in contrast with the trends observed for the neutral and hydrophilic surfaces; for

these surfaces, the transition time is a generally decreasing function of AR.
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Figure 6: Time (in reduced LJ units τ) to nucleation (diamonds) and to transition to film-
like boiling (circles), as function of the cavity aspect ratio, AR, for hydrophobic (black),
neutral (blue), and hydrophilic (red) surfaces, characterized by the LJ interaction parameters
reported in the operating conditions section, and ∆Twall = 0.2. Dashed lines refer to the
nucleation model described by Equation (9), while dotted lines are drawn to show more
clearly the trend followed by the transition to film boiling.

This is justified by the fact that for hydrophobic surfaces the liquid-solid interaction

(modeled via the LJ potential parameters) is so ‘weak’ that a very low energy threshold

is required to pull a fluid molecule away from the solid wall, leading therefore to a negli-

gible effect of the other parameters (e.g., AR). As a consequence of the weak molecular

interactions, the nucleus (or, sometimes, multiple small nuclei) that forms on a strongly

hydrophobic surface rapidly expands, leading to the vapor blanket formation. This effect

hinders the thermal efficiency of the overall heat transfer process. It is worth noting that

no departure frequency can be investigated since gravitational forces are negligible at these
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time- and length-scales. A complete picture of the thermal efficiency of the process would

require a multi-scale approach beyond the scope of the current work.

Heat transfer analysis

We now examine the evolution of the heat flux and temperature inside the cavity (spatially-

averaged across its volume). This is measured over the simulation time in order to quantita-

tively assess the effect of AR on the heat transfer in pool boiling. Heat flux and temperature

profiles shown in this section are further time-averaged every 50τ with the aim of eliminating

the noise due to the statistically fluctuating nature of these quantities. Values at each simu-

lation time-step are reported in the SI together with their time-averaged profiles in order to

highlight the dependence of the fluctuations from the mean on surface wettability and AR.

In Figure 7 we show the temporal evolution of the rolling time-averaged heat flux in-

side the cavity for hydrophobic, neutral, and hydrophilic surfaces for ∆Twall = 0.2, with

AR varying parameterically. The heat flux is calculated using Equation (4). In line with

it, it is normalized by the cavity volume. Hence, different initial values of heat flux are

detected at different cavity AR even before nucleation occurs. A standard deviation range

is also determined and results in [0.01, 0.035] in LJ units for all the cases investigated. As

clearly shown in Figure 7, the heat flux through the cavity decreases with AR and with

degree of surface hydrophobicity. This is as expected since nucleation times are shorter (see

Figures 4-6), and more vapour is accommodated in the cavity at larger AR and/or higher

degree of hydrophobicity, diminishing heat transfer performance due to the the lower ther-

mal conductivity of the vapour in comparison to that of the liquid phase. Furthermore, it is

also clear that at sufficiently large cavity aspect ratios, the time-averaged heat flux becomes

weakly-dependent on the wettability; the latter is influential at small AR. This is consistent

with the trends observed and the explanations provided for the results shown previously

in Figures 4-6. The heat flux for smaller cavity AR can be seen from the corresponding

probability density functions (PDF) of Figure 7 to have both a larger average heat flux and
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much larger fluctuations. These increased fluctuations could result in instantaneous temper-

ature being much larger than predicted from just considering the average, as is common in

continuum treatments. This might be expected to result in nucleation at much lower mean

temperatures, for example in filament MD fluctuations expedite breakup when included in

a continuum models50. However, despite this, the smaller cavity AR do not see nucleation

more readily than the large AR, suggesting the stabilizing effects of the closer solid walls

outweighs this concentration of heat flux, at least at the scale simulated in this work

Rolling time-averaged temperature profiles (averaged every 50τ) in the cavity are shown

in Figure 8 for different wetting conditions, with AR varying parameterically, and ∆Twall =

0.2. The discrete points shown in this figure correspond to the times at which nucleation takes

place. Figure 8 shows clearly that for a given AR value the cavity temperature increases with

surface wettability. The explanation of the dependence of the time-averaged temperature on

AR and surface wettability observed here is the same as that proposed above for the heat

flux.
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(a) Hydrophobic surface.

(b) Neutral surface.

(c) Hydrophilic surface.

Figure 7: Heat flux, J , evolution over simulation time (dots) inside the cavity for different
wetting conditions, with AR varying parameterically, and ∆Twall = 0.2. A linear fit of the
heat flux fluctuations is reported with a solid line and the corresponding PDF, P (J), on the
right side of each graph.
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It is instructive to point out that the profiles shown in Figure 8 follow two distinct

thermal regimes. For a given surface wettability, an initial stage can be identified around

a threshold value of the simulation time approximately equal to 2000τ . The initial stage is

accompanied by a rapid increase of the cavity temperature to a local maximum as the liquid

is heated by the underlying solid; the temperature profiles associated with all AR values

overlap indicating that the dynamics of this stage are not influenced by the cavity. For the

smallest AR values studied, and for the hydrophobic surface, the local maximum is followed

by a slight dip that then leads a subsequent increase in temperature punctuated by a bubble

nucleation event. With increasing surface hydrophilicity, the rapid temperature rise for

AR = 0.25, 0.5 is followed by a monotonic increase. For larger cavity aspect ratios, the local

temperature maximum is followed by a dip, which becomes more pronounced with increasing

AR and surface hydrophilicity. This dip precedes a monotonic increase in temperature the

rate of which decreases sharply for AR > 1. This latter trend is due to the fact that larger

cavities are filled with more vapour which provides resistance to heat transfer. This also

explains why the mean temperature of the cavities (colored discrete circles in Figure 8) with

the largest aspect ratios are lowest for the hydrophobic surface for which the nucleation times

are shortest (see Figures 4-6). The discrete points (nucleation events) demonstrate that the

onset of nucleation takes place at lower mean temperature in larger cavity AR. In these

cases, indeed, the cavity accommodates a wider nucleated embryo which, in turn, can be

sustained by lower pressures (and temperatures) according to the Young-Laplace theory51.

In the perspective of a link with the continuum scale and in the scenario of a more

general multiscale framework, we further investigated the heat transfer mechanisms inside

the cavity through the analysis of a simple 1D heat transfer model. This approach is very

useful to determine the operating conditions where molecular interactions play a key role

in linking thermal effects to the continuum scale. The choice of adopting just one spatial

dimension in this approach is due to the assumption that temperature gradients are more

relevant in the z-direction (that is, the wall-normal direction) than in the x- and y-directions
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(a) Hydrophobic surface.

(b) Neutral surface.

(c) Hydrophilic surface.

Figure 8: Rolling time-averaged (every 50τ) temperature over simulation time (in LJ reduced
units) inside the cavity for different wetting conditions, with AR varying parameterically,
and ∆Twall = 0.2. The theoretical 1D solution of the heat transfer model is reported in panel
(b).
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(we recall the presence of periodic boundary conditions in the latter two dimensions, see

Figure 1). Furthermore, the MD system showed comparable order of magnitude values for

the solid and liquid thermal conductivity at the operating conditions adopted in the current

manuscript. We are aware of the error introduced by this assumption but we assume it is

acceptable to a first approximation. Accordingly, our simple analysis is based on the use of

the heat equation:
1

α

∂T

∂t
=
∂2T

∂z2
, (14)

where α = k/(ρĉp) represents the thermal diffusivity in which ρ is the fluid density, ĉp is the

fluid heat capacity per unit mass, and k is the fluid thermal conductivity. The boundary

and initial conditions read as follows:

T (z = 0, t) = Th,

T (z = L, t) = T0,

T (z, t = 0) = T0,

(15)

where T0 = 0.8 is the initial temperature and Th = 1.2 is the heating temperature. Equation

(14) admits the following analytical solution which is consistent with Equations (15):

T (z, t) = Th + (T0 − Th)
z

L
+ 2

(T0 − Th)
π

∞∑
n=1

[
e−αµ

2t

n
sin (µz)

]
, (16)

where µ = nπ/L. In order to compare the continuum-scale predictions provided by Equation

(16) and those from MD simulations, we scale t on τ and set L equal to 180σ. The thermal

diffusivity α is also calculated from the MD simulations of pure liquid LJ Argon in the NPT

ensemble (the details are in the SI) to be in the range [0.1, 1] in LJ reduced units, depending

on the fluid density ρ, at the operating conditions adopted in this work.

We argued above that temperature profiles that show a first peak, local minima, and a

smoother profile reaching their plateau correspond to the situation in which a vapour nucleus

(embryo) forms inside the cavity. The peak, indeed, corresponds to the sudden liquid-to-
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vapour transition. As a consequence of such a phase transition, it is reasonable to assume

that the fluid in the cavity will have different values of thermal diffusivity α in the two

thermal regimes detected in Figure 8, depending upon the actual value of the density, with a

threshold temporal evolution around 2000τ of the simulation time. Hence, we adopted two

reasonable values of thermal diffusivity in the time scaling (L2/α) of the 1D solution reported

in Equation (16), assigning to the first regime a liquid-rich α value (i.e., unity in the proper

LJ reduced units), and to the second regime (from 2000τ onwards) a vapour-rich α value

(i.e., 0.3). By setting the z-coordinate of the centre of the cavity to z = 20σ, the temperature

profile obtained from Equation (16) is shown in Figure 8(b) with the black dashed line. Since

no molecular interactions are accounted for in Equation (14), we compare its 1D analytical

solution with the neutral surface MD results obtained with the same energetic fluid-solid

and fluid-fluid interaction strength characterised by LJ potential parameters εsf = 1.

Inspection of Figure 8(b) reveals that the dynamics is quite well reproduced in the second

regime (for times larger than 2000τ) despite the fact that the explicit presence of a cavity

was not taken into account in Equation (14). The agreement between the continuum- and

molecular-scale predictions is not as good in the first regime (i.e., up to 2000τ). This leads

to the conclusion that the 1D continuum model fails at capturing the correct dynamics

of the heat transfer at very short length- and time-scales. This is in line with previous

works52,53 which demonstrated that the Fourier’s law-based theory fails at predicting the

correct unsteady temperatures distributions at short time- and length-scales for LJ argon

systems via MD studies. The time scale at which the largest mismatch between Fourier’s

law and MD predictions was detected in52,53 is comparable with ours (order of magnitude of

102 ps, following the conversion table reported in supporting information).

From a phenomenological point of view, the discrepancy between the MD and continuum

model predictions becomes more pronounced (as shown by our results, Figure 8(b)) when

phase transition occurs inside the cavity (first peak of the curves), as reasonably expected

by the fact that molecular interactions are the driving factor during the onset of bubble
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nucleation and pure heat transfer through a medium (single or two-phase) dominates only

after the embryo is formed in the nucleation spot (e.g., cavity).

Phase diagram

The results of the present work are summarized in a phase diagram, shown in Figure 9

for ∆Twall = 0.2. It is worthwhile stressing once more that the choice of investigating

the system at low wall superheat is strategic and leads to important conclusions without

any loss of generality for a twofold reason: on one side, operating at high wall superheat

represents a non-realistic scenario in the context of smart surfaces design for technological

applications (e.g., electronic devices subcooling); on the other side, in the interplay of the

cavity size, wall wettability and superheat, only at low values of the latter it is possible

to appreciate a dominant role of the other two parameters. Indeed, as the wall superheat

increases, the peculiar effect of the other two factors fade out. This is confirmed by our

analysis presented above on the nucleation model, summarized by Equations (9)-(13). All

the investigated points enclosed in a given color border are characterized by the same common

property (stated in the corresponding label). A contour plot of the nucleation time is also

depicted in the background. Furthermore, the liquid/vapor phase amount inside the cavity

is qualitatively reported for each investigated case with a circle: a blue fully-filled circle

corresponds to the cavity filled with the liquid phase; white corresponds to the vapor phase.

The phase diagram captures the main trends observed in this study; these include the fact

that a small cavity AR (e.g. AR = 0.25) delays transition to film-like boiling and shows

high nucleation times but provides less control on the nucleation site. They also include

other phenomena such as the onset of nucleate boiling being promoted by higher cavity AR,

which, however, are also associated with the possibility of complete dry-out, undesirable for

heat transfer applications. At some operating conditions, eventually, multiple nanobubbles

may form and coalesce before growing and expand (light blue region).

31



Figure 9: Phase diagram which summarizes the main results and the key mechanisms ob-
served in the MD simulations carried out in this work, at ∆Twall = 0.2. Contour plot of the
nucleation time (background) and amount of liquid phase in the cavity (blue/white circles)
at each investigated case are also present.

32



Conclusions

In this work, we studied the effect of surface topography on nucleate pool boiling at the

molecular (nano-) scale via non-equilibrium molecular dynamics (NEMD) simulations for a

Lennard-Jones (LJ) argon-like system. A molecular tethered wall was employed to create a

solid surface with a rectangular cavity, as a heterogeneous nucleation site. We investigated

the interplay of several factors via a systematic parametric analysis, with particular focus

on the solid wall geometry, in terms of cavity size, wall superheat, and surface wettability.

The cavity size was modeled by a dimensionless parameter, the aspect ratio (AR) defined as

cavity width-to-depth ratio.

The heat transfer performance of a given surface was evaluated quantitatively in terms

of the nucleation time, temperature and heat flux profiles inside the cavity. Additionally, the

MD trajectories were qualitatively analyzed. The overall outcome of the parametric analysis

can be summarized as follows:

• molecular interactions combined with surface geometry play a crucial role in driving

nucleate pool boiling at low wall superheats;

• the cavity size has a twofold effect: on the one hand, it promotes heat transfer to the

liquid bulk, and on the other, it drives and controls the onset of nanobubble nucleation;

• heat transfer is more efficient when the cavity predominantly contains liquid: the higher

the surface hydrophilicity and the smaller the aspect ratio, the more liquid phase is

present in the cavity; in these conditions, however, the control on the nucleation site

is poor;

• The higher the cavity aspect ratio and the less hydrophilic the surface, the more the

cavity controls the nucleation site (the nucleus forms on the cavity symmetry axis);

• narrow cavities delay transition to film-like boiling, while large cavities promote nucle-

ation (smaller nucleation time);
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• large cavity controls the nucleation site (cavity axis), but accelerates the solid surface

dry-out which, in turn, is enhanced by the surface hydophobicity.

We also showed that the numerical results of nucleation times at different operating

conditions and the interplay of the investigated parameters (cavity size, wettability and

wall superheat) can be rationalized by appealing to a classical nucleation theory (CNT)-

based model. The thermal behavior at the molecular scale was further compared to that

obtained by solving a simple 1D continuum scale model based on the heat equation. This

represents a useful strategy to assess and decouple the importance of molecular interactions

to the pure heat transfer phenomena, especially with the objective of a future multiscale

modelling work. This comparison demonstrated the fact that at very small time- and length-

scales, the continuum model fails to predict the dynamic temperature evolution. Finally, the

key mechanisms and the fundamentals uncovered by this MD analysis were summarized

in a phase diagram which represents the first step of a more general surface topography

optimization procedure.

Appendices

Appendix A

Here we provide a comparison between the system size investigated in this work and a

similar system but three times larger, in order to evaluate the impact of the system size

on the dynamics of bubble formation and growth. Larger simulations (3 times in size,

2.5 · 106 atoms) have been performed and, as a demonstrative study, we report here one case

simulated at heating temperature Th = 1.5 and hydrophilic wall in Figure A.1 for cavity

AR = 1. On the first row there is the system investigated in the current work (102 molecular

units σij scale); a 3-times larger system (2.5 ·106 particles) is shown on the second row. This
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result shows that some similarities can be reached, at least in terms of nucleation time and

dynamics of nanobubble formation (yellow line in Figure A.1), despite the dynamics of the

nanobubble growth is substantially different.

Figure A.1: Temporal evolution of the system over simulation time, in reduced LJ units τ .
A comparison between the system size under investigation (first row) and a 3-times bigger
system (second row) is shown, for hydrophilic wall at heating temperature Th = 1.5 and
cavity AR = 1. Similarities about the time for nucleation can be reached (yellow line),
despite the growth dynamics is substantially different.
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• Supporting Information: trajectory evolution of the pool boiling over simulation time

for all the wettability cases investigated in this work are reported together with further

analysis and methodologies applied throughout the manuscript.
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