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Abstract 

This study introduces a new hybrid optimization technique into the research field of load frequency control. The new 
technique is a hybrid technique that combines two metaheuristic-based algorithms: Particle Swarm Optimizer (PSO) and Grey 
Wolf Optimization (GWO). This new technique facilitates the selection of the best gain values of the controller used in the 
power system under study. The controller utilized in this study is the classical proportional-integral-derivative (PID) 
controller. This classical controller is selected in this study to make a reliable comparison with other applied techniques. The 
study's main goal is to retain the system frequency and tie-line power within permissible limits after applying a load 
disturbance to one of the system areas. The system under test is built as a three area network with thermal power generation 
units. The hybrid PSO-GWO (HPSOGWO) algorithm is applied to the system under test. The results obtained are verified by 
comparing them with other techniques, including the bacterial foraging technique (BFOA) and harmony search technique 
(HS). The results show that the HPSOGWO algorithm can preserve the frequency and tie-line power within the permissible 
bounds faster and with better transient specifications than that obtained using the other algorithms under comparison. The 
three area system is simulated in MATLAB environment for an easier interface.

1 Introduction 

The frequency control problem is considered a main and vital 
topic in the field of power system control. The major aim of 
load frequency control is to handle the issue of frequency 
deviation in addition to power mismatch due to applying step 
load variations. Aiming to reach this target, the steady-state 
error of the frequency in addition to the error of tie-line 
power should be zero [1-4]. The requirements above must be 
fulfilled during normal and disturbed conditions where a step 
load is applied to one of the system areas [5-9]. 
 
Over the previous decades, the problem of load frequency 
control earned great attention and huge efforts from the 
power system control researchers trying to improve the 
power system performance and enhance the system stability 
under dynamic loading [10-16]. Consequently, various 
control strategies were developed to handle the problem of 
load frequency control, such as fuzzy logic controller [9], 
fractional-order controller [18], neural network controller 
[19], robust controllers [20], H∞ controller [21], and many 
other controllers are used. These controllers have shown their 
capability of giving good transient specifications with 

dynamic systems. Still, on the other hand, these controllers 
suffer from various vulnerabilities, including a long time of 
computation, the requirement for designer experience, and 
their high cost. 
 
    The classical controllers, such as PID controllers, have the 
major portion of usage in the industry due to their 
uncomplicated structure, low cost and high stability margin 
[3]. On the other hand, these controllers suffer from their 
high sensitivity to any system parameters changes; they are 
also sensitive to the system non-linearities. These drawbacks 
complicate selecting the optimal gains of the classical 
controllers and represent a great obstacle for the designers 
[22-26].  
 
Therefore, a tremendous number of optimization techniques 
were developed to select the optimum gain values of the 
classical controller. Among these techniques, genetic 
algorithm [26], firefly algorithm [27], whale optimization 
technique [28], bacterial foraging algorithm [13] and artificial 
bee colony optimization technique [29] are implemented. 
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The Hybrid Particle Swarm Optimizer– Grey Wolf Optimizer 
(HPSOGWO) technique is a new hybrid optimization 
technique [30]. The main goal of this hybridization is to 
enhance the capability of exploitation in the Particle Swarm 
algorithm and enhance the capability of exploration of the 
GWO. Also, this hybridization enhances the convergence 
capabilities and improves the robustness of the GWO, as 
described in [30].  
 
This study utilizes the suggested HPSOGWO algorithm to 
tune the gain coefficients of the controllers used in a three-
areas interconnected network. The effectiveness of the 
HPSOGWO technique is examined where its output is 
compared with different techniques. The system is simulated 
using SIMULINK to facilitate the analysis. 
 
The structure of this article is coordinated as follows: The 
system paradigm and analytical formulation of LFC are 
discussed in section 2. In section 3, the proposed HPSOGWO 
algorithm is explained. The simulation outcomes are depicted 
in section 4. The conclusions are introduced in section 5. 
 
2 Network Paradigm and mathematical  
       representation 

The network paradigm comprises three area systems 
composed of three unequal interconnected areas, as shown in 
Fig.1. The generating units are thermal units with single 
reheat turbines. The block model of all system components is 
introduced in Table 1.  The scheduled power rating of the 
three areas is as follows: area-1 has 2 GW capacity, area-2 has 
4 GW capacity, and area-3 has 8 GW capacity. The details of 

system variables are extracted from [3]. The system 
parameters are depicted in Table 2, where R stands for the 
governor speed coefficient, B indicates the frequency bias 
coefficient of a control region. Where Tg stands for governor 
the first-order time factor, Tt indicates the first-order time 
factor of the turbine, Kh is the reheater gain, and Th indicates 
the reheater time constant. Kps represents the gain factor of the 
area, and Tps stands for its time constant. Also, T12, T13 and T23 
represent the synchronizing constants. ΔF indicates the 
frequency variation while ΔPtie is the variation of tie-line 
power [31-38]. The system model is built in MATLAB 
environment to facilitate the tuning process of the PID 
controller and select the controller coefficients. 

Table 1 Transfer functions of three area system  
  
Block name S-domain representation 

Governor 1/(𝑠𝑠.𝑇𝑇𝑔𝑔 + 1) 
Turbine 1/(𝑠𝑠.𝑇𝑇𝑡𝑡 + 1) 
Reheater (𝑠𝑠.𝐾𝐾𝑟𝑟𝑇𝑇𝑟𝑟 + 1)/(𝑠𝑠.𝑇𝑇𝑟𝑟 + 1) 
Power system 𝐾𝐾𝑝𝑝𝑝𝑝/(𝑠𝑠.𝑇𝑇𝑝𝑝𝑝𝑝 + 1) 
 

The major target of using the HPSOGWO technique is to tune 
the controller allowing it to give the best dynamic response. 
The controller used in this article is the classical PID 
controller. The parallel PID controller has four coefficients 
which are the proportional control factor (kp), the integral 
control factor (ki), the derivative control factor (kd) and the 
filter gain factor (N). The filter's primary function is to damp 
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Fig.1.   Three area interrconnected power system  
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the noise oscillations at large frequencies, where these 
oscillations are caused by the controller derivative action [4].  

The mathematical formulation of the parallel PID 
controller can be expressed using Laplace transform as 
follows: 

 

   𝐺𝐺𝑐𝑐= 𝑘𝑘𝑝𝑝 +  𝑘𝑘𝑖𝑖  . �
1
𝑝𝑝
� + 𝑘𝑘𝑑𝑑 . 𝑁𝑁

1+(𝑁𝑁/𝑝𝑝)
                          (1)  

The signal fed to the PID block is called area control error 
(ACE). This signal represents an analytical combination 
between the frequency deviation and the change in line power 
[6]. Load frequency control problem is analytically 
represented as an objective function that has to be minimized. 
The optimization problem is solved via the method of integral 
square error (ISE). The HPSOGWO technique minimizes the 
fitness function for tunning the PID controllers without 
violating the maximum and minimum limits of the gain 
values. The optimization problem is mathematically 
formulated as follows [3] :  

𝐼𝐼𝐼𝐼𝐼𝐼 =  ∫  �(∑∆𝐹𝐹𝑖𝑖)
2 + (∑∆𝑃𝑃𝑡𝑡𝑖𝑖𝑡𝑡 𝑥𝑥𝑥𝑥)2

 
� 𝑡𝑡𝑠𝑠

0 .𝑑𝑑𝑑𝑑                     (2) 

 Where ΔFi indicates the frequency error in area-x, 
ΔPtie xy indicates the error in the power of the line linking 
region x and region y. In contrast, ts indicates the time taken 
for simulating the system paradigm. 

 

Table 2 Three area system variables  

 

3 HPSOGWO algorithm 

The HPSOGWO is a new hybrid optimization algorithm that 
combines PSO with GWO. The main goal of this 
hybridization is to improve the exploitation phase 
performance in PSO and enhance the capability of exploration 
of GWO [30]. 

3.1 PSO technique 
The PSO algorithm is influenced by the way of living of 

animal groups like birds gathering and fish groups. During 
food searching, the birds are either distributed or fly in groups 
before reaching the destination. Usually, there's a bird in the 
group which has the instinct of smelling the food from a far 
distance. This bird transmits the food position to the group, 
finally purging on the food location [30]. Therefore, this 
animal conduct is employed in calculating the global 
optimization objective functions. Each member in the group is 
known as a particle. The following mathematical relations 
formulate the location of a single group member: 

𝐼𝐼𝑖𝑖𝑡𝑡+1 =  𝐼𝐼𝑖𝑖𝑡𝑡  + 𝑘𝑘1𝑛𝑛1 (𝑃𝑃𝑖𝑖𝑡𝑡 −  𝑍𝑍𝑖𝑖𝑡𝑡  ) + 𝑘𝑘2𝑛𝑛2(𝐺𝐺𝑡𝑡 −  𝑍𝑍𝑖𝑖𝑡𝑡  )        (3) 

𝑍𝑍𝑖𝑖𝑡𝑡=1 = 𝑍𝑍𝑖𝑖𝑡𝑡 +  𝐼𝐼𝑖𝑖𝑡𝑡+1                                                (4) 

where t  represents the iteration number, k1 and k2  represent 
the weighting factors, n1 and n2  are arbitrary numbers in the 
range of  [0,1], 𝐼𝐼𝑖𝑖𝑡𝑡  represents particle velocity of particle i, 
𝐼𝐼𝑖𝑖𝑡𝑡+1 represents  the updated velocity of particle i, 𝑍𝑍𝑖𝑖𝑡𝑡  is 
particle i position, 𝑍𝑍𝑖𝑖𝑡𝑡+1 indicates the updated position of 
particle i, 𝑃𝑃𝑖𝑖𝑡𝑡 is the personal best particle i, while 𝐺𝐺𝑡𝑡 is the 
global best particle. 

3.2  Grey wolf optimization 
The Grey wolf optimization is inspired by the hunting manner 
and group ranking of grey wolves. The wolves have four 
ranks named alpha, beta, delta and omega. Grey wolves live in 
a group. The first rank in the group is alpha (α) which is the 
leadership rank. The alphas are one male and one female, and 
their tasks are to make decisions concerning the group. The 
second rank is beta (β). The beta wolves help the alphas in 
their decisions. The third rank in the grey wolf hierarchy is 
omega (ω). The fourth type is delta (δ) wolves which obey the 
orders of alpha and beta, but they have a higher ranking than 
the omega wolves. The hunting conduct of the grey wolves 
can be divided into three main steps, exploration phase, 
surrounding the prey, and invading the prey [30]. The phase of 
surrounding the prey is formulated mathematically for each 
member in the group as follows: 

𝐵𝐵�⃗ =  �𝐾𝐾��⃗  .𝑍𝑍𝑝𝑝(𝑑𝑑)����������⃗ −  𝑍𝑍(𝑑𝑑)��������⃗ �                                         (5) 

𝑍𝑍(𝑑𝑑 + 1)�����������������⃗ =  � 𝑍𝑍𝑝𝑝(𝑑𝑑)����������⃗  −  �⃗�𝐹  .𝐵𝐵�⃗  �                                           (6) 

where vectors  B and F are mathematically formulated 
according to the following relations: 

�⃗�𝐹 = 2 𝑓𝑓 ���⃗  . 𝑛𝑛1����⃗  − 𝑓𝑓                                                  (7) 

𝐾𝐾��⃗ = 2  𝑛𝑛2����⃗                                                               (8) 

Where n1 and n2 are arbitrary numbers within the range [0, 1] 
and 𝑓𝑓 is considered to be factor decreased from 2 till reaching 
0 throughout the iterative process. After the process of 
surrounding the prey, then the hunting phase starts. The 
hunting process can be expressed mathematically as follows: 

Variable Value 
Tg 80 ms 
Tt 300 ms 
Tr 10 s 
Tp 20 s 
Kr 1/2 
Kps 120 
R 2.4 Hertz/Megawatt 
B 0.425 Megawatt/Hertz 
T12 86 ms 
T13 86 ms 
T23 86 ms 
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𝑏𝑏𝛼𝛼����⃗ =  �𝐾𝐾1����⃗   .𝑍𝑍𝛼𝛼����⃗ −  𝑍𝑍 �                                              (9) 

𝑏𝑏𝛽𝛽����⃗ =  �𝐾𝐾2����⃗   .𝑍𝑍𝛽𝛽����⃗ −   𝑍𝑍 �                                           (10) 

𝑏𝑏𝛿𝛿����⃗ =  �𝐾𝐾3����⃗   .𝑍𝑍𝛿𝛿����⃗ −   𝑍𝑍 �                                           (11) 

𝑍𝑍1����⃗ = 𝑍𝑍𝛼𝛼����⃗  − 𝐹𝐹1 ����⃗  . 𝑏𝑏𝛼𝛼����⃗                                                (12) 

𝑍𝑍2����⃗ = 𝑍𝑍𝛽𝛽����⃗  − 𝐹𝐹2 �����⃗  . 𝑏𝑏𝛽𝛽����⃗                                                (13) 

𝑍𝑍3����⃗ = 𝑍𝑍𝛿𝛿����⃗  − 𝐹𝐹3 �����⃗  . 𝑏𝑏𝛿𝛿����⃗                                                (14) 

𝑍𝑍 ���⃗ (𝑑𝑑 + 1) =
𝑍𝑍1����⃗ + 𝑍𝑍2����⃗ + 𝑍𝑍3����⃗

3
                                     (15) 

3.3  Hybrid PSO-GWO optimization 
The HPSOGWO algorithm is a combination between PSO 
and GWO. This hybrid algorithm is considered co-
evolutionary because both variants are operated in parallel, 
not one after the other. This hybridization enhances the 
capability of exploitation in the PSO technique and improves 
the capability of exploration in the GWO technique [30]. The 
best three agents are determined using the modified equation 
set as follows: 

𝑏𝑏𝛼𝛼����⃗ =  �𝐾𝐾1����⃗   .𝑍𝑍𝛼𝛼����⃗ − 𝑤𝑤 𝑍𝑍 �                                      (16) 

𝑏𝑏𝛽𝛽����⃗ =  �𝐾𝐾2����⃗   .𝑍𝑍𝛽𝛽����⃗ −  𝑤𝑤 𝑍𝑍 �                                      (17) 

𝑏𝑏𝛿𝛿����⃗ =  �𝐾𝐾3����⃗   .𝑍𝑍𝛿𝛿����⃗ −  𝑤𝑤 𝑍𝑍 �                                      (18) 

 

The variants of both algorithms are merged; hence the 
velocity is updated according to the following relations: 

𝐼𝐼𝑖𝑖𝑡𝑡+1 = 𝑤𝑤(𝐼𝐼𝑖𝑖𝑡𝑡 +  𝑘𝑘1𝑛𝑛1 (𝑍𝑍1 −  𝑍𝑍𝑖𝑖𝑡𝑡  )+ 𝑘𝑘2𝑛𝑛2(𝑍𝑍2 −  𝑍𝑍𝑖𝑖𝑡𝑡  ) 

+ 𝑘𝑘3𝑛𝑛3(𝑍𝑍3 −  𝑍𝑍𝑖𝑖𝑡𝑡  ))                                                (19) 

𝐼𝐼𝑖𝑖𝑡𝑡+1 =  𝑍𝑍𝑖𝑖𝑡𝑡 +  𝐼𝐼𝑖𝑖𝑡𝑡+1                                                   (20) 

 

4 Simulation outcomes and discussion 

The system under study is a power system consisting of 
three areas, as depicted in Fig. 1 is constructed in 
MATLAB/SIMULINK environment, where the code of the 
HPSOGWO technique is loaded with the simulated system 
paradigm adjusting the controller gains. The values of the 
parameters used in the HPSOGWO technique are chosen to 
fulfil the requirements of robustness and convergence as in 
[14]. The population size = 30 members, and the maximum 
bound of iterations = 500. The PID controller coefficients are 
set to the range between 0 and 2 to compare with other 
techniques. The filter constant (N) is set to the range between 
0 and 100 [3].  

4.1 Scenario 1: Applying a step loading of 1% at the control  
area 1: 
In this scenario, a step loading of 1% is applied to control area 
1(SLP = 0.01). The results obtained by the HPSOGWO 
technique are compared with those obtained by the HS 
technique applied in [15] and the BFOA technique applied in 

No 

Update  𝑍𝑍𝛼𝛼 𝑍𝑍𝛽𝛽 𝑍𝑍𝛿𝛿 
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If m= upper bound 
of  iterations? 

Update the velocity and position using 
equations (19&20) 

Update 𝐹𝐹, 𝑓𝑓 and 𝐾𝐾 
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m=1 

n =1 

Evaluate the fitness of each 
agent using equations (16,17 

&18) 

Generate the optimal 
solution 

n 
= 

n+
1 

m=m+1 

No 

Fig.2.   Flow diagram of the HPSOGWO technique 

Initialize 𝐹𝐹, 𝑓𝑓 and 𝐾𝐾 

 

Start the HPSOGWO technique 
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[13].        
 Table 3 indicates the optimal values of the controller 
coefficients for all algorithms under comparison. The 
frequency variations in the three areas (∆F1, ∆F2 and ∆F3) are 
demonstrated in Figs. 3-5, respectively. Figs. 6-8 describe the 
oscillations in the tie-line power in the three areas (∆Ptie 12, 
∆Ptie 13 and ∆Ptie 23) respectively.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3.  Time-domain frequency variations (∆F1 ) for the 
first scenario 

Fig.4.  Time-domain frequency variations (∆F2 ) for the 
first scenario 
 

Fig.5.  Time-domain frequency variations (∆F3 ) for the 
first scenario 

Fig.7.  Time-domain tie line power variations (∆Ptie 13  ) 
           for the first scenario 
 
 

Fig.8.  Time-domain tie line power variations (∆Ptie  23 ) 
           for the first scenario 
 

Fig.6.  Time-domain tie line power variations 
(∆Ptie 12  ) for the first scenario 
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Table 3 Optimal gain values of PID controllers 
The transient performance parameters considered in this study 
are the maximum response, the minimum value of the 
response and the response settling time (using 2% criterion ). 
The simulation outcomes ensure the validity and supremacy 
of the suggested HPSOGWO technique over the rival 
algorithms under comparison. 

4.2 Scenario 2: Performance under various loading values  
in control region 1 : 
In the second scenario of this study, the network is tested 
under various loading conditions To approve the strength of 
the HPSOGWO algorithm. The gain values of the controllers 
are the same as the values acquired in scenario 1, which 
indicate the robustness of the suggested technique. The 
various loading conditions applied to the system are SLPs of 
1%, 5% and 10% in area 1 at a time (t) =zero. The response 
of frequency variations in the three areas is described in Figs. 
9-11 while Figs. 12-14 show the time-domain tie-line power 
oscillations. The simulation outcomes are satisfying and 
within acceptable bounds. 
 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 HPSOGWO HS BFOA 

Controller 1 

Kp1 1.99 1.47 -- 
ki1 1.98 1.79 0.4465 
kd1 1.99 1.99 -- 
N1 34 16.78 -- 

Controller 2 

kp2 1.92 0.68 -- 

ki2  1.71 0.27 
 
 

kd2 1.75 0.27 -- 
N2 39 21.78 -- 

Controller 3 

kp3 1.94 1.5 -- 
ki3 0.38 1.3 0.2799 
kd3 1.65 1.35 -- 
N3 51 13.7 -- 

Fig.9. Time domain frequency variations (∆F1 ) 
for various loading percentages in area 1 

Fig.10. Time domain frequency variations (∆F2 ) 
for various loading percentages in area 1 

Fig.11. Time domain frequency variations (∆F3 ) 
for various  loading percentages in area 1 

Fig.12. Time domain frequency variations (∆Ptie 12  ) 
for various loading percentages in area 1 

Fig.13. Time domain frequency variations  
(∆Ptie 13  ) for various loading percentages in region 1 
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4.3 Scenario 3: Performance under changing the parameters 
of the system : 
For the third scenario, the system is tested after changing the 
system parameters individually within a limit of ± 50%. This 
test is performed to ensure the robustness of the suggested 
technique. The results acquired after changing the system 
parameters are close to the results obtained with nominal 
parameters. Also the gain values used in the first   scenario 
are kept unchanged which ensure the stability of the 
suggested technique. The transient specifications of the 
obtained results are within acceptable limits. Table 4 shows 
the undershoots, overshoots and settling time of the 
frequency variations, while the transient specifications of tie-
line power variations are described in Table 5. 
 
 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Table 4 Transient specifications of frequency variations at different system  parameters 
 
 

System 
parameter Change 

Delta f1 Delta f2 Delta f3 

MPUS 
(Hertz) 

MPOS 
( Hertz ) 

Ts 
(seconds) 

MPUS 
( Hertz ) 

MPOS 
( Hertz ) 

Ts 
(seconds) 

MPUS 
( Hertz ) 

MPOS 
( Hertz ) 

Ts 
(seconds) 

Nominal ____ 8.7×10-3 2.24×10-3 7.8 1.43×10-3 2.4×10-4 14.8 1.06×10-3 2×10-4 14.79 

Tg 
+50% 9.88×10-3 2.23×10-3 7.57 1.45×10-3 2.38×10-4 14.73 1.08×10-3 2×10-4 14.71 
-50% 7.5×10-3 2.26×10-3 8.13 1.41×10-3 2.43×10-4 14.87 1.05×10-3 2.01×10-4 14.88 

Tt 
+50% 10.65×10-3 2.3×10-3 7.41 1.62×10-3 2.4×10-4 14.31 1.16×10-3 2.05×10-4 14.32 
-50% 6.43×10-3 2.24×10-3 8.6 1.34×10-3 2.46×10-4 15.13 1×10-3 2×10-4 15.16 

Th 
+50% 11.2×10-3 3.05×10-3 9.84 2.26×10-3 4.5×10-4 15.69 1.72×10-3 4.72×10-4 15.32 
-50% 6.03×10-3 1.16×10-3 6.63 7×10-4 5×10-5 8.65 5.05×10-3 3.76×10-6 6.64 

Kh 
+50% 1.53×10-3 6.98×10-3 6.89 9.4×10-4 1.02×10-4 12.56 6.9×10-4 5.5×10-5 13.14 
-50% 4.22×10-3 13.3×10-3 8.27 2.9 ×10-3 8.58×10-4 12.18 2.18×10-3 8.65×10-4 10.86 

B 
+50% 7.08×10-3 1.97×10-3 8.2 9×10-4 1.59×10-4 15.62 6.5×10-4 1.18×10-4 15.28 
-50% 12.4×10-3 2.18×10-3 7.6 2.08×10-3 3.77×10-4 13.79 2.12×10-3 3.36×10-4 14.02 

R 
+50% 8.86×10-3 2.46×10-3 7.8 1.57×10-3 3.03×10-4 14.68 1.19×10-3 2.73×10-4 14.42 
-50% 8.51×10-3 1.77×10-3 8.22 1.1×10-3 1.66×10-4 15.04 7.71×10-4 9.78×10-5 15.54 

 
Table 5 Transient specifications of tie-line power variations at different system  parameters 

 

System 
parameter Change 

Delta Ptie 13 Delta Ptie 12 Delta Ptie 23 

MPUS 
(p.u) 

MPOS 
(p.u) 

Ts 
(s) 

MPUS 
(p.u) 

MPOS 
(p.u) 

Ts 
(s) 

MPUS 
(p.u) 

MPOS 
(p.u) 

Ts 
(s) 

Nominal ____ 1.237×10-3 1.19×10-4 15.38 1.14×10-3 1.196×10-4 15.81 1.21×10-4 4.52×10-6 14.64 

Tg 
+50% 1.24×10-3 1.21×10-4 15.36 1.147×10-3 1.22×10-4 15.78 1.209×10-4 3.45×10-6 14.65 
-50% 1.236×10-3 1.18×10-4 15.4 1.144×10-3 1.173×10-4 15.83 1.218×10-4 5.64×10-6 14.71 

Tt 
+50% 1.29×10-3 1.26×10-4 15.19 1.2×10-3 1.29×10-4 15.59 1.25×10-4 1.2×10-6 14.26 
-50% 1.21×10-3 1.15×10-4 15.49 1.117×10-3 1.1×10-4 15.95 1.204×10-4 8.4×10-6 14.94 

Th 
+50% 1.704×10-3 1.96×10-4 16.82 1.57×10-3 2.1×10-4 17.32 1.77×10-4 2.99×10-5 17.34 
-50% 7.3×10-4 1.23×10-5 6.1 6.76×10-4 1.86×10-5 8.17 7.14×10-5 1.1×10-8 8.8 

Kh 
+50% 9.15×10-4 4.73×10-5 11.31 8.47×10-4 4.96×10-5 12.26 8.88×10-5 6.11×10-5 11.67 
-50% 1.97×10-3 2.88×10-4 16.04 1.83×10-3 3.08×10-4 16.27 2.12×10-4 1.53×10-6 15.21 

B 
+50% 1.06×10-3 7.52×10-5 15.59 9.92×10-4 8.73×10-5 16.32 8.7×10-5 2.94×10-6 17.39 
-50% 1.512×10-3 1.87×10-4 14.91 1.378×10-3 1.72×10-4 14.8 1.878×10-4 1.53×10-5 14.78 

R +50% 1.281×10-3 1.11×10-4 14.95 1.183×10-3 1.1×10-4 15.68 1.275×10-4 1.8×10-5 16.01 

Fig.14. Time domain frequency variations (∆Ptie 23  ) 
for various loading percentages in area 1 
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5 Conclusion 

This article has presented the HPSOGWO approach, a 
recent hybrid optimization approach to design the PID 
controllers employed to control the frequency of an electrical 
network consisting of three areas. The controller gains 
produced by the HPSOGWO algorithm are put in comparison 
with those acquired by other algorithms. The results have 
shown that the transient specifications of time-domain 
deviations of frequency and tie-line power are better than 
those produced by the other techniques under comparison. 
The responses resulting from the HPSOGWO technique are 
faster and less damped. The study examines the effect of 
varying the loading percentages to prove the robustness of the 
suggested technique. 

Moreover, the study examines the consequences of 
varying the system parameters to simulate the operation of 
real power networks. The HPSOGWO algorithm produces 
good results after varying the system parameters. 
Consequently, the HPSOGWO technique has shown to be 
highly efficient and resilient in tackling the load frequency 
control problem. 
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