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a b s t r a c t 

This study contrasts Reynolds-Averaged Navier-Stokes (RANS) and (Numerical) Large-Eddy 

Simulation (NLES) for their use in predicting conjugate heat transfer for a low Reynolds 

number flow over a surface roughness element. The (N)LES predictions are in good agree- 

ment with experimental data, the heat transfer estimate is within 7.7% error. The linear 

RANS model shows larger errors up to 40%, especially in modelling the turbulent stresses. 

Using a one-equation LES turbulence model slightly increases the heat transfer prediction 

compared to a numerical LES. This indicates that more advanced turbulence models might 

not give more accurate heat transfer predictions. 

Additionally, this study investigates the time dependant development of the flow and tem- 

perature fields and how long data needs to be collected for statistically stationary results. 

The flow needs to develop for approximately 1800 through-flow times, T L , and 150 T L is 

required for collection of statistics. A significant range in turbulence length scale predic- 

tion between (N)LES and RANS was found. (N)LES scales appeared physically reasonable 

and should inform mesh resolution in future studies. Two additional cases were run with 

different cube heights showing changes in the time dependant development of the tem- 

perature field and greater sensitivity to turbulence modelling. 

© 2021 Published by Elsevier Inc. 

 

 

1. Introduction 

The use of electronic systems is a cornerstone of modern life and electronic systems become more complex every year, 

with more components and advanced manufacturing methods. One of the major problems for electronics is the excess heat 

that is generated. The life span of an electronic device decreases exponentially with an increase in operating temperature 

[1] , a 9 °C rise in operating temperature can half the service life of a component [2] , therefore, temperature-dependent

failures are the most common defect in electronic components and comprise 55% of all failure [3] . 

A surface roughness elements has the shape of electronic components, such as voltage regulators, memory chips, capac- 

itors, and heat sinks. Heat removal from roughness elements is a key factor for the functionality of an electronic system.

Areas of applications are square pinned heat sinks in desktops and laptops which are usually active air-cooled systems. In 
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addition to this, data centres are predicted to use up to 20% of the electricity produced in western countries by 2025 [4] .

About 38% of this energy is used to cool the electronics in large data centres and servers [5] . A similar trend is also seen

in the automotive industry, as electric cars become more popular and the battery size keeps increasing, thermal manage- 

ment becomes more important. The power density in electric cars continues to increase and the fast charging of more than

100 kW leads to an increase in rejected heat that needs to be dissipated [6] . Thus, car batteries and electronic components

need to be able to withstand continuous increases in power density and heat dissipation. 

Aeroengine turbine blade cooling contains bluff body features of varying aspect which experience similar life degrada- 

tion as electronic devices. Aeroengine turbine blade cooling using roughness elements include internal cooling passage ribs, 

pin-fin arrays and trailing edge cutback pedestals [7] , [8] . Moreover, the aerospace industry is currently developing more 

effective turbines and electric powered aeroplanes. Hybrid aircraft require a higher maximum onboard power and signifi- 

cantly increased supply voltage. The power density of the electrical components needs to be quadrupled [9] to 10–15 kW/kg 

by 2030 [10] which will lead to significantly more excess heat that needs to be dissipated via the electronics packaging.

By creating more advanced and efficient cooling solutions, the efficiency and reliability of these systems can be increased. 

Computational fluid dynamics (CFD) is an important part of the design process because it provides deeper insight into the 

underlying flow features and heat transfer of roughness elements. 

1.1. Computational fluid dynamics in heat transfer modelling 

Steady CFD is not always accurate in predicting the temperature of critical components. However, it is an important tool 

for estimating flow structures and improving designs for heat transfer optimization if trends can be identified reliably. The 

most used model in CFD is the Reynolds Averaged Navier–Stokes (RANS) with a linear turbulence models with wall func- 

tions, a historic overview and short description of different models is given by Rodi [11] . The significant problem with the

linear turbulence models are that they assumes the eddy viscosity to be similar for all Reynolds stresses [12] . RANS solutions

are highly dependent on the turbulence model and near-wall treatment, which provide different solutions depending on the 

chosen models. Dhinsa et al. (2005) [13] compare different turbulence models and their impact on the accuracy of the sim-

ulation. They found that, even for a very simple flow over a cube, the standard high Reynolds number k - ε model does not

predict the flow structures accurately. All models used in the study demonstrate high errors in modelling the turbulence, 

while the hybrid k - ε/k-l model produces the best results. 

Another study obtained the same results [14] . They determined that, for complex flow systems, the difference between 

the simulation and experimental results can be up to 20%. Steady-state RANS is not able to accurately model flow separa-

tion, recirculation, reattachment which are key for heat transfer. They do not deliver consistent and accurate heat transfer 

prediction. However, it is still a useful tool, especially due to its low computational cost [15] , [16] . Other methods, such as

unsteady RANS (URANS), hybrid RANS/LES, Detached Eddy Simulation (DES) or Large Eddy Simulation (LES) will deliver bet- 

ter results, but with an increased computational cost. URANS simulations over two square blocks [17] and twin impinging

jets [18] show that the URANS simulation can offer better results than steady-state RANS. Karabelas el al. [19] use URANS to

compute the flow around a still and rotating cylinder and compared their results to LES data. They showed that for averaged

data, the k - ε RANS model results match the LES data for most of the domain. However, URANS is also not able to accurately

resolve turbulent structures, and its theoretical basis is tenuous where there is a lack of separation between determinis- 

tic and dissipative scales. This is often found in low Reynolds number flows pertaining to electronics cooling. For further 

discussion about RANS turbulent modelling, please see [20] . 

Employing hybrid RANS/LES models clearly shows improved accuracy for the flow past a circular cylinder [21] . URANS 

is used near the wall and LES is employed in the rest of the flow. A hybrid URANS–Numerical-LES (RANS/NLES) model can

predict the flow behaviour of a seal flow within 5% accuracy [22] . This is also the case for internal wall-bounded flows

[23] , demonstrating that RANS/LES has good capabilities to model turbulent flow fields while being less computationally 

expensive than full LES. 

A simulation of plate-finned heat sinks shows that the RANS algebraic turbulence model was not able to predict the 

temperature of the heat sink due to the turbulence model adding excessive diffusivity and, therefore, underpredicting the 

surface temperature while LES provided acceptable results [24] . The accuracy of multiple RANS turbulence models was 

investigated by Weihing, Younis & Weigand [25] . They used the most common high Reynolds number turbulence models 

and compared them with two low Reynolds number models. It was found that the low Reynolds number models that resolve

to the wall are superior to models that use a wall function. The Reynolds-stress transport model was able to provide the

most accurate results [25] . Combining the low-Reynolds number models with a Yap correction increases their accuracy and 

should be used for complex flows with heat transfer [26] . 

Using LES for flow simulation over a cube at a higher Reynolds number, Lodh, Das and Singh, 2017 [27] have shown that

LES may be preferred over URANS. LES can capture most of the turbulent flow and turbulent kinetic energy accurately. For

complex geometries, such as perforated fins, LES methods demonstrate an even more advanced ability to predict turbulent 

flow and heat transfer compared to RANS methods. 

This is especially true for turbulent structures, such as recirculation zones, reversed flow zones and reattachment areas, 

where LES techniques provide more accurate results [28] . LES results seem to be more accurate for complex flow features,

within 10% of experimental values [24] . NLES is a LES run without a turbulence model as explained in [29] . However, the

different LES turbulence models are more consistent with each other due to a lower turbulence modelling difference. More 
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details on LES and turbulence modelling can be found in [30–32] and for recent developments see [33] . The LES computa-

tional time can be substantially decreased with improved CPUs and parallel computing capabilities [34] . 

Direct numerical simulation (DNS) is the most accurate, but also the most expensive CFD method. This directly solves 

the Navier–Stokes equations in discrete form, offering very detailed and accurate information on the flow. It requires a very 

small grid spacing and timesteps, which increases the computational time significantly, scaling the cost of the simulation 

at Re 3 , compared to LES ( Re 2 ) and hybrid LES-RANS Re 1 [35] . DNS is not widely used due to its high computational cost

compared to RANS or LES, but with increased computing power, it will become an important tool [35] . 

2. Case setup 

Due to lack of attached boundary layer flow and low Reynolds numbers indicating a lack of turbulence scale separation

[32] , we choose to contrast LES and NLES models with typical RANS modelling for the flow over a cube, representative of

an electronic chip [36] and Aeroengine turbine blade cooling [7] , [8] . The numerical LES (NLES) without subrid scale model

was tested to asses the input for low Re flows. 

2.1. Geometry 

The wall-mounted cube matrix is the simple geometric structure of multiple cubes that are placed in regular intervals 

in a duct. To reduce the computational cost of the simulation, a sub-channel that includes one cube was modelled with

periodic boundary conditions, representing a matrix of cubes. The flow domain is a duct with the dimensions of 0.06 m x

0.051 m x 0.051 m. The cube is placed in the centre of the domain, and its dimensions are 0.015 m x 0.015 m x 0.015 m.

The outer layer of the cube is made from an epoxy material with a thickness of 0.0015 m, which is placed over a copper

core. The height of the cube is denoted with H. 

Fig. 1. Sketch of flow domain. 

Fig. 2. 3-D view of flow domain. 

2.2. Boundary conditions and mesh 

The bulk flow has a velocity of U B = 3.86 m/s which corresponds to a Reynolds number ( Re = 

ρu B H 
μ ) of 13,0 0 0. The

flow field is periodic in the streamwise and spanwise directions, which creates a matrix of cubes. The mass flow rate of

0.0137 kg/s is enforced by imposing a pressure gradient that is calculated at every timestep. 

The copper core is subject to a constant surface temperature at 75 ◦C. The heat diffuses through the epoxy layer via

conduction. The conductive heat transfer is significantly slower than convection; therefore, for the first 55 seconds, an im- 

plicit temporal scheme was used to increase the timesteps to 0.003 seconds. The density and thermal conductivity of the 
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epoxy layer is 1150 kg/m 

2 and 0.236 W / mK. The air at the inlet is 20 ◦C and has a density of 1.16 kg/m 

3 , a viscosity of

4.18e-6 m 

2 /s and a thermal conductivity of 0.026 W / mK. Since only one cube is heated, the temperature is set to 20 ◦C at

the inlet and this is the only parameter that is not periodic in the streamwise direction. Aside from the cube, all walls are

adiabatic,impermeabile and subject to a no-slip conditions. Once the temperature field in the epoxy layer was developed, 

the calculations were performed using a central differencing scheme and with a time step of 0.0 0 0 05 seconds for LES. A

mesh with 75 x 76 x 75 nodes was used. The RANS results were compared to a finer mesh with 109 x 109 x 109 nodes, this

mesh reduced the surface temperature error by only 0.9 percentage points, compared the coarser mesh used. Additionally, 

any further reduction in time step size led to no further change in surface temperature or velocity profiles predictions of

the RANS model. For the LES, the time step size has lead to a Courant-Friedrichs-Lewy condition of less than 0.7. The mesh

is stretched towards the duct walls and cube, achieving an average wall distance of y + = 1.75. Seven nodes were placed inside

the epoxy layer which are used to calculate the conductive heat transfer. 

Fig. 3 shows the grid used in the computation, the letters indicate the locations where the temperature development in 

the epoxy layer was recorded as seen in Fig. 4 and Table 1 shows the exact position of the recoding. 

Fig. 3. Mesh in the a), x-y and b), x-z plane with indicators for conjugate temperature position. 

Table 1 

Position of the temperature record- 

ings in epoxy layer. The cube heigh 

H can be replaced with the heights 

h 1 or h 2 for the additional cases de- 

scribed in section 5. 

Position x/H y/H z/H

a 2.49 0.99 1.5 

b 2.00 0.99 2.0 

c 2.49 0.54 2.0 

3. Numerical modelling 

3.1. Boundary conditions and mesh 

The governing equations used to describe the flow field are the time-averaged (RANS) or filtered (LES) incompressible 

Navier-Stokes equations in Eqs. 1, 2 . 

∂ ̃  u j 

∂x j 
= 0 (1) 

ρ

(
∂ ̃  u 

∂t 
+ 

∂( ̃  u i ̃  u j ) 

∂x j 

)
= δ1 j β − ∂ ̃  p 

∂x j 
+ 

∂ 

∂x j 
(μe f f 

∂ ̃  u i 

∂x j 
) (2) 

These two equations are discretised using a finite volume formulation. The two turbulence modelling methods used 

are Reynolds Averaged Navier-Stokes and Large Eddy Simulation. The tilde symbol over u and p represents either LES or 
699 
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Fig. 4. Temperature development of different points in the epoxy layer as shown in Fig. 3 and Table 1 . 

 

 

 

 

 

 

 

 

RANS variables. The LES variables are spatially filtered, while the RANS variables are time averaged. In Eq. 2 , β is the mean

pressure gradients. This mean pressure gradient enforces the mass flow rate and it is calculated at every time step using

Eq. 3 . 

βnew 

= βold − ρ
( Q new 

− Q 0 ) − 0 . 5 ( Q old − Q new 

) 

0 . 5�tHz max 
(3) 

Here, the volume flow rate and cross sectional area of the channel is denoted with Q 0 and Hz max respectively. For every

new time step, a new pressure gradient is evaluated which is denoted with subscript ’new’. 

The anisotropic stress tensor is defined as: 

τi j = 2 μt ̃
 S i j −

2 

3 

kδi j (4) 

where ˜ S i j , k and δi j is the mean rate of strain tensor, the turbulent kinetic energy and Kronecker delta respectively. Hence

μe f f = μ + μt in Eq. 2 . 

3.2. Turbulence modelling 

To obtain the Reynolds stresses τi j in the RANS formulation, the Launder-Sharma Turbulence model [37] model was 

used. This model is a low Reynolds number k - ε model which uses the Boussinesq approximation, which assumes that the

Reynolds stresses are proportional to the mean rate of deformation [35] . To improve the accuracy of the model, the Yap

correction was used [38] . 

The LES Subgrid-scale (SGS) stresses τi j modelled using the Yoshizawa SGS model [39] . In addition to the Yoshizawa SGS

model, a Numerical LES (NLES) model was used which runs without an explicit SGS model. For the Yoshizawa model, the
700 
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filter cut-off width was chosen to be proportional to the mesh size Eqn. 5 . 

� = (�x �y �z) 1 / 3 (5) 

3.3. Heat transfer modelling 

The heat transfer in the solid region of the cube was calculated using the conjugate heat transfer equation. 

ρ C p 
∂ T 

∂ t 
= 

∂ 

∂ x j 

(
k e f f 

∂ T 

∂ x j 

)
(6) 

The eddy diffusivity model was used in the heat transfer calculations. The effective thermal diffusivity of the flow can 

be obtained using Eqn. 7 . 

k e f f = 

μ C p 

P r 
+ 

μt C p 

P r t 
(7) 

The turbulent Prandtl number is taken as 0.6 for LES and 0.9 for RANS. The temperature field within the fluid is then

calculated using the temperature equation. 

4. Results 

4.1. Flow development and time independence 

The conductive heat transfer inside the epoxy layer takes a long time to develop. The flow through time ( T L = 

L 
u B 

) is T L 

= 0.0155 seconds, this is used to analyse the temperature development in three points of the epoxy layer which is plotted

in Fig. 4 .The NLES surface temperature shows a fluctuating component due the turbulent flow over the cube. As seen in

Fig. 4 a, position a takes the longest to reach the quasi-steady-state condition, therefore, a running average of 5 T L was taken

at position a. The quasi-steady-state condition is reached when T = 0 . 99 T f inal where T f inal is the last 5 T L average recorded.

For position a, it took 1783 T L for the temperature to reach the quasi-steady-state condition, the other two positions reached

this condition sooner. 

To ensure that the time averaging includes enough time-dependent fluctuations and that the flow is fully developed, 

the averaged velocity profiles ( u at x/H = 2 and z/H = 2) for different time intervals were compared. A benchmark run of

386 T L was used to compare other averages against. Fig. 5 shows the percentage difference of a streamwise velocity profile

between the benchmark and a run with a smaller time average. The solution will become more accurate as longer time-

frames are induced in the avenging. Averaging the velocity field over different time intervals has shown that if the flow field

is averaged over more than 150 T L , the velocity profiles remain the same and the percentage error to the benchmark is less

than 1 percent. This shows that enough turbulent structures are included such that averaging over a longer timeframe does 

not change the time-averaged parameters significantly and the flow has reached statistical stationary conditions. 

Fig. 5. Percentage difference for solution with different averaging times to benchmark. 

Hence, the temperature field takes 11.9 times longer to develop than the velocity field. With no solution acceleration, a 

minimum of approximately 1800 T L is required for flow development and 150 T L for collection of statistics. 

4.2. Key flow features 

The instantaneous flow field is highly time dependant and shows turbulent motions in a range of time and space scales.

The dominating turbulent structure in front of the cube is a horseshoe vortex which forms just upstream of the cube. This
701 
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horseshoe vortex is generated periodically and then breaks down due to the instabilities in the flow. The flow separates 

from all edges of the cube causing instabilities in the flow which initializes vortex shedding. The instantaneous flow field 

for the LES ( Fig. 6 ), show the vortex shedding from all sides of the cube and a Kármán vortex street that is formed in the

wake of the cube. The RANS model ( Fig. 7 ) is not able to predict such vortex shedding behaviour and the flow does not

detach from the sides of the cube as it does in the LES. 

Fig. 6. LES streamlines x-z plane, y/H = 0.6. 

Fig. 7. RANS streamlines x-z plane, y/H = 0.6. 

4.3. Mean flow 

To compare the mean flow field, all parameters are averaged for at least 220 T L . The time-averaged streamwise velocity

component u is plotted at three locations along the centre line of the duct in Fig. 8 . It shows the velocity profile just

upstream the cube, on the cube’s top face and in wake of the cube. The streamwise velocity u is normalized by U B . The

obtained data was compared with the experiment conducted by [40] which is based on [41] . The average error between the

experimental data and the CFD calculations was determined through a mesh-face weighted averaging. Eq. 8 was used to 

calculate the error between simulation and the experiment, Eq. 9 was used to determine the average mesh-face weighted 

error over every velocity plot. In Eq. 9 �y i is the size of the mesh element in y direction where the value was recorded. 

error i = | 100( u exp,i − u CF D ) 

u exp,i 

| (8) 

error = 

∑ n 
i =1 error i ∗ �y i ∑ n 

i =1 �y i 
(9) 

CFD variables are interpolated to the experimental measurement location. The overall error is an arithmetic mean of 

mesh-face weighted error over the three profiles. 
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Fig. 8. Streamwise velocity comparison. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In Fig. 8 , at x/H = 1.2, which is just upstream the cube, the RANS simulation underpredicts the negative flow velocity close

to the wall drastically. The horseshoe vortex is located in the region between y/H= 0 and y/H= 0.25, which the RANS sim-

ulation was not able to accurately predict. Even above the horseshoe vortex, RANS was not able to represent the flow field

up to y/H= 1.5, which is close to the free stream. Both LES and NLES performed significantly better but they underpredicted

the velocity profile close to the wall. Using the Yoshizawa SGS model increased the accuracy by a few percent. At x/H= 1.2,

the mesh-face weighted average error for the RANS is 20.5%, while the NLES model gives 10.0% error and the Yoshizawa SGS

model performance the best with 9.3% error. All models perform well in the free stream while having issues in accurately 

resolving the horseshoe vortex. This is likely due to more isotropic convected turbulence and lower streamline curvature in 

the free stream. 

The velocity profile at x/H= 1.8 is located on the top face on the cube. All models perform well in this region; the flow

is accelerated in the streamwise direction with a high near wall velocity gradient. The RANS model has an error of 8.4%,

while the NLES has an error of 6.7% and the LES model has 4.6% error. The wake of the cube is dominated by a large

recirculation area which can be seen at x/H= 2.8 by a large region with negative u velocity. RANS underpredicts the negative

velocity in the wake of the cube while giving good results above y/H= 1.5. The NLES showed a good capability of resolving

the recirculation bubble. However, using an SGS model did improve the accuracy in this region with LES having an error of

only 6.2%. 

Overall, the RANS simulation has an error of 14.3%, while the NLES model has an error of 7.1% and the overall error of the

Yoshizawa SGS model is 6.2%. The gap between RANS and LES is even wider if only the region between y/H = 0 and y/H = 1.5

is considered. In this region around the cube, using LES has more than halved the average error from 34.0% for RANS to

about 15% for the LES with noticeable improvements using the SGS model. Is is more important to obtain the curved-flow

near the walls in order to correctly predict the heat-transfer. 

4.4. Reynolds stresses 

The time averaged streamwise and cross-stream velocity fluctuations < u’u’ > and < v’v’ > form part of the turbulent stress.

The turbulent stresses have a strong effect on the heat transfer from the cube since turbulence increases thermal mixing. 

Therefore, it is vital for turbulence models to capture the turbulent stresses accurately since they will directly affect heat 

transfer prediction. The Reynolds stresses in Fig. 9 a and 9 b are normalised by u 2 
B 
. The Reynolds stresses < u’u’ > and < v’v’ >

for the RANS simulation were calculated using the Boussinesq approximation. 

In Fig. 9 a, the stresses in the streamwise directions are shown. The RANS simulation is drastically underpredicting the 

peaks in turbulent stresses caused by the shear layer at y/H = 1.1. In the three positions, turbulent stress fluctuations are

underpredicted in the important regions close to the wall and around the cube, while the free-stream turbulence is modelled 

with moderate errors. This leads to an overall error of around 34.0% for the RANS simulation. 

The NLES model overpredicts < u’u’ > in the freestream but it is much better in capturing the peaks in the shear layer.

The stresses in the shear layer up to y/H = 1.5 are predicted with a significant increase in accuracy compared to the RANS

simulation. Overall, the NLES error in < u’u’ > is about 29.7%. The Yoshizawa model performed better than the RANS and LES,

especially in the free stream region. This gives an overall error of about 21% for the LES model. 

Fig. 9 b shows the normalised cross-stream velocity fluctuations < v’v’ > . At x/H = 1.2 the all three models underpredict the

velocity fluctuations up to y/H = 1.3. This may show that the mesh around the cube is too coarse to capture the fluctuations

far downstream of turbulence generation. The RANS model is again underpredicting the velocity fluctuations and is unable 

to capture the peak in the shear layer, with an average error of 35.4% up to y/H = 1.5. The LES performs slightly better than

the NLES, especially in the shear layer and upstream the cube. 

Overall, the RANS simulation is unable to accurately predict the peaks in the turbulent stress in the shear layer and

the near-wall region, but in the centre of the duct, it gives acceptable results. Both LES and NLES outperform the RANS
703 
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Fig. 9. Time averaged streamwise and cross-stream velocity fluctuations as three positions. 

Table 2 

Area weighted average error in region from y/h = 0 to y/h = 1.5. 

RANS 

x/H = 1.2 

NLES 

x/H = 1.2 

LES 

x/H = 1.2 

RANS 

x/H = 1.8 

NLES 

x/H = 1.8 

LES 

x/H = 1.8 

RANS 

x/H = 2.8 

NLES 

x/H = 2.8 

LES 

x/H = 2.8 

u 55.09 27.04 22.43 16.52 10.91 10.69 30.12 7.50 6.25 

< u’u’ > 40.72 17.60 18.09 32.41 11.95 10.17 28.19 21.82 18.05 

< v’v’ > 46.91 41.92 37.84 25.44 18.10 8.19 34.04 33.16 39.68 

 

 

simulation with a slightly improved result using the SGS model. The mesh weighted average error in the region from y/H = 0

to y/H = 1.5 are shown in Table 2 . 

4.5. Energy spectrum 

The Energy spectra at three locations in the flow domain were calculated using a Pwelch Fourier Transform. The locations 

of the three positions are denoted in Table 3 and Fig. 10 visualizes the locations of the energy spectrums in the domain.

Fig. 11 shows the instantaneous velocity profile which shows the scale of the turbulent structures behind the cube. 
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Table 3 

Locations of recorded energy spectrums and size of mesh. 

Position x/H y/H z/H �x/H �y/H �z/H

1 1.20 0.12 2 0.0339 0.0179 0.0890 

2 2.31 1.16 2 0.0603 0.0216 0.0816 

3 2.67 1.07 2 0.0394 0.0303 0.0890 

Fig. 10. Turbulent intensity with indications of positions of energy spectra’s. 

Fig. 11. LES instantaneous streamlines x-y plane, z/H = 2. 

 

 

 

 

 

 

To obtain a relevant turbulence time scale, the flow time over the cube T H = H/U B = 3.889 × 10 −3 seconds is used. For

the calculation of the energy spectra, a time sample of at least 1544 T H was used. Reducing the size of the recorded flow

data has shown that the peak of the spectrum will change when the length of the recorded data falls below 100 T H which

corresponds to approximately 23 T L . This indicates a lower bound for data recording to obtain low frequencies (large scales).

As seen in Fig. 12 , the energy spectrums contain a relatively small -5/3 region for the NLES and LES. The peaks in the

LES energy spectrum shows the size of the largest eddies present in the flow. The corresponding eddy sizes are given in

Table 4 . 

Table 4 

Size of the largest eddies. 

Model Position Largest scale L v [m] Normalised scales L v /H

NLES 1 0.0271 1.81 

LES 1 0.0352 2.35 

NLES 2 0.0126 0.84 

LES 2 0.0126 0.84 

NLES 3 0.019 1.26 

LES 3 0.0108 0.71 
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Fig. 12. Energy spectrums for NLES and LES for all three locations with locators for maximum energy L v and mesh cut off wavenumber �c. The back line 

above the spectrum indicates the -5/3 slope of the isotropic turbulence/Kolmogorov spectrum. 

 

 

 

 

 

 

 

Position 1 is located in the wake of the cube, therefore, the largest scale L v is bigger than right behind the cube. The

normalised scales show that the largest turbulent structures in the developing shear layer, behind and above the cube 

(Position 2 and 3), are of a smaller size than cube. This shows that the size of the largest eddies in the flow is smaller than

the obstacle dimension. This is useful to determine the mesh resolution requirements downstream. 

The largest turbulence scales L v are roughly the size of H, while the smallest scales are η (Kolmogorov length scale). 

Calculating the Reynolds number using the cube size H as the characterise length, one can obtain the Reynolds number R H 

≈ 3800. The length scale ratio L v / η can be calculated using Eq. 10 : 

L v 

η
= R H 

0 . 75 (10) 

This yields a theoretical length scale ratio of L v / η ≈ 500 which means that the smallest scales are approximately the size

of L v /500. For a substantial inertial subrange to exist it requires a ratio of 10 0 0 or more [42] . 

The NLES spectrum for point 3 Fig. 12 c shows a minimum wavenumber of 50 and a filter cutoff wavenumber of approx-

imately 7539, which can be used to obtain a length scale ratio of L v / �c = 150.8. Some scales will be unresolved due to the

grid filter width. 

Fig. 13 and 14 show the normalised length scales ( L v / H) through the domain. RANS ( L v −RANS = 

κ3 / 2 

ε ) predicts large length

scales in the middle of the domain of more than L v −RANS / H = 6, while the NLES predicts a maximum normalised length
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Fig. 13. Normalised length scales RANS, z/H = 2. 

Fig. 14. Normalised length scales LES, z/H = 2. 

Table 5 

Calculated normalised length scales 

L v /H for the three models. 

Postion NLES LES RANS 

1 0.39 0.40 0.24 

2 0.47 0.55 0.74 

3 0.91 0.93 1.13 

 

 

 

 

 

 

 

 

scale of L v −NLES / H = 2.3. Table 5 shows the normalised length scales obtained from the calculations at the three points. At

position 1 and 2, the calculated length scales for NLES and LES are significantly smaller than those obtained from the energy

spectrum ( Table 4 ). At position 3, they seem to show similar values for L v ,LES /H. 

4.6. Surface temperature 

Two temperature profiles along the two lines shown in Fig. 15 are presented in Fig. 16 and 17 . 

In Fig. 16 and 17 , a lower surface temperature means a higher heat transfer coefficient. The sharp drop in surface tem-

perature on the edges of the cube is due to an increase in heat transfer coefficient on the edges. More heat is removed from

the edges because of the exposure to cold fluid on two faces and the turbulence created around the edges. The temperature

of the front face of the cube is slightly lower than the side or the top faces due to the impingement flow which increases

the heat transfer on this face. 

The RANS model surface temperature prediction is accurate with an average error of 5.7% for the constant y profile and

9.1% for the constant z profile. However, since the flow field and velocity fluctuation, especially around the cube, have quite
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Fig. 15. Visualisation of surface temperature profiles on the cube. 

Fig. 16. Comparison of surface temperature along constant z line. 

Fig. 17. Comparison of surface temperature along constant y lines. 

 

 

 

 

 

 

 

 

 

high errors, it seems like these results are more fortuitous and do not seem to agree with the other data obtained from

the RANS simulation. Since this flow can be classified as a top-down flow, where the large turbulent structures are more

important to resolve for the heat transfer, it is surprising that the RANS model was able to accurately predict the surface

temperatures without resolving the complex time-dependent features. 

The NLES model performs better than the RANS, with an error of 7.7% for the constant y profile and 2.4% for the constant

z profile. It slightly overpredicts the surface temperature along the constant y profile. It seems to be challenging for all

models to predict the surface temperature at the front face of the cube due to the complex horseshoe vortex present at this

face as well as interactions with the modelled wake flow from upstream cubes. However, along the edges of the cube, LES

performs better than the RANS simulation due to its improved ability to better resolve the anisotropic turbulence around 

the edges. The LES obtains slightly better balanced results than the NLES, with an average error of 6.4% for the constant y

profile and 3.1% for the constant z profile. It seems that using the one equation SGS model does not significantly improve

the heat transfer predictions. This might be because the increase in accuracy in the flow field and turbulence predictions 

are not significant enough to further enhance the thermal predictions or that the eddy-diffusivity model and the use of 
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a constant turbulent Prandtl number for modelling is the restricting factor which would make further improvements in 

turbulence models unnecessary. 

5. Cube height effect 

Now that all three models have been validated against experimental results, two new cases with different cube heights 

are investigated. The two new cube heights, h 1 and h 2 , are of size h 1 /H = 1 . 5 and h 2 /H = 0 . 5 respectively. All boundary

conditions remain the same, the only difference is the mesh. For the two new cases, the mesh in the y direction was

changed to reflect the different heights of the cube. The mesh in the x and z directions remained the same. The two new

meshes both have 75 x 76 x 75 nodes, with a similar resolution as the baseline case. Fig. 18 shows the two new domains

and meshes. 

The three locations reporting the temperature development remained the same in the x and z locations but the y location

have moved in respect to the new cube heights, Table 1 also shows the new y position, relative to the new heights ( h 1 and

h 2 ). 

As the cube gets smaller, the time it takes to reach the quasi-steady-state condition takes longer. For the cube heights of

h 1 and h 2 , the maximum time taken to reach 99% of the final temperature is 1756 T L and 2148 T L respectively. Fig. 19 shows 

the development of the epoxy layer temperature of the three points. 

The two cases were run until the temperature field was fully developed and the time dependant statistics were averaged 

over more than 150 T L . The time averaged streamwise velocity and velocity fluctuations for both cases are shown in Fig. 20 ,

the first row shows the case h 1 . Increasing the cube height leads to an increase in the discrepancy between the three models,

especially in the time averaged streamwise velocity fluctuations. The < u’u’ > peaks in the shear layer show a significant

difference between the models. RANS underpredicts the free stream velocity and shows a significantly different flow profile 

in the recirculation bubble. Both LES models are in good agreement with each other for the area below the cube ( y/H < 1 . 5 ).

The bottom row of Fig. 20 shows case h 2 . In this case, the predictions of the models are similar, especially for the flow field.

RANS still underpredicts the velocity fluctuations around the cube but the velocity field in the recirculation bubble is in 

better agreement with the LES data. 
Fig. 18. Flow domains and meshes for new cube heights. 
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Fig. 19. Temperature NLES development of points in epoxy layer. 

 

 

 

 

 

 

 

 

 

 

 

 

 

The resultant surface temperature for both cases is shown in Fig. 21 . This figure shows the surface temperature for the

three models along the constant z and y lines, similar to the lines shown in Fig. 15 . However, the constant y lines are located

in the middle of the cube height, y/h 1 = 0 . 5 and y/h 2 = 0 . 5 respectively, the constant z lines start and end at this height as

well. 

The first row of surface temperatures are for case h 1 . The increased turbulent flow has lead to a larger difference between

the three models. Comparing the h 1 case to the base case, the average temperature difference between NLES and LES had

increased by more than 30%. RANS is again predicting a lower surface temperature than the LES models. The second row in

Fig. 21 shows the surface temperature for the smallest cube. For this case, the models show a wider variety of temperature

predictions. This is because the profiles were extracted in a sensitive region due to the profiles being near the edge of the

horseshoe vortex. This is supported by the case h 1 profiles being located above the horseshoe vortex which leads to them

being more consistent with each other. 

6. Computing time 

The simulations presented in this report were run on a single core of a CPU. The time to complete the simulation varies

significantly among the three models tested. The RANS model is able to converge in a matter of hours depending on its

initial condition while both LES have turnaround times of a one day. The Numerical LES is 15% faster than the Yoshizawa

model since it lacks a turbulence model which means that it does not solve any additional transport equations apart from

the Navier-Stokes equations. 
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Fig. 20. Time averaged streamwise velocity and velocity fluctuations for three positions. 

Fig. 21. Surface temperature plots for the two cases. 
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7. Conclusion 

The heat exchange between roughness elements and air is a complex system that is difficult to model with a high degree

of certainty. In the cases discussed in this project, the RANS heat transfer predictions vary from average errors of 9.1% to

5.7%. However, RANS inability to resolve turbulent structures and significant errors in the velocity field and turbulence make 

it less reliable and results should be used with caution. RANS can be unpredictable for use in modelling heat transfer due to

its inability to reliably model turbulent structures. Additionally, the RANS model’s tendency to overpredict heat transfer is 

a major problem because it could mean that cooling systems developed using the model may not sufficiently dissipate the 

produced heat. The resulting increase in thermal stress on the components can make them more prone to failure. Knowing 

that the RANS model may be overestimating heat transfer, oversizing the cooling systems may be a solution for non-critical 

components (e.g. in personal computers or devices with low thermal loads). 

However, in areas like the aerospace industry, where electronic components and aeroengine turbine blade cooling are 

major safety concerns and where small safety factors prevent the oversizing of the heat exchange systems due to weight re-

strictions, oversizing the system may not be possible. In these cases, it is important to accurately predict the heat dissipation

of the thermal management system. Hence, LES is the preferred choice because it can predict the heat transfer coefficient 

more accurately with a turnaround time of one day. Not using an SGS model may increase the speed of the simulation,

but it slightly decreases the heat transfer modelling capabilities. The NLES was able to predict the heat transfer with errors

from 7.7% to 2.4%. This is a meaningful improvement over the RANS model. The Yoshizawa SGS model further improves heat

transfer modelling by increasing the accuracy of the velocity field and turbulence modelling. The resulting error is between 

6.4% and 3.1% in the cube matrix case. This small increase in the accuracy of the thermal predictions comes with a 15%

increase in run time compared to the NLES results. Therefore, the increase in accuracy may not warrant the use of the one

equation model in this case. However, more complex geometries and coarse mesh may benefit from additional turbulence 

modelling. 

Two cases with a cube height of 0.5 and 1.5 times the initial cube height were also investigated. The time taken for

the cases to reach a quasi-steady state temperature field decreases with cube height. The temperature predictions for the 

smallest cube show larger differences between the models due to the complex flow structures where the profiles were 

extracted. 

Additionally, the current study has provided quantitative data on how long such flows may take to develop and how long

statistics need to be measured, this will be informative for future simulations. The flow needs to develop for approximately 

1800 T L and 150 T L for collection of statistics is required. Energy spectra also identified significant range in turbulence 

length scales prediction between RANS and (N)LES. (N)LES scales appeared physically reasonable and should inform mesh 

resolution in future studies. 
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