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Abstract—In this paper, the event-based recursive state estimation problem is investigated for a class of stochastic complex dynamical networks under cyber-attacks. A hybrid cyber-attack model is introduced to take into account both the randomly occurring deception attack and the randomly occurring denial-of-service attack. For the sake of reducing the transmission rate and mitigating the network burden, the event-triggered mechanism is employed under which the measurement output is transmitted to the estimator only when a pre-set condition is satisfied. An upper bound on the estimation error covariance on each node is first derived through solving two coupled Riccati-like difference equations. Then, the desired estimator gain matrix is recursively acquired that minimizes such an upper bound. By means of the stochastic analysis theory, the estimation error is proved to be stochastically bounded with probability 1. Finally, an illustrative example is provided to verify the effectiveness of the developed estimator design method.
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I. INTRODUCTION

In the past decades, with the ever-increasing research interest on complex network theory and its applications, fruitful results have been published on complex networks [10], [35]. Generally speaking, a typical complex network is composed of a great amount of nodes and edges which represent the individuals and the coupling relationship among individuals, respectively. Due to the fact that the complex network can be used to characterize many real-world networks such as electrical power grids, communication networks, social networks, neural networks and biological networks [1], [7], [31], [49], special attention has been paid on the dynamics analysis of the complex dynamical networks (CDNs) to explore the evolution law of the CDNs. Recently, a great number of research results have been reported on the state estimation (SE), pinning control and synchronization for CDNs [5], [22], [27], [37], [40], [41], [43]. It is worth mentioning that the SE problem for CDNs, which serves as a key role in understanding the network dynamics and fulfilling certain engineering requirements, is a fundamental issue stirring persistent research attention.

Different from the isolated systems, the CDNs exhibit some distinctive features (e.g. large scale and strong coupling) that make the SE problem complicated and difficult. With hope to handle the SE problem for CDNs, some effective methodologies have been developed in literature, see [11], [17], [18], [23], [44]. For example, in [23], [44], the Lyapunov stability theory and the state augmentation technique have been used to deal with the state estimator design issue for CDNs. For nonlinear stochastic CDNs, the extended Kalman filtering (EKF) has been put forward to tackle the covariance-constrained SE problem in [11]. It should be stressed that the estimation algorithms developed in above-mentioned literature are based on the state augmentation technique. Nevertheless, such an augmentation technique brings in certain drawbacks, i.e., the computation complexity would be greatly increased and the coupling relationship among the nodes is required to be known. To avoid these two drawbacks, in [17], [18], a non-augmentation method has been proposed with which the recursive SE for stochastic CDNs with switching topology has been studied. The non-augmentation method proposed in [17], [18] successfully avoids the increase of the computational complexity stemming from augmentation [11].

During the data transmission through the shared communication channels, some network-induced phenomena (e.g. transmission delays, data collision and packet dropout) would inevitably occur due mainly to the limited network bandwidths [3], [9], [11], [24]. In the past few decades, to reduce the consumption of the limited network resources, various communication protocols have been introduced in the estimation/control for large-scale networked systems [8], [19], [24], [32], [42], [50] including complex networks [4], [45], [51], multi-agent systems [36], and sensor networks [38]. From the perspective of reducing the data transmission rate, it has been proven that the event-triggered (ET) protocol is an effective protocol under which the data transmission is permitted only if a prescribed condition is met [15]. Recently, the SE issue for CDNs under the ET protocol has been studied in [12], [30], [34]. Nevertheless, a thorough literature search shows that inadequate attention has been paid on the covariance-constrained recursive SE problem for stochastic CDNs under the ET protocol, which constitutes the first motivation of this
paper. In the networked environment, the cyber-attacks occur frequently which pose a serious threat on the network security and the system performance [2], [6], [25], [46]. The widely investigated cyber-attacks include deception attack, denial-of-service (DoS) attack, and replay attack [20], [21], [39]. It is worth noting that, due to the existence of the firewall software, the cyber-attacks cannot always be success, which leads to the randomly occurring cyber-attacks. Up to now, special effort has been devoted to the SE problem under the randomly occurring cyber-attacks and plenty of research results have been available [6], [26], [29]. In the existing literature, it is often the case that only a single type of attack has been considered. Nevertheless, in real practice, the attacks are often hybrid. That is, different types of attacks occur alternatively with certain probabilities [20], [21], [39]. Such a hybrid attack can effectively enhance the success possibility of the attack. Note that, the system considered is only an isolated system in most of the existing literature concerning SE problem under the hybrid attacks. When it comes to the CDNs, the relevant results are relatively few, not to mention the simultaneous consideration of the ET protocol. Therefore, another motivation of this paper is to shorten such a gap.

In the stochastic control domain, the mean-square stability and the stability in probability [14], [22], [33] are arguably two representative metrics in the system analysis. In particular, the mean-square stability, as one of most extensively used stability concepts, has obtained persistent research attention due primarily to the close relation with the quadratic Lyapunov function. For example, in [12], the mean-square exponential boundedness analysis of the estimation error has been conducted for stochastic CDNs with randomly occurring sensor delays and random coupling strengths under the ET strategy. In comparison with the mean-square stability, the performance analysis for stochastic systems in probability could provide a milder perspective to characterize system dynamics entering into a bounded domain in probability. Therefore, in this paper, we are going to investigate the boundedness of the estimation error in probability for the SE problem for stochastic CDNs.

To respond to the above discussions, in this paper, the event-based recursive SE issue is considered for a class of stochastic CDNs under hybrid attacks. The difficulties encountered in this paper include: 1) the establishment of a hybrid cyber-attack model to account for the joint influences of random DoS attack and random deception attack; 2) the reduction of the computational complexity resulting from the inversion operation of high-dimensional matrices and the computation of cross-covariance matrices among coupled nodes; 3) the development of an algorithm to calculate the estimator gain matrix (EGM) such that a certain upper bound on the estimation error covariance (EEC) is minimized; and 4) the consideration of the stochastic boundedness of estimation error in the probability sense.

Corresponding to the above-mentioned difficulties, the main contributions of this paper can be outlined in the following three aspects: 1) a unified cyber-attack model is proposed to take into account the joint impact from the randomly occurring hybrid attack which covers the randomly occurring DoS attack and the randomly occurring deception attack as special cases; 2) a non-augmentation technique is applied to circumvent the calculation of the cross-covariance matrices; and 3) by recursively solving two coupled Riccati-like difference equations (RLDEs), the EGM is obtained that minimizes the upper bound on the EEC, and the stochastic boundedness with probability 1 of the estimation error is analyzed.

The remainder of this paper is organized as follows. In Section II, the event-based recursive SE issue is formulated for stochastic CDNs under the hybrid attacks. The main results are given in Section III and the boundedness analysis of the estimation error is conducted in Section IV. A numerical example is given in Section V and the conclusion is drawn in Section VI.

**Notation** The notations in this paper are standard. For a matrix $X$, $X > 0$ means that $X$ is positive-definite. $A^T$ denotes the transpose of the matrix $A$. $\text{tr}(A)$ represents the trace of the matrix $A$. A block-diagonal matrix with diagonal elements $N_1, N_2, \cdots, N_n$ is represented by $\text{diag}[N_1, N_2, \cdots, N_n]$. $\|x\|$ is the Euclidean norm of a vector $x$. The probability of the event $x$ is denoted as $\text{Pr}(x)$, $\mathbb{E}(x)$ refers to the expectation of a stochastic variable $x$.

**II. Problem Formulation and Preliminaries**

Consider the following stochastic CDN with $N$ nodes:

$$
\begin{align*}
    x_{i,z}+1 &= f(x_{i,z}) + \sum_{j=1}^{N} \omega_{ij} \Gamma x_{j,z} + B_{i,z} w_{i,z} \\
    y_{i,z} &= s(x_{i,z}) + D_{i,z} v_{i,z}
\end{align*}
$$

where $x_{i,z} \in \mathbb{R}^n$ ($i = 1, 2, \ldots, N$) and $y_{i,z} \in \mathbb{R}^m$ denote the state vector and the measurement output of node $i$, respectively. $f(\cdot) : \mathbb{R}^n \mapsto \mathbb{R}^n$ and $s(\cdot) : \mathbb{R}^n \mapsto \mathbb{R}^m$ are known nonlinear functions. $\Gamma \triangleq \text{diag}[\gamma_1, \gamma_2, \ldots, \gamma_n]$ denotes the inner coupling matrix with $\gamma_j \geq 0$ ($j = 1, 2, \ldots, n$). $W \triangleq [\omega_{ij}]_{N \times N}$ represents the coupling configuration matrix, where $\omega_{ij}$ is positive if the node $j$ links with the node $i$. $w_{i,z}$ and $v_{i,z}$ are mutually independent zero-mean Gaussian white noises with covariances $Q_{i,z} > 0$ and $R_{i,z} > 0$, respectively. $B_{i,z}$ and $D_{i,z}$ are known real matrices with compatible dimensions.

In this paper, it is assumed that the nonlinear functions $f(\cdot) : \mathbb{R}^n \mapsto \mathbb{R}^n$ and $s(\cdot) : \mathbb{R}^n \mapsto \mathbb{R}^m$ are continuously differentiable and satisfy the following Lipschitz conditions:

$$
\begin{align*}
    \|f(x) - f(y)\| &\leq a_1 \|x - y\| \\
    \|s(x) - s(y)\| &\leq b_1 \|x - y\|
\end{align*}
$$

where $a_1$ and $b_1$ are known positive scalars.

In practical engineering, from the resource-saving perspective, it is suggested to reduce the communication frequency while preserving a satisfactory system performance. Therefore, in this paper, the ET strategy is employed in the sensor-to-estimator channel. The event-triggering condition on the node $i$ is designed as follows:

$$
\varsigma(y_{i,z}, w_{i,z}) \triangleq u^T_{i,z} u_{i,z} - \omega_{i,z} y_{i,z} y_{i,z} > 0
$$
where $u_{i,z} \triangleq y_{i,s_{i}^{t}} - y_{i,z}$ with $y_{i,s_{i}^{t}}$ being the latest transmitted measurement. $\omega_{i,z} > 0$ is a known time-varying scalar.

With the event-triggering condition, the event-triggering instants on node $i$ are determined by

$$s_{i+1}^{t} = \inf\{z | (y_{i,z}, \omega_{i,z}) > 0, z > s_{i}^{t}\}. \quad (5)$$

On the node $i$, a zero-order holder is equipped to keep the latest transmitted measurement $y_{i,s_{i}^{t}}$ when the event-triggering condition is not satisfied. Hence, the measurement output transmitted from the node $i$ to the estimator $i$ is described as follows:

$$\hat{y}_{i,z} = y_{i,s_{i}^{t}}, \quad z \in \{s_{i}^{t}, s_{i}^{t} + 1, \ldots, s_{i+1}^{t} - 1\}.$$  

**Remark 1:** Up to now, in most existing results related to the recursive SE problem for stochastic CDN s, the measurement signal is assumed to be periodically transmitted to the estimator [11], [12], [17], [18], [29], [44], [45]. Nevertheless, for a large-scale CDN, frequent data transmissions would heavily increase the network loads and lead to a waste of the resources. Hence, in this paper, the ET strategy is applied to reduce unnecessary information transmissions [20], [26], [30], [34], [51]. More specifically, it is known from (4) and (5) that the measurement output of node $i$ is transmitted to the estimator if and only if the condition (4) is satisfied. Consequently, the information transmission is reduced and the resource of the communication network is saved.

It is notable that, although the prevailing network-based communication mechanism greatly facilitates the data exchanges among the components, the potential data safety issue is arisen since the data may subject to malicious cyber-attacks during the transmission. For the purpose of characterizing the cyber-attack as close to the reality as possible, the measurement received by the estimator is modeled as follows

$$\hat{y}_{i,z} = c_{i,z}(\tilde{y}_{i,z} + d_{i,z}g_{i,z}) \quad (6)$$

where $c_{i,z}$ and $d_{i,z}$ are mutually independent Bernoulli distributed variables satisfying the following statistical properties:

$$\mathbb{E}\{c_{i,z}\} = \mathrm{Pr}\{c_{i,z} = 1\} = \tilde{c}_{i}$$

$$\mathbb{E}\{d_{i,z}\} = \mathrm{Pr}\{d_{i,z} = 1\} = \tilde{d}_{i}$$

with $0 \leq \tilde{c}_{i} \leq 1$ and $0 \leq \tilde{d}_{i} \leq 1$ being positive scalars.

In (6), $g_{i,z} \triangleq -\hat{y}_{i,z} + \ell_{i,z}$ stands for the deceptive attack signal injected by the hostile attacker, where $\ell_{i,z}$ is a bounded signal with $\ell_{i,z}^{T}\ell_{i,z} \leq \ell_{i}$ and $\ell_{i}$ being a given positive scalar.

**Remark 2:** It should be mentioned that the measurement model (6) is on the basis of the following engineering insights. 1) From the defenders’ viewpoint, most of the engineering systems are equipped with anti-virus software to intercept cyber-attacks. Thus, the attacks cannot always be implemented successfully but occur in a random way; 2) From the attackers’ viewpoint, the attack behavior should be complicated enough (e.g. switching the attack behavior among various attack mechanisms) to evade the attack detection and increase the successful ratio. Moreover, the model (6) is quite general that includes the measurement under the randomly occurring DoS attack and the randomly occurring deception attack as special cases. To be more specific, the model (6) is reduced to the measurement model under the randomly occurring DoS attack model when $c_{i,z} = 0$ and the randomly occurring deception attack model when $c_{i,z} = d_{i,z} = 1$. In particular, when $c_{i,z} = 1$ and $d_{i,z} = 0$, the measurement output is successfully transmitted to the estimator without encountering any cyber-attacks.

**Remark 3:** By setting $d_{i,z} = 0$, (6) reduces to a model for the random DoS attack that has the similar effect as the probabilistic packet loss phenomenon [3], [13], [15], [44], [45], [47]. Actually, both the random DoS attack and the probabilistic packet loss would lead to the measurement missing problems in a probabilistic way. It should be noted that, however, the causes of DoS attack and packet loss are completely different. DoS attack is actively launched by the malicious cyber attackers during communication transmission. On the other hand, the passive impact of packet loss results generally from the conflict between the large amount of transmission data and the limited networks resources.

Based on the received measurement signal $\hat{y}_{i,z}$, the following state estimator is constructed for the node $i$ at instant $z \in \{s_{i}^{t}, s_{i}^{t} + 1 - 1\}$:

$$\hat{x}_{i,z+1}\mid z = f(\hat{x}_{i,z}\mid z) + \sum_{j=1}^{N} \omega_{ij} F \hat{x}_{i,j}\mid z$$

$$\hat{x}_{i,z+1}\mid z+1 = \hat{x}_{i,z+1}\mid z + K_{i,z+1}(\hat{y}_{i,z+1} - \hat{c}_{i}(1 - \hat{d}_{i})s(\hat{x}_{i,z+1}\mid z)) \quad (7)$$

where $\hat{x}_{i,z+1}\mid z$ denotes the one-step prediction of $x_{i,z}$, $\hat{x}_{i,z}$ denotes the estimate of $x_{i,z}$ with initial value $\hat{x}_{i,0}\mid 0$, and $K_{i,z+1}$ is the EGM to be determined.

Denote $\tilde{x}_{i,z+1}\mid z = x_{i,z+1} - \hat{x}_{i,z+1}\mid z$ and $\hat{x}_{i,z+1}\mid z+1 = \hat{x}_{i,z+1}\mid z + 1$ as the prediction error and the estimation error, respectively. The prediction error covariance (PEC) and EEC are defined as $P_{i,z+1}\mid z+1 = \mathbb{E}\{(\tilde{x}_{i,z+1}\mid z + 1)^{T}\tilde{x}_{i,z+1}\mid z+1\}$ and $P_{i,z+1}\mid z = \mathbb{E}\{(\hat{x}_{i,z+1}\mid z + 1 - \tilde{x}_{i,z+1}\mid z + 1)^{T}\hat{x}_{i,z+1}\mid z+1\}$, respectively.

In this paper, the main objective is to develop the state estimator (7) for the stochastic estimator (1) under the ET strategy and the cyber-attacks such that:

- at each time instant $z$, the EEC has an upper bound $\Phi_{i,z+1}\mid z+1$, namely, there exists a time-varying positive definite matrix $\Phi_{i,z+1}\mid z+1$ satisfying $P_{i,z+1}\mid z+1 \leq \Phi_{i,z+1}\mid z+1$;

- the upper bound $\Phi_{i,z+1}\mid z+1$ is minimized at each instant $z+1$ by the desired EGM $K_{i,z+1}$.

To proceed further, several useful lemmas are introduced.

**Lemma 1:** For any vectors $z_{1}, z_{2} \in \mathbb{R}^{n}$, $z_{1}z_{2}^{T} + z_{2}z_{1}^{T} \leq \sigma z_{1}^{T}z_{1} + \sigma^{-1}z_{2}^{T}z_{2}$ holds for any scalar $\sigma > 0$.

**Lemma 2:** [11] The compatible dimensional matrices $B$, $J$, $F$, $G$ and $A$ are given with $GG^{T} \leq I$. For a positive definite matrix $Y$ and a positive scalar $\alpha > 0$, if $\alpha^{-1}I - FYF^{T} > 0$, then one has

$$(B + JGF)Y(B + JGF)^{T} \leq B(Y^{-1} - \alpha FF^{T})^{-1}B^{T} + \alpha^{-1}JJ^{T}.$$
Lemma 3: [11] For any compatible dimensionally matrices \( O, P, Z \), and \( Q \), the following equations hold
\[
\begin{align*}
\frac{\partial \tau(OZP)}{\partial Z} &= O^T P^T, \quad \frac{\partial \tau(OZP)}{\partial Z} = PO \\
\frac{\partial \tau((OZP)Q(OZP)^T)}{\partial Z} &= 2O^T OZ P Q P^T.
\end{align*}
\]

III. ESTIMATOR DESIGN

In this section, we are going to solve the design issue of the state estimator (7). First, we will derive upper bounds on the PEC and EEC for each node \( i \). Then, the EGM will be derived which minimizes the upper bound on EEC.

According to (1) and (7), the prediction error \( \tilde{x}_{i,z+1|z} \) on node \( i \) is calculated as
\[
\tilde{x}_{i,z+1|z} = f(x_{i,z}) - f(\tilde{x}_{i,z}) + \sum_{j=1}^{N} \omega_{ij} \Gamma(x_{j,z} - \tilde{x}_{j,z}) + B_{i,z_i} w_{i,z_i}.
\]
(8)

Similarly, the estimation error \( \tilde{x}_{i,z+1|z+1} \) is computed as
\[
\tilde{x}_{i,z+1|z+1} = \tilde{x}_{i,z+1|z} - K_{i,z+1} \tilde{y}_{i,z+1} - \tilde{e}_i (1 - \tilde{d}_i) s(\tilde{x}_{i,z+1|z}).
\]
(9)

Applying the Taylor series expansion method to the nonlinear function \( f(x_{i,z}) \) around \( \tilde{x}_{i,z} \) yields
\[
\tilde{x}_{i,z+1|z} = f(\tilde{x}_{i,z}) + F_{i,z} \tilde{x}_{i,z} + o(|\tilde{x}_{i,z}|) \quad (10)
\]
where \( F_{i,z} \triangleq \frac{\partial f(\tilde{x}_{i,z})}{\partial \tilde{x}_{i,z}} \) is the coefficient matrix and \( o(|\tilde{x}_{i,z}|) \) denotes the resulted high-order term. In addition, \( o(|\tilde{x}_{i,z}|) \) is further represented as
\[
o(|\tilde{x}_{i,z}|) = A_{i,z} C_{i,z} \tilde{x}_{i,z} \quad (11)
\]
where \( A_{i,z} \) denotes the problem-based scaling matrix, and the unknown time-varying matrix \( C_{i,z} \) is used to describe the linearization error of the dynamical model that satisfies \( C_{i,z} C_{i,z}^T \leq I \).

In view of (8), (10) and (11), we have
\[
\tilde{x}_{i,z+1|z} = (F_{i,z} + A_{i,z} C_{i,z}) \tilde{x}_{i,z} + \sum_{j=1}^{N} \omega_{ij} \Gamma \tilde{x}_{j,z} + B_{i,z_i} w_{i,z_i}.
\]
(12)

Following the similar line of the treatment for \( f(x_{i,z}) \), \( s(x_{i,z+1}) \) is rewritten as follows:
\[
s(x_{i,z+1}) = s(\tilde{x}_{i,z+1|z}) + S_{i,z+1} \tilde{x}_{i,z+1|z} + o(|\tilde{x}_{i,z+1|z}|)
\]
(13)

where \( S_{i,z+1} \triangleq \frac{\partial s(x_{i,z+1})}{\partial x_{i,z+1}} |_{x_{i,z+1}=\tilde{x}_{i,z+1|z}} \) and
\[
o(|\tilde{x}_{i,z+1|z}|) \triangleq G_{i,z+1} H_{i,z+1} \tilde{x}_{i,z+1|z}
\]
with \( G_{i,z+1} \) being the problem-based scaling matrix, and \( H_{i,z+1} \) being an unknown time-varying matrix satisfying \( H_{i,z+1} H_{i,z+1}^T \leq I \).

Taking (9) and (13) into consideration, one has
\[
\tilde{x}_{i,z+1|z+1} = \tilde{x}_{i,z+1|z} - K_{i,z+1} (c_{i,z+1} (1 - d_{i,z+1}) u_{i,z+1} + c_{i,z+1+1} (1 - d_{i,z+1}) D_{i,z+1} v_{i,z+1})
\]
\[
\tilde{x}_{i,z+1|z+1} = \tilde{x}_{i,z+1|z} - K_{i,z+1} (c_{i,z+1} (1 - d_{i,z+1}) K_{i,z+1} u_{i,z+1} + c_{i,z+1+1} (1 - d_{i,z+1}) D_{i,z+1} v_{i,z+1})
\]
\[
\tilde{x}_{i,z+1|z+1} = \tilde{x}_{i,z+1|z} - K_{i,z+1} (c_{i,z+1} (1 - d_{i,z+1}) K_{i,z+1} u_{i,z+1} + c_{i,z+1+1} (1 - d_{i,z+1}) D_{i,z+1} v_{i,z+1})
\]
(14)

where \( \mathcal{R}_{i,z+1} \equiv I - \tilde{e}_i (1 - \tilde{d}_i) K_{i,z+1} (S_{i,z+1} + G_{i,z+1} H_{i,z+1}) \).

It is inferred from (12) that the PEC \( P_{i,z+1|z} \) is calculated as
\[
P_{i,z+1|z} = (F_{i,z} + A_{i,z} C_{i,z}) P_{i,z|z} (F_{i,z} + A_{i,z} C_{i,z})^T
\]
\[
+ \sum_{j=1}^{N} \sum_{l=1}^{N} \omega_{ij} \omega_{il} \Gamma \{ \tilde{x}_{j,z} \tilde{x}_{j,z}^T \} \Gamma^T + B_{i,z} Q_{i,z} B_{i,z}^T
\]
\[
+ \sum_{j=1}^{N} \omega_{ij} E \{ [F_{i,z} + A_{i,z} C_{i,z}] \tilde{x}_{i,z} \tilde{x}_{j,z}^T \} \Gamma^T
\]
\[
+ \Gamma \tilde{x}_{j,z} \tilde{x}_{j,z}^T \{ F_{i,z} + A_{i,z} C_{i,z} \}^T \}
\]
(15)

Moreover, it is evident from Lemma 1 that
\[
\sum_{j=1}^{N} \sum_{l=1}^{N} \omega_{ij} \omega_{il} \Gamma \{ \tilde{x}_{j,z} \tilde{x}_{j,z}^T \} \Gamma^T
\]
\[
= \frac{1}{2} \sum_{j=1}^{N} \sum_{l=1}^{N} \omega_{ij} \omega_{il} \Gamma \{ \tilde{x}_{j,z} \tilde{x}_{j,z}^T + \tilde{x}_{j,z} \tilde{x}_{j,z}^T \} \Gamma^T
\]
\[
\leq \bar{\omega}_i \sum_{j=1}^{N} \omega_{ij} \Gamma P_{j,z} \Gamma^T
\]
(16)

where \( \bar{\omega}_i \triangleq \sum_{l=1}^{N} \omega_{il} \). Also, one derives
\[
\sum_{j=1}^{N} \omega_{ij} E \{ [F_{i,z} + A_{i,z} C_{i,z}] \tilde{x}_{i,z} \tilde{x}_{j,z}^T \} \Gamma^T
\]
\[
+ \Gamma \tilde{x}_{j,z} \tilde{x}_{j,z}^T \{ F_{i,z} + A_{i,z} C_{i,z} \}^T \}
\]
\[
\leq \frac{1}{2} \sum_{j=1}^{N} \sum_{l=1}^{N} \omega_{ij} \omega_{il} \Gamma \{ \tilde{x}_{j,z} \tilde{x}_{j,z}^T + \tilde{x}_{j,z} \tilde{x}_{j,z}^T \} \Gamma^T
\]
\[
\leq \bar{\omega}_i \sum_{j=1}^{N} \omega_{ij} \Gamma P_{j,z} \Gamma^T
\]
(16)

It is concluded from (15)-(16) that
\[
P_{i,z+1|z} \leq (1 + \bar{\omega}_i) (F_{i,z} + A_{i,z} C_{i,z}) P_{i,z|z} (F_{i,z} + A_{i,z} C_{i,z})^T
\]
\[
+ (1 + \bar{\omega}_i) \sum_{j=1}^{N} \omega_{ij} \Gamma P_{j,z} \Gamma^T + B_{i,z} Q_{i,z} B_{i,z}^T.
\]
(17)

Next, in light of (14), the EEC \( P_{i,z+1|z+1} \) is deduced as
\[
P_{i,z+1|z+1} = \mathcal{R}_{i,z+1} P_{i,z+1|z} \mathcal{R}_{i,z+1}^T + \tilde{c}_i (1 - \tilde{d}_i) K_{i,z+1} E \{ u_{i,z+1} \}
\]
\[
= \mathcal{R}_{i,z+1} P_{i,z+1|z} \mathcal{R}_{i,z+1}^T + \tilde{c}_i (1 - \tilde{d}_i) K_{i,z+1} E \{ u_{i,z+1} \}
\]
(18)
where

\[ \mathcal{S}_{i,z+1} \triangleq -c_i(1 - \bar{d}_i)E\{R_{i,z+1} x_{i,z+1}\}u_{i,z+1}^T K_{i,z+1}^T \]

\[ \mathcal{S}_{i,z,1} \triangleq -c_i \bar{d}_i E\{R_{i,z,1} x_{i,z,1}^T K_{i,z,1}^T \} \]

\[ \mathcal{S}_{i,z,2} \triangleq -c_i \bar{d}_i E\{R_{i,z,1} x_{i,z,1}^T K_{i,z,1}^T \} \]

\[ \mathcal{S}_{i,z,1} \triangleq -c_i \bar{d}_i E\{R_{i,z,1} x_{i,z,1}^T K_{i,z,1}^T \} \]

\[ \mathcal{S}_{i,z,1} \triangleq -c_i \bar{d}_i E\{R_{i,z,1} x_{i,z,1}^T K_{i,z,1}^T \} \]

By using the elementary inequality in Lemma 1, the upper bound on \( x_{i,z+1} x_{i,z+1}^T \) is calculated as

\[ x_{i,z+1} x_{i,z+1}^T = (\hat{x}_{i,z+1} + \hat{x}_{i,z+1})^T (\hat{x}_{i,z+1} + \hat{x}_{i,z+1})^T \leq (1 + \sigma_1)(\hat{x}_{i,z+1} + \hat{x}_{i,z+1})^T \]

\[ + (1 + \sigma_1)(\hat{x}_{i,z+1} + \hat{x}_{i,z+1})^T \]

where \( \sigma_1 \) is a positive scalar. Then, we have

\[ E\{s(x_{i,z+1})^T(x_{i,z+1})\} \leq b_2 tr\{(1 + \sigma_1)P_{i,z+1} + (1 + \sigma_1^-)\hat{x}_{i,z+1}^T \hat{x}_{i,z+1}^T\} I \]

\[ \triangleq \Xi_{i,z+1} I. \]

Recalling the ET mechanism (4) and the definition of \( u_{i,z} \), for any \( z \in [s_i, s_{i+1} - 1] \), one has

\[ E\{u_{i,z+1} v_{i,z+1}\} \leq E\{u_{i,z+1}^T v_{i,z+1}\} \]

\[ \leq \Xi_{i,z} E\{y_{i,z+1} y_{i,z+1}\} I \]

\[ \leq \Xi_{i,z} (\Xi_{i,z+1} + E\{v_{i,z+1}^T D_{i,z+1} v_{i,z+1}\}) I. \]  \( \text{(18)} \)

Moreover, noting the fact that \( tr(\Gamma_1 \Gamma_2) = tr(\Gamma_2 \Gamma_1) \) with \( \Gamma_1 \) and \( \Gamma_2 \) being matrices with compatible dimensions, one obtains

\[ E\{v_{i,z+1}^T D_{i,z+1} v_{i,z+1}\} \leq \Xi_{i,z} (\Xi_{i,z+1} + E\{v_{i,z+1}^T D_{i,z+1} v_{i,z+1}\}) I. \]  \( \text{(19)} \)

It is observed from (18) and (19) that

\[ E\{u_{i,z+1}^T v_{i,z+1}^T\} \leq \Xi_{i,z} \Delta_{i,z+1} I \]

where \( \Delta_{i,z+1} \triangleq \Xi_{i,z+1} + tr\{D_{i,z+1} R_{i,z+1} D_{i,z+1}^T\} \).

With the help of Lemma 1, the following inequalities hold:

\[ \mathcal{S}_{i,z+1} + \mathcal{S}_{i,z,1} \]

\[ \leq c_1(1 - \bar{d}_i)(\sigma_2 R_{i,z+1} P_{i,z+1} R_{i,z+1}^T) \]

\[ + \sigma_2^{-1} \Xi_{i,z} \Delta_{i,z+1} K_{i,z+1}^T \]

\[ \leq \Xi_{i,z+1} + \mathcal{S}_{i,z,1} \]

\[ \leq c_1 \bar{d}_i (\sigma_3 R_{i,z+1} P_{i,z+1} R_{i,z+1}^T) \]

\[ + \sigma_3^{-1} K_{i,z+1}^T \]

\[ \leq c_1 \bar{d}_i (\sigma_4 \Xi_{i,z+1} + \sigma_4^{-1} \bar{d}_i K_{i,z+1}^T) \]

\[ \leq \Xi_{i,z+1} + \mathcal{S}_{i,z,1} \]

\[ \leq c_1(1 - \bar{d}_i) K_{i,z+1}^T \sigma_5 I \]

\[ \leq \Xi_{i,z+1} \Delta_{i,z+1} K_{i,z+1}^T \]

where \( \sigma_i \) (i = 2, 3, 4, 5) are given positive scalars.

Note that \( (y_{i,z+1} - y_{i,z})v_{i,z+1}^T = 0 \) holds for \( z = s_i^T \).

Moreover, for \( z \neq s_i^T \), it is known that

\[ E\{K_{i,z+1} u_{i,z+1} v_{i,z+1}^T D_{i,z+1} K_{i,z+1}^T\} \]

\[ = E\{K_{i,z+1} (y_{i,z+1} - y_{i,z})v_{i,z+1}^T D_{i,z+1} K_{i,z+1}^T\} \]

\[ = E\{K_{i,z+1} (y_{i,z+1} - y_{i,z})v_{i,z+1}^T D_{i,z+1} K_{i,z+1}^T\} \]

\[ = E\{-K_{i,z+1} D_{i,z+1} v_{i,z+1}^T D_{i,z+1} K_{i,z+1}^T\} \]

\[ = -K_{i,z+1} D_{i,z+1} K_{i,z+1}^T \]

Therefore, it is concluded that

\[ \mathcal{S}_{i,z+1} + \mathcal{S}_{i,z,1} \]

\[ = -2c_1(1 - \bar{d}_i) K_{i,z+1} D_{i,z+1} K_{i,z+1}^T \leq 0. \]

In combination of the above discussions, the upper bound on the EEC \( P_{i,z+1} \) is calculated as follows:

\[ P_{i,z+1} \leq n_1 R_{i,z+1} P_{i,z+1} R_{i,z+1}^T + n_2 K_{i,z+1} \Xi_{i,z+1} K_{i,z+1}^T \]

\[ + n_3 \Xi_{i,z} \Delta_{i,z+1} K_{i,z+1}^T + n_4 \bar{d}_i K_{i,z+1}^T \]

\[ + n_5 K_{i,z+1} D_{i,z+1} R_{i,z+1} D_{i,z+1} K_{i,z+1}^T \]

where

\[ n_1 \triangleq 1 + c_1(1 - \bar{d}_i) \sigma_2 + c_1 \bar{d}_i \sigma_3 \]

\[ n_2 \triangleq c_1(1 - \bar{d}_i)(1 - c_1(1 - \bar{d}_i))(1 + \sigma_5) + c_1 \bar{d}_i \sigma_4 \]

\[ n_3 \triangleq c_1(1 - \bar{d}_i)(1 + \sigma_5^{-1} + (1 - c_1(1 - \bar{d}_i))\sigma_5^{-1}) \]

\[ n_4 \triangleq c_1 \bar{d}_i(1 + \sigma_5^{-1} + c_1(1 - \bar{d}_i)\sigma_5^{-1}) \]

\[ n_5 \triangleq c_1(1 - \bar{d}_i). \]

In the following theorem, an upper bound on \( P_{i,z+1} \) is presented and the EGM minimized such an upper bound is given.
Theorem 1: For given positive scalars $\rho_{i,z}$, $\mu_{i,z}$ and $0 < \sigma_6 < 1/N$, if the following two coupled RLDEs:

\[
\Phi_{i,z+1} = (1 + \omega_i)(F_{i,z}(\Phi_{i,z}^{-1} - (1 + \sigma_6)\rho_{i,z} I)^{-1} F_{i,z}^T + \sigma_6^{-1} \rho_{i,z}^{-1} A_{i,z}^T A_{i,z}^T + B_{i,z}^T Q_{i,z} B_{i,z}^T + (1 + \omega_i) \sum_{j=1}^{N} \omega_{ij} \Phi_{j,z})^{\Gamma T}
\]

and

\[
\Phi_{i,z+1} = n_1 \left( I - \hat{c}_i (1 - \hat{d}_i) K_{i,z+1} S_{i,z+1} \right) - (1 + \sigma_6) \mu_{i,z+1} I + n_2 K_{i,z+1} \Xi_{i,z+1} K_{i,z+1}^T + n_3 \omega_{i,z} \Delta_{i,z} K_{i,z+1}^T + n_4 \hat{\ell}_i K_{i,z+1}^T K_{i,z+1}^T + n_5 K_{i,z+1} D_{i,z+1} R_{i,z+1} D_{i,z+1}^T K_{i,z+1}^T
\]

with initial condition $P_{i,0} \leq \Phi_{i,0}$ have positive definite solutions $\Phi_{i,z+1}$ and $\Phi_{i,z+1}$ such that

\[
\Phi_{i,z+1} > (1 + \sigma_6) \rho_{i,z} I
\]

and

\[
\Phi_{i,z+1} > (1 + \sigma_6) \mu_{i,z+1} I
\]

hold, then $\Phi_{i,z+1}$ is an upper bound on $P_{i,z+1}$. Moreover, the EGM $K_{i,z+1}$ that minimizes such an upper bound is determined by

\[
K_{i,z+1} = n_1 \hat{c}_i (1 - \hat{d}_i) \left( \Phi_{i,z+1}^{-1} - (1 + \sigma_6) \mu_{i,z+1} I \right)^{-1} S_{i,z+1} + n_2 \omega_{i,z} \Delta_{i,z} I + n_3 \hat{\ell}_i I + n_5 K_{i,z+1} D_{i,z+1} R_{i,z+1} D_{i,z+1}^T K_{i,z+1}^T
\]

where $\Phi_{i,z+1}$ is given in (21). Furthermore, it is obvious that

\[
R_{i,z+1} P_{i,z+1} \leq \Phi_{i,z+1}
\]

Then, it is inferred from (20) and (27) that

\[
P_{i,z+1} \leq \Phi_{i,z+1}
\]

where $\Phi_{i,z+1}$ is defined in (22).

In terms of Lemma 3, taking the partial derivative of the trace of $\Phi_{i,z+1}$ with respect to $K_{i,z+1}$ results in

\[
\frac{\partial \text{tr}(\Phi_{i,z+1})}{\partial K_{i,z+1}} = -2n_1 \hat{c}_i (1 - \hat{d}_i) \left( \Phi_{i,z+1}^{-1} - (1 + \sigma_6) \mu_{i,z+1} I \right)^{-1} S_{i,z+1} + n_2 \omega_{i,z} \Delta_{i,z} I + n_3 \hat{\ell}_i I + n_5 K_{i,z+1} D_{i,z+1} R_{i,z+1} D_{i,z+1}^T K_{i,z+1}^T
\]

Letting $\frac{\partial \text{tr}(\Phi_{i,z+1})}{\partial K_{i,z+1}} = 0$, the EGM $K_{i,z+1}$ can be calculated by (25). The proof of this theorem is complete.

Remark 4: It is known from the third term of the right-hand side in (22) that the ET mechanism has a major influence on the estimation performance. More specifically, a small threshold $\omega_{i,z}$ would lead to a small upper bound on the EEC. Conversely, a large $\omega_{i,z}$ leads to a slow data transmission frequency and a large upper bound on the EEC. Thus, it is of vital importance to choose a suitable threshold to achieve a proper balance between the estimation performance and the resource consumption.

Remark 5: It is well recognized that the augmentation technique serves as an effective tool for the analysis and synthesis of CDNs [11], [45]. Nevertheless, the augmentation technique would unavoidably bring in the inversion operation of high-dimensional matrices and the computation of cross-covariance matrices among coupled nodes. Therefore, inspired by [12], [17], [18], the non-augmentation method is adopted in this paper to handle the event-based recursive SE problem for stochastic CDNs with hybrid attacks, and the difficulties caused by the augmentation technique are avoided.

IV. BOUNDEDNESS ANALYSIS

In this section, we will analyze the boundedness of the estimation error. First, some preliminaries are presented to facilitate the subsequent boundedness analysis.
Definition 1: For given positive scalars $\epsilon \leq 1$ and $\theta \leq 1$, if there exists a positive scalar $\upsilon(\epsilon, \theta)$ with $\|\tilde{x}_0\| < \upsilon(\epsilon, \theta)$, where $\|\tilde{x}_0\|$ is the known initial condition, satisfying

$$\mathbf{Pr}\{\|\tilde{x}_i\| < \epsilon \} \geq 1 - \theta,$$

then the estimation error $\tilde{x}_i$ is said to be stochastically bounded in probability $1 - \theta$. Furthermore, if there exists a scalar $\rho > 0$ with $\|\tilde{x}_0\| < \rho$ satisfying

$$\mathbf{Pr}\{\lim_{t \to \infty} \|\tilde{x}_i\| < \epsilon \} = 1,$$

then $\tilde{x}_i$ is stochastically bounded in probability 1.

Lemma 4: (Chebyshev inequality [14]) For an arbitrary random variable $N \geq 0$ with the mean $\mathbb{E}\{N\}$, one has

$$\mathbf{Pr}\{N \geq \sigma\} \leq \frac{\mathbb{E}\{N\}}{\sigma^2},$$

where $\sigma$ is a positive scalar.

Assumption 1: The upper bounds of PEC and EEC satisfy $\Phi_{i,z+1} \leq \frac{1+\rho_i}{\lambda} \Phi_i$ and $\Phi_{i,z} \leq \frac{1+\rho_i}{\lambda} \Phi_i$, where $N < \frac{1}{\lambda}$ and $\lambda$ is a positive scalar.

Assumption 2: There exist positive scalars $\theta$ and $\xi$ satisfying $\theta \leq \rho_i \leq \xi$ and $\theta \leq \mu_i \leq \xi$.

It is easily known from Assumptions 1-2 and (23)-(24) that the lower bounds and upper bounds of matrices $\Phi_{i,z} \Phi_{i,z+1} \Phi_{i,z+1}$ and $\Phi_{i,z+1}$ are guaranteed.

Theorem 2: For given $\tilde{x}_i \in 0\{1\}^T$, the estimation error $\tilde{x}_i$ of the CDN (1) under the state estimator (7) is bounded in probability 1.

Proof: Denote $\tilde{x}_i \in 0\{1\}^T$. The Lyapunov function as

$$U_z(\tilde{x}_i) = \sum_{i=1}^{N} \tilde{x}_i \Phi_{i,z}^{-1} \tilde{x}_i,$$

where $\Phi_{i,z}$ is an upper bound on the EEC.

It follows from Assumptions 1-2 and (24) that

$$\lambda_1 \mathbb{E}\{\|\tilde{x}_z\|^2\} \leq \mathbb{E}\{U_z(\tilde{x}_z)\} \leq \lambda_2 \mathbb{E}\{\|\tilde{x}_z\|^2\},$$

where $\lambda_1 \triangleq \theta(1+\sigma_0)$ and $\lambda_2 \triangleq \frac{\xi(\|N\|)}{\lambda}$. According to (12), (14) and (28), it is obvious that

$$\mathbb{E}\{U_z(\tilde{x}_z)\} \leq \sum_{i=1}^{N} n_1(1+\omega_i) \mathbb{E}\{\|\tilde{x}_z\|^2\} \leq \mathbb{E}\{U_z(\tilde{x}_z)\} \leq \sum_{i=1}^{N} n_2 \mathbb{E}\{\|\tilde{x}_z\|^2\},$$

and

$$\sum_{i=1}^{N} n_3 \mathbb{E}\{\|\tilde{x}_z\|^2\} \leq \sum_{i=1}^{N} n_4 \mathbb{E}\{\|\tilde{x}_z\|^2\},$$

Recalling the relationship $\Phi_{i,z+1} \leq \frac{1+\rho_i+1}{\lambda} \Phi_{i,z}$ in Assumption 1, one has

$$\sum_{i=1}^{N} n_5 \mathbb{E}\{\|\tilde{x}_z\|^2\} \leq \sum_{i=1}^{N} n_6 \mathbb{E}\{\|\tilde{x}_z\|^2\},$$
Based on the above analysis, we have
\[
\mathbb{E}\{U_{z+1}(\tilde{x}_{z+1}|z_1)\} = \mathbb{E}\{U_{z}(\tilde{x}_{z}|z_1)\} + \frac{4}{N} M_i
\]
(30)
where \(\delta \triangleq 1 + N - \lambda \in (0, 1)\) and \(\mathcal{H} \triangleq N + \sum_{i=1}^{z-1} M_i\).

By means of (29) and (30), it is easy to see
\[
\mathbb{E}\{|\tilde{x}_{z}|^2\} \leq \frac{\mathbb{E}\{U_{z}(\tilde{x}_{z}|z_1)\}}{\lambda_1} \leq \frac{\delta \mathbb{E}\{U_{z-1}(\tilde{x}_{z-1}|z_1-1)\} + \mathcal{H}}{\lambda_1}
\]
(31)
and
\[
\mathbb{P}\{|\tilde{x}_{z}| \geq v\} \leq \mathbb{P}\{U_{z}(\tilde{x}_{z}|z_1) \geq \lambda_1 v^2\}
\]
for any positive scalar \(v\). Then, in view of Lemma 4 and (31), we obtain that
\[
\mathbb{P}\{|\tilde{x}_{z}| \geq \lambda_1 \gamma \geq \lambda_1 v^2\}
\]
and
\[
\mathbb{P}\{|\tilde{x}_{z}| < \epsilon_0 + v\} \geq 1 - \delta^2.
\]
Noting \(v \to 0\) as \(z \to \infty\), we have
\[
\mathbb{P}\{\lim_{z \to \infty} |\tilde{x}_{z}| < \epsilon\} = 1
\]
where \(\epsilon \triangleq \frac{\mathcal{H}}{2\delta^2} - \beta\).

From Definition 1, it is concluded that the estimation error \(\tilde{x}_{z}, z_{[1]}\) is stochastically bounded in probability 1. The proof is complete.

Remark 6: Different from [12], [17] where the estimation error has been proved to be mean-square exponentially bounded, we guarantee that the estimation error is stochastically bounded in probability 1, which helps us to understand the random feature of the estimation performance.

Remark 7: In this paper, the problem of ET recursive SE is dealt with for stochastic CDNs under hybrid attacks. With the help of the non-augmentation vector method and the stochastic analysis method, the local estimator is designed for each node based on the solutions to two RLDEs. Moreover, the estimation error is proved to be stochastically bounded in probability 1. Compared with the existing literature, the distinct features of this paper can be summarized as follows: 1) the underlying network model is quite comprehensive that characterizes the hybrid attacks and the event-triggering scheme in a unified framework; 2) a hybrid attack model is proposed to account for the joint influence of DoS attack.
and deception attack on the estimation performance; and 3) a non-augmentation technique is used to establish the EES for each node, thereby avoiding the inversion operation of high-dimensional matrices and the computation of cross-covariance matrices among coupled nodes.

V. AN ILLUSTRATIVE EXAMPLE

In this section, we will verify the effectiveness of the proposed estimator design method by an illustrative example. Consider the stochastic CDN (1) with four nodes, where the matrix \( W = (\omega_{ij})_{4 \times 4} \) is set as

\[
\omega_{ij} = \begin{cases} 
-0.3 & i = j \\
0.1 & i \neq j 
\end{cases}
\]

The matrix \( \Gamma \) is set as \( \Gamma = 0.2I_2 \) with \( \gamma_1 = \gamma_2 = 0.2 \).

The covariances of \( w_{i,z} \) and \( v_{i,z} \) are \( Q_{1,z} = 0.4 \), \( Q_{2,z} = 0.2 \), \( Q_{3,z} = 0.2 \), \( Q_{4,z} = 0.4 \), \( R_{1,z} = 0.5 \), \( R_{2,z} = 0.6 \), \( R_{3,z} = 0.6 \), and \( R_{4,z} = 0.5 \), respectively. The parameter matrices \( B_{i,z} \) and \( D_{i,z} \) are chosen as

\[
B_{1,z} = \begin{bmatrix} 0.1 \\ 0.1 \end{bmatrix}, \quad B_{2,z} = \begin{bmatrix} 0.1 \\ 0.15 \end{bmatrix}
\]

\[
B_{3,z} = \begin{bmatrix} 0.15 \\ 0.1 \end{bmatrix}, \quad B_{4,z} = \begin{bmatrix} 0.1 \\ 0.1 \end{bmatrix}
\]

\[
D_{i,z} = 0.1 \ (i = 1, 2, 3, 4).
\]

The nonlinear functions \( f(x_{i,z}) \) and \( s(x_{i,z}) \) are

\[
f(x_{i,z}) = \begin{bmatrix} 0.9 \sin(x_{i,z}^1) + 0.4 \sin(x_{i,z}^2) \\ 0.7 \sin(x_{i,z}^1) + 0.45 \sin(x_{i,z}^2) \end{bmatrix}
\]

\[
s(x_{i,z}) = 0.1x_{i,z}^1 + 0.1x_{i,z}^2
\]

where \( x_{i,z} = [x_{i,z}^1 \ x_{i,z}^2]^T \) denotes the state vector. Note that the above nonlinear function \( s(x_{i,z}) \) satisfies the nonlinear constraint (3), and \( \| s(x_{i,z}) \| = 0.1(x_{i,z}^1 + x_{i,z}^2) \leq 0.1 \sqrt{2}\| x_{i,z} \| \) with \( b_1 = 0.1 \sqrt{2} \).

The matrices \( F_{i,z}, A_{i,z}, S_{i,z} \) and \( G_{i,z} \) are

\[
F_{i,z} = \begin{bmatrix} 0.9 \cos(\hat{x}_{i,z}^1) & 0.4 \cos(\hat{x}_{i,z}^2) \\ 0.7 \cos(\hat{x}_{i,z}^1) & 0.45 \cos(\hat{x}_{i,z}^2) \end{bmatrix}
\]

\[
A_{i,z} = \begin{bmatrix} 0.02 & 0 \\ 0 & 0.02 \end{bmatrix}, \quad A_{2,z} = \begin{bmatrix} 0.02 & 0 \\ 0 & 0.02 \end{bmatrix}
\]

\[
A_{3,z} = \begin{bmatrix} 0.03 & 0 \\ 0 & 0.03 \end{bmatrix}, \quad A_{4,z} = \begin{bmatrix} 0.03 & 0 \\ 0 & 0.03 \end{bmatrix}
\]

\[
S_{i,z} = [0.1 \ 0.1], \quad G_{i,z} = [0.01 \ 0.01]
\]

where \( \hat{x}_{i,z} = [\hat{x}_{i,z}^1 \ \hat{x}_{i,z}^2]^T \) is the estimate.

The event-triggering threshold in (4) is given with the following form:

\[
\varpi_{i,z} = \varpi_{i,0} + \varpi_{i,1}
\]

where \( \varpi_{i,0} = 0.2 \), \( \varpi_{i,0} = 0.2 \), \( \varpi_{i,0} = 0.3 \), \( \varpi_{i,0} = 0.15 \) and \( \varpi_{i,1} = 0.1 \ (i = 1, 2, 3, 4) \).

The deception signal is given as \( \ell_{i,z} = 0.2 + 0.2 \sin(x_{i,z}) \).

The rest of the parameters are selected as \( c_i = 0.9, \delta_i = 0.2, \rho_{1,z} = \rho_{2,z} = \rho_{3,z} = \rho_{4,z} = 0.002, \mu_{1,z} = \mu_{2,z} = \mu_{3,z} = \mu_{4,z} = 0.001, \sigma_1 = 0.1, \sigma_2 = 0.2, \sigma_3 = 0.3, \sigma_4 = 0.4, \sigma_5 = 0.5 \) and \( \sigma_6 = 0.1 \).

The initial conditions of the states and the estimates are given as follows:

\[
x_{1,0} = [1.00 \ -0.1]^T, x_{2,0} = [1.20 \ -0.20]^T
\]

\[
x_{3,0} = [1.40 \ -0.6]^T, x_{4,0} = [1.60 \ -0.48]^T
\]

\[
x_{1,00} = [0.80 \ 0.21]^T, \hat{x}_{2,00} = [1.40 \ 0.20]^T
\]

\[
x_{3,00} = [1.60 \ 0.20]^T, \hat{x}_{4,00} = [1.80 \ 0.25]^T
\]

\[
\Phi_{1,0} = 4I_2, \Phi_{2,0} = 6I_2, \Phi_{3,0} = 9I_2, \Phi_{4,0} = 10I_2
\]

By recursively solving (21) and (22), we obtain the desired estimator gain for each node. The corresponding state trajectories of four nodes and their estimates are shown in Figs. 1-4.

In Fig. 5, the triggering time sequences on four nodes are exhibited, from which we can find that only a small ratio of measurement signals are transmitted to the estimator while the estimation performance is still preserved.

![Fig. 1: State and its estimate on node 1 for CDN (1)](image1)

![Fig. 2: State and its estimate on node 2 for CDN (1)](image2)
the sake of alleviating network burdens and reducing energy consumption, the ET protocol has been applied to regulate the data transmissions from the sensor to the estimator. Based on the non-augmentation technique, a recursive state estimator has been designed separately for each node by solving two coupled RLDEs. A certain upper bound on the EEC has been derived and then minimized by choosing appropriate EGM. Moreover, the estimation error has been proved to be stochastically bounded with probability 1. Finally, a numerical example has been conducted to demonstrate the validity of the presented estimator design scheme. In the future, we will be devoted to investigating the recursive state estimation issue for stochastic CDNs with switching topology [28] under the dynamical event-triggered strategy [16], [48].

VI. CONCLUSION

The event-based recursive SE problem has been studied in this paper for stochastic CDNs under hybrid attacks. For Figs. 6-7 show the occurrence of the deception attack and the DoS attack, respectively. It follows from Fig. 8 that when the deception attack or the DoS attack occurs, the estimation errors undergo notably changes until the normal measurements are received by the estimators again.

For node \( i \), the mean estimation error (MEE) is defined as

\[
MEE_{i,z} = \ln \left\{ \frac{1}{M} \sum_{t=1}^{M} e_{i,z}^{(t)} \right\}
\]

where \( M = 500 \) is the number of Monte Carlo simulations and \( e_{i,z}^{(t)} \) is the Euclidean norm of the estimation error in the \( t \)-th test. From the MEE on the four nodes depicted in Fig. 9, we confirm that the proposed ET state estimator performs well under cyber-attacks.
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