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A B S T R A C T   

In the present work, a multi-objective optimization study of an irreversible Ericsson cycle is carried out to 
evaluate a cryogenic refrigerator system based on thermal and ecological performance. The coefficient of per-
formance, cooling load and input power are considered as objective functions along with an ecological objective 
function and the effect of variables like the effectiveness of the heat sink heat exchanger, the effectiveness of the 
heat source heat exchanger, the temperature ratio of heat sink and heat source and the capacitance rate of the 
heat sink and heat source. Objective functions are optimized using a heat transfer search optimization algorithm 
for two different scenarios, and the Pareto front is obtained. The decision making method namely TOPSIS is 
adopted to identify the best solution among numerous optimal solutions for each scenario. The effect of design 
variables on thermo-ecological objective functions is explored and presented. A maximum cooling load of 3.27 
kW at heat sink temperature of 172 K is obtained for a cryogenic refrigerator operating on an irreversible 
Ericsson cycle at an input power of 3.91 kW with a COP of the system as 0.84. Finally, the distribution of the 
design variables during the optimization is identified and presented.   

Introduction 

Heat engines work on the principle of utilizing thermal energy from a 
high-temperature thermal reservoir (heat source) and converting it into 
useful power while the remaining energy gets rejected to a low- 
temperature reservoir (heat sink) [1,2]. To reverse the cycle, an 
external amount of work should be done on the system to transfer energy 
from a low-temperature reservoir to a high-temperature reservoir [3]. 
Such a concept is beneficial for refrigeration systems because of their 
high energy conversion efficiency, and it is easily adaptable in practical 
engineering problems [4]. One such system is the Ericsson refrigeration 
system which works on the basis of the Ericsson cycle to produce low 
temperatures. The efficiency of the Ericsson cycle is in-line with Carnot 
cycle and Sterling cycle and hence it can be adopted for low temperature 
production. Several researchers have made an effort to use the Ericsson 
cycle to design practical systems wherein magnetic material or gas is 
used as the working fluid. 

The Ericsson cycle is similar to the Carnot cycle, except that two 
isentropic processes are replaced by two isobaric regeneration processes. 
A heat exchanger regarded as a thermal energy storage device, working 

as a regenerator, is used to absorb and supply heat energy to the working 
fluid at constant pressure [5]. The working principle of an Ericsson 
refrigeration cycle is presented in Fig. 1. Steady flow devices, a 
compressor and a turbine, are co-axially coupled on a same shaft and 
used for executing isothermal compression and expansion processes. 
Heat reservoirs of defined temperatures, namely the heat source and the 
heat sink, are used to supply energy to the working fluid during 
expansion and absorb energy from the working fluid during the 
compression process. Thermal reservoirs are used to ensure isothermal 
processes are carried out within thermodynamic limits. However ideal 
cycles, which are reversible in nature, require an infinite time or an 
infinite area of heat exchanger for the process to occur completely 
reversibly, which is not feasible practically. Hence, a definite time 
period is allowed for the heat transfer process, which incurs irrevers-
ibility in the system and entropy generation [6]. 

The concept of an ecological function, which is defined in this paper 
in Section “Thermal model”, was introduced by Angulo-Brown [7] to 
study the heat transfer in Carnot engines for a finite duration of time. 
The Carnot cycle works between the extreme temperatures TH and TL 
and, when the ambient temperature is not the same as the lower 
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temperature (heat sink) TL, Yan [8] suggested using the ambient tem-
perature to calculate the ecological function. Numerous researchers like 
Heng Wu [9], Ahmadi [10], Tyagi [11,12], have used the concept of 
ecological functions in different power cycles. 

In real world engineering problems, system performance is affected 
by multiple factors and it is preferred to operate the system at optimum 
condition. Multi-objective optimization offers an optimum solution for 
individual design variables, however it is difficult to find when the 
objective functions are of conflicting nature [13]. The multi-objective 
optimization technique offers fine tuning of the design parameters, 
thus attaining the goal of either maximizing or minimizing the objective 
function [14]. A series of numerous optimal solutions can be plotted on 
the Pareto front where each of the objective functions is satisfied within 

acceptable limits or constraints. The Pareto front offers a range of op-
timum solutions to the user for multiple design variables to be used for 
the operation of the system. Heat transfer search (HTS) optimization is 
one such novel optimization technique which mimics the laws of ther-
modynamics to optimize the objective functions with reference to three 
modes of heat transfer namely conduction, convection and radiation 
[15,16]. 

During the multi-objective optimization, the Pareto front offers 
multiple optimal solutions satisfying multiple predefined objectives. 
Selecting an ideal optimum solution refers to multiple attribute decision 
making (MADM) methodology and it is imperative to define an ideal 
operating condition for the system. The Technique for Order of Prefer-
ence by Similarity to Ideal Solution (TOPSIS) is an easy and uncompli-
cated ranking method developed by Hwang and Yoon [17] to select 
alternative optimal solutions from the most positive ideal solutions. The 
MADM method is widely adopted because of its elementary underlying 
concept that the best solution is always nearer to the ideal solution and 
farthest from the negative solution [18]. During decision making situ-
ations TOPSIS holds its importance and applications in various fields like 
manufacturing decision making [19], technology and strategy selection 
[20], environmental and sustainable assessment [21,22] and many 
more. 

In the current work, a multi-objective optimization study of an 
irreversible Ericsson refrigeration cycle is carried out with the objective 

Fig. 1. Working principle of Ericsson cycle.  

Fig. 2. P-v and T-s diagram of ideal Ericsson cycle.  

Table 1 
Bounds of design variable for optimization.  

Design Variable Lower Bound Upper Bound 

Heat source capacitance rate, kW/K 0.8 1.5 
Heat sink capacitance rate, kW/K 0.8 1.5 
Temperature ratio 1.7 1.9 
Effectiveness of hot side heat exchanger 0.8 0.9 
Effectiveness of cold side heat exchanger 0.8 0.9 
Temperature of heat sink, K 172 177  
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of maximizing the COP, cooling load and ecological function with 
minimum input power. The design variables considered for the study are 
heat capacitance rate of heat source and heat sink, temperature ratio, 
effectiveness of the heat exchanger on the heat source side and the heat 
sink side and the temperature of the cold side. A heat transfer search 
optimization algorithm is used to obtain multiple optimum solutions in 
the form of the Pareto front which satisfies the constraints of the design 
variables and the objective functions within permissible limits. The 
TOPSIS selection criterion is implemented to select the best solution 
among numerous optimal solutions and closest to the best positive so-
lution. The population distribution of the design variables is plotted to 
study the spread within the bounds. A sensitivity analysis of the vari-
ables is carried out for the selected Pareto points to study the effect on 
the objective functions. 

The work’s novelty lies in considering ecological optimization dur-
ing the multi-objective study along with the thermodynamic optimiza-
tion. An ecological study in the form of ecological coefficient of 
performance and ecological objective function enables researchers to 

understand the entropy generation rate and energy losses in the irre-
versible Ericsson refrigeration cycle. Thermodynamic optimization fo-
cuses on the system’s cooling load, input power, and COP. In contrast, 
ecological optimization focuses on the available energy. A novel 
approach is implemented and presented for a thermodynamic system by 
considering the thermo-ecological criteria. 

The current work is presented in the following manner. Section 
“System description” consists of a system description of the Ericsson 
refrigeration cycle and explains the working principles of the ideal cycle. 
Section “Thermal model” presents a detailed thermal model of Ericsson 
cycle to calculate input power, coefficient of performance (COP), cool-
ing load and ecological function (ECF). Section “Heat Transfer Search 
(HTS) optimization algorithm” describes the heat transfer search opti-
mization algorithm and Section “Results and Discussion” presents re-
sults of multi-objective optimization, population distribution and 
sensitivity analysis of design variables. The major findings of the work 
are presented and concluded in Section “Conclusion”. 

System description 

The Ericsson cycle is a closed thermodynamic cycle which uses 
magnetic material or gas as the working fluid for energy transfer [23]. 

Fig. 3. (a) and (b) Pareto optimal curve for COP, Power and Ecological function 
– Scenario 1. 

Table 2 
Optimal parameters for design points (A) - (E) during multi-objective optimi-
zation for Scenario 1.  

Variables/Objective 
Functions 

Optimal design points 

A B C D E TOPSIS 

Heat sink temperature, 
K 

172 172.27 172.29 172.6 172 172.21 

Temperature ratio (x) 1.70 1.71 1.72 1.76 1.88 1.71 
Heat source capacitance 

rate, kW/K 
0.80 1.07 1.26 1.49 1.49 1.28 

Heat sink capacitance 
rate, kW/K 

0.80 1.19 1.37 1.47 1.49 1.27 

Effectiveness of cold 
side heat exchanger 

0.80 0.86 0.86 0.90 0.89 0.87 

Effectiveness of hot side 
heat exchanger 

0.80 0.85 0.84 0.89 0.87 0.86 

Power, kW 0.51 1.07 1.66 2.73 3.91 1.20 
Coefficient of 

Performance 
1.13 1.11 1.09 1.02 0.84 1.12 

Ecological function, 
kW 

0.35 0.72 1.03 1.42 0.88 0.81  

Fig. 4. Comparison of input powers for current study and reference study.  
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Fig. 2 shows the P-v and T-s diagrams of an ideal Ericsson cycle using an 
ideal gas as the working fluid. It comprises two isothermal and two 
isobaric processes [24]. The turbine and compressor are used as steady 
flow devices to perform isothermal expansion and compression 

respectively. The ideal expansion process results in a decrease in tem-
perature of the working fluid but a heat source is employed to provide 
the additional amount of heat required to maintain the isothermal 
process. The expansion process in the conventional cycle is modeled by a 
constant temperature heat addition process 1–2 from a heat source at 
temperature Tc. The heat source is assumed to be of finite heat capacity 
and during the heat transfer process, the temperature of the heat source 
reduces from TL1 to TL2. A counter flow heat exchanger serving as a 
regenerator is used as an energy storage device to exchange energy with 
the working fluid. In a regenerator, energy is transferred to the working 
fluid during the isobaric heat transfer process 2–3. Similar to the 
expansion process, the compression is modeled by a constant tempera-
ture heat rejection process 3–4 to a heat sink at temperature TH. The heat 
sink holds finite heat capacity and during the heat transfer process the 
temperature changes from TH1 to TH2. During the last process 4–1 of the 
cycle, heat is transferred from the working fluid to the regenerator 
which is modeled as an isobaric heat exchange process. 

An ideal regeneration process (heat exchange between regenerator 
and working fluid) requires an infinite area of the heat exchanger or an 
infinite amount of time and it is not practically possible to construct a 
device working on such processes. Further, during the regeneration 
process heat losses are encountered, which should be considered during 
the study of practical cases. Hence such affecting factors enforce the 
irreversibility in the system and the processes should be executed in 
finite duration using the concept for practical application. 

Thermal model 

Thermodynamic analysis is carried out to study the performance of 
the Ericsson cycle with reference to the aforementioned thermodynamic 
processes. Heat transfer from the heat source and heat sink at TH and TC 
is denoted as Qout and Qin and calculated as, 

Qout = TH(S3 − S4) = nTHRlnλ = CH(TH2 − TH1)tH (1)  

Qin = TL(S2 − S1) = nTCRlnλ = CL(TL1 − TL2)tL (2) 

In the above equations, λ represents ratio of pressures for the isobaric 
heat exchange process (regeneration), n represents the number of moles 
of working fluid (gas) and R represents the universal gas constant. Heat 
capacitance is defined as the product of the mass of an object and its 
specific heat. For the current study, the heat capacitances of heat sink 
and heat source are denoted as CH and CL, respectively. The heat ex-
change process has to be executed during a finite time and hence tH and 
tL represents the times of heat rejection and heat addition processes, 
respectively. As per the fundamentals of thermodynamics [25], heat 
transfer can also be calculated as, 

Qout = UHAH(LMTD)HtH (3)  

Qin = ULAL(LMTD)LtL (4) 

In Equations (3) and (4), UH and UL are overall heat transfer co-
efficients for heat sink and heat source respectively; AH and AL are areas 
of thermal reservoirs; (LMTD)H and (LMTD)L are logarithmic mean 
temperature differences on heat sink and heat source sides, respectively. 
Considering the effectiveness of heat exchangers on cold and hot sides as 
ƐH and ƐL; 

εH = 1 − e− NH (5)  

εL = 1 − e− NL (6) 

where NH and NL are the number of transfer units used to calculate 
the rate of heat transfer in heat exchangers. The numbers of transfer 
units are calculated on the basis of the overall heat transfer coefficient, 
cross sectional area and heat capacitance and they are expressed as 
Equations (7) & (8), 

Fig. 5. (a) and (b) Pareto optimal curve for COP, Power and Cooling load – 
Scenario 2. 

Table 3 
Optimal parameters for design points (A) - (E) during multi objective optimi-
zation for Scenario 2.  

Variables/Objective 
Functions 

Optimal design points 

A B C D E TOPSIS 

Heat sink temperature, 
K 

172 172.52 172.8 172.54 172 172.16 

Temperature ratio (x) 1.70 1.71 1.73 1.77 1.88 1.70 
Heat source capacitance 

rate, kW/K 
0.8 1.17 1.32 1.48 1.49 1.16 

Heat sink capacitance 
rate, kW/K 

0.8 1.36 1.34 1.46 1.49 1.16 

Effectiveness of cold 
side heat exchanger 

0.8 0.81 0.87 0.89 0.89 0.86 

Effectiveness of hot side 
heat exchanger 

0.8 0.88 0.86 0.89 0.87 0.85 

Power, kW 0.51 1.42 2.05 2.91 3.91 0.85 
Coefficient of 

Performance 
1.13 1.10 1.07 1 0.84 1.13 

Cooling Load, kW 0.58 1.56 2.19 2.89 3.27 0.96  
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NH =
UHAH
CH

(7)  

NL =
ULAL
CL

(8) 

During the heat transfer process in the regenerator, a finite amount of 
energy loss is incurred, which is proportional to the temperature dif-
ference between heat source and heat sink [26–28]. 

QReg,loss = nCf (1 − εR)(TH − TL) (9) 

In Equation (9), Cf is the specific heat of the working fluid, ƐR is the 
effectiveness of the regenerator. For a completely reversible cycle, heat 
transfer processes should be executed for an infinite duration of time; 
however the irreversibility incurred in the system will allow a definite 
period of time for heat transfer during regeneration. The time for 
regeneration can be calculated using a proportional constant α, and the 
temperature difference between heat source and heat sink, as in Equa-
tion (9). The total time taken to execute a complete Ericsson cycle is 
calculated using Equation (10). 

tR = t3 + t4 = 2α(TH − TL) (10)  

tcycle = tL+ tH + tR (11) 

With reference to the irreversibilities incurred in the system, the 
actual amounts of heat absorbed from the source and of heat transferred 
to the sink is calculated using Equations (12) and (13). 

Qout,net =
(
QH − QReg,loss

)
(12)  

Qin,net =
(
QL − QReg,loss

)
(13) 

The power input (P), COP and cooling load (RL) are important var-
iables to study for a refrigeration system when assessing the thermal 
performance of the Ericsson cycle. Equations (14) – (17) are used to 
calculate the aforementioned parameters [29,30]. 

P =
Qout,net − Qin,net

tcycle
(14)  

RL =
Qin,net
tcycle

(15)  

COP =
RL
P

(16) 

For the actual cycle, the entropy generation rate (cooling load loss 
rate) should be considered and based on the total available energy 
transfer, the ecological function is defined and can be calculated using 
Equation (17), 

EC = RL − LTaṠgen (17) 

In the above equation, L represents the dissipation coefficient, Ta 
represents the ambient temperature and Sgen represents the entropy 
generation rate which is calculated using Equation (18), 

Ṡgen =
1
tcycle

(
Qout,net
TH,mean

−
Qin,net
TL,mean

)

(18) 

where TH,mean and TL,mean are the mean temperatures of heat source 
and heat sink during the heat exchange process. 

Fig. 6. Sensitivity analysis of design variables for the selected optimal points (A) – (E) of Scenario 1.  
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Heat transfer search (HTS) optimization algorithm 

In the current section, a multi-objective optimization study is carried 
out using a novel meta-heuristic heat transfer search (HTS) optimization 
algorithm developed by Patel [31]. Based on the modes of heat transfer, 
viz. conduction, convection and radiation, the optimization is executed 
for the defined objective functions within the given constraints. In the 
current study, minimization of input power and maximization of COP 
and cooling load are considered as objective functions. The HTS algo-
rithm tries to maintain thermal equilibrium between the system and the 
surroundings and the formulation is executed using ‘conduction phase’, 
‘convection phase’ and ‘radiation phase’ [32], which are explained in 
subsequent sub-sections. 

Conduction phase 

In the conduction phase, the HTS algorithm imitates conduction heat 
transfer between higher and lower level energy molecules, which is 
analogous to high and low objective function values respectively. So-
lutions are updated using Equation (19) and (20), for ‘i’ indicates the 
population size, ‘j’ indicates the design variables, and ‘g’ indicates the 
number of generations. CDF represents conduction factor and the 
probability (R) for executing the conduction phase lies between 0 and 
0.3333. 

Aj,i
′

=

{
Ak,i +

(
− R2Ak,i

)
, iff

(
Aj
)
> f (Ak)

Aj,i +
(
− R2Aj,i

)
, iff

(
Aj
)
< f (Ak)

; ifg ≤ gmax/CDF (19)  

Aj,i
′

=

{
Ak,i +

(
− riAk,i

)
, iff

(
Aj
)
> f (Ak)

Aj,i +
(
− riAj,i

)
, iff

(
Aj
)
< f (Ak)

; ifg > gmax/CDF (20)  

Convection phase 

This phase imitates convection heat transfer between the system and 
its surroundings using Newton’s law of cooling. New solutions in the 
convection phase are updated using Equation (21) and (22) in which 
COF is the convection factor and the probability (R) of executing this 
phase lies between 0.6666 and 1. TCF represent the temperature change 
factor. 

Aj,i
′

= Aj,i +R(As − TCFxAms) (21)  

TCF =

{
abs(R − ri), ifg ≤ gmax/COF

round(1 + ri) +
(
− R2Aj,i

)
, ifg > gmax/COF

(22)  

Radiation phase 

The radiation phase mimics radiation heat transfer between the 
system and its surroundings using Stephan Boltzman’s law. Similar to 

Fig. 7. Sensitivity analysis of design variables for the selected optimal points (A) – (E) of Scenario 2.  
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other phases, the system interacts with the surroundings to establish a 
state of thermal equilibrium. In this phase, solutions are updated using 
Equation (23) and (24) wherein RDF is the radiation factor and the 
probability of executing the radiation phase lies between 0.3333 and 

0.6666. 

Aj,i
′

=

{
Aj,i + R

(
Ak,i − Aj,i

)
, iff

(
Aj
)
> f (Ak)

Aj,i + R(Aj,i − Ak,i), iff
(
Aj
)
< f (Ak)

; ifg ≤ gmax/RDF (23)  

Aj,i
′

=

{
Aj,i + ri

(
Ak,i − Aj,i

)
, iff

(
Aj
)
> f (Ak)

Aj,i + ri(Aj,i − Ak,i), iff
(
Aj
)
< f (Ak)

; ifg > gmax/RDF (24) 

The multi-objective heat transfer search (MOHTS) optimization 
provides simultaneous solutions for more than one objective function. 
The MOHTS algorithm incorporates the non-dominated solution and 
saves the obtained solutions in an external archive [33]. The MOHTS 
algorithm uses the Ɛ-dominance based updating method to check the 
domination of the solution in the archive [34]. More details about the 
MOHTS algorithm are available in references [35–37]. 

Objective functions and decision parameters 

Power input, cooling load, COP and ecological function are consid-
ered as objective functions for the multi objective optimization study 
and can be calculated using Equations (14), (15), (16) and (17) 
respectively. The objective is to maximize the cooling load, COP and 
ecological function with minimum input power to the system. By 
considering the constraints as mentioned in Table 1 optimum solutions 
of objective functions are obtained as represented by the Pareto curve. 

Results and discussion 

In this section, results obtained from multi-objective optimization for 

Fig. 8. Distribution of design variables during multi-objective optimization (a) temperature of heat sink, (b) temperature ratio of heat source and heat sink, (c) heat 
source capacitance rate, (d) heat sink capacitance rate, (e) effectiveness of hot side heat exchanger, (f) effectiveness of cold side heat exchanger. 

Fig. 9. Pareto optimal curve for ecological function and ecological coefficient 
of performance. 
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two different scenarios are presented and the findings of the results are 
discussed. Scenario 1 pertains to the investigation of the effect of design 
variables on input power, coefficient of performance and ecological 
function, whereas Scenario 2 explains the effect of design variables on 
input power, coefficient of performance and cooling load. Objective 
functions are optimized using the heat transfer search optimization al-
gorithm and the Pareto optimal curve is plotted with multiple optimal 
solutions. Five optimal points (A) – (E) are selected from the optimal 
curve and their effect on the objective function is presented using 
sensitivity analysis. Results of the present study is validated by 
comparing the results discussed by literature already published. Lastly, 
the population distribution of each design variable is plotted to under-
stand the spread of population during multi-objective optimization to 
attain the said objectives. 

Multi-objective optimization – Scenario 1 

The multi-objective optimization using the heat transfer search al-
gorithm is carried out for the Ericsson cycle working between temper-
atures TH and TC with the objective of maximizing the cooling load and 
COP with minimum input power. The Pareto optimal curve obtained 
from multiple optimal points is presented in Fig. 3. 

Scenario 1 is considered where optimum design variables are 
selected to maximize the effect of the ecological function and COP and to 
minimize the input power requirement. Fig. 3 represents the effect of 
design variables on COP, input power and ecological function. With 
increase in input power, the ecological function (ECF) tends to increase 
because of an increased cooling load, however after the maximum point, 
the ecological function decreases because of high irreversibility at 
higher input powers. The maximum ECF of 1.42 kW is obtained at 2.73 
kW of input power, after which ECF keeps on reducing to 0.885 kW 
when the input power is 3.91 kW. The effect of design variables on 
objective functions is also represented using a 3D plot as shown in Fig. 3. 
With an increase in ECF, the COP of the system reduces because of an 
increased input power. The maximum COP of 1.13 is obtained when the 
input power and ECF are 0.58 kW and 0.35 kW respectively. 

Five optimal points (A) – (E) are selected on the Pareto front and for 
each optimal point, the effect of design variables on the objective 
function is studied and presented in a subsequent section. Optimal point 
(A) refers to the condition of minimum input power whereas optimal 
point (D) refers to the condition of maximum ecological function. 

Design variables pertaining to each of the selected optimal points are 
tabulated in Table 2. The optimal point is selected using the TOPSIS 
criterion and the values of objective functions at the selected point are 
tabulated. 

Validation of results 

To validate the results of the current study, the work carried out by 
Ahmadi [26] is considered as a reference and the results obtained are 
compared with the reference study as presented in Fig. 4. 

Different optimization scenarios are considered during the investi-
gation in which input power to the system is minimized for each case 
like single objective optimization of power, COP, ecological function. 
Also, a multi objective optimization study is performed and input power 
for the same is calculated. As demonstrated in the figure, for the scenario 
of single objective optimization of power, ecological function and multi- 
obejctive optimization, results show reduced input power by 20%, 42% 
and 25% respectively. Results prove that the heat transfer search algo-
rithm helps in attaining an improved solution of input power as 
compared to the NSGA-II algorithm adopted in the reference study. The 
results obtained hold a motivation to carry out the further investigation 
of the cooling load of the system, which is presented through Scenario-2 
in the subsequent section. 

Multi-objective optimization – Scenario 2 

The variation of COP and cooling load with respect to the input 
power is presented as Scenario 2 using a Pareto curve and the conflicting 
nature of the objectives is observed between input power and cooling 
load. For an optimum system working on the Ericsson cycle it is always 
preferred that the system operates at a maximum cooling load with 
minimum input power. In the present study, for the maximum cooling 
load of 3.27 kW the input power required by the system is 3.91 kW; 
whereas for the minimum input power of 0.51 kW, the cooling load 
obtained is 0.58 kW. The effect of design variables on COP along with 
cooling load and input power is presented using a 3D plot as shown in 
Fig. 5. With an increase in cooling load of the system, the input increases 
and at the same time, the coefficient of performance of the system re-
duces. Such a type of conflicting nature between the objective functions 
can be resolved by selecting the optimum operating condition for the 
system from the Pareto curve. 

On the Pareto optimal curve five points are selected (A) – (E) and 
their effect on the objective functions is discussed. It is observed from 
Fig. 5, optimal point (A) refers to the condition of minimum input power 
required by the system, whereas point (E) signifies maximum cooling 
load condition. The optimal point is selected using the TOPSIS criterion 
and the values of objective functions at the selected points are tabulated 
in Table 3. 

Sensitivity of design variables 

A sensitivity analysis of the selected Pareto optimal points (A) – (E) 
for Scenario 1 from Fig. 3 is carried out and presented in Fig. 6 to un-
derstand the influence on the ecological function and input power. Fig. 6 
(a) demonstrates the effect of heat sink temperature on the objective 
function. With an increase in heat sink temperature, the ecological 
function increases and attains a maximum value of 1.42 kW with an 
input power of 2.73 kW. With a further increase in heat sink tempera-
ture, the ecological function reduces because of an increased input 
power, which is undesirable. 

The temperature ratio of heat source and heat sink has a direct effect 
on the ecological function up to the maximum value of 1.42 kW and 
helps in attaining a cooling load of 2.79 kW. It is observed that for each 
optimal point, the input power required for the system increases and for 
the system with the minimum requirement of input power, it is neces-
sary to operate the system at point A as shown in Fig. 6 (b). The effect of 
heat source and heat sink capacitance rate is presented in Fig. 6 (c) and 
(d). A similar trend is observed for the design variables, which tends to 
maximize the magnitude of the ecological function. However by doing 
so, the input power requirement of the system increases substantially 
and it is necessary to operate the system in accordance with the needs of 
the system. When the cryogenic refrigerator is operated at optimal point 
(A), the input power requirement is at a minimum whereas the sysem 
develops a high cooling load at point (D) with a higher input power. The 
effect of heat exchanger effectiveness is presented in Fig. 6 (e) and (f). 

A sensitivity analysis of the selected Pareto optimal points (A) – (E) 
for Scenario 2 from Fig. 5 is carried out and presented in Fig. 7 to un-
derstand the influence on cooling load and input power. Fig. 7 (a) rep-
resents the effect of increasing heat sink temperature on the input power 
and cooling load. It is evident that, with an increase in heat sink tem-
perature, the cooling load increases towards the end of the curve at point 
(E), whereas, with an increase in cooling load, the input power 
requirement of the system also increases which can be seen from the 
plot. 

A similar trend is observed for an increasing temperature ratio (heat 
source temperature divided by heat sink temperature) for each optimal 
point (A) to (E) as shown in Fig. 7 (b). For a given input power, the 
optimized system operates at a higher cooling load at point E as 
compared to point A. The effects of heat source capacitance rate and 
heat sink capacitance rate are demonstrated in Fig. 7 (c) & (d). It is 
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evident from the trend, that increasing the capacitance rates, the cooling 
load increases; however for same input power, optimal point (E) pro-
vides a higher cooling load as compared to point (A). The effectiveness 
of the heat exchanger helps in efficient heat transfer between the 
working fluid and heat source and sink. Fig. 7 (e) and (f) shows the effect 
of effectiveness of hot side and cold sides of the heat exchanger. From 
the results, it is necessary to operate the system for optimal conditions 
with respect to point (E) for maximum cooling load with minimum input 
power. 

Design variable behaviour 

The scattered distribution of design variables is presented in Fig. 8 
(a) – (f) for all the population. These distribution plots are obtained for 
the optimal curve and represent the optimum value of each design 
variable for different sets of the population. Fig. 8 (a) shows that the 
optimum value of heat sink temperature remains invariably close to 
− 172℃ or 101 K during the optimization. The effect of this design 
variable is not so substantial for obtaining the Pareto optimal solutions 
for input power and cooling load. However Fig. 8 (b) to (f) exhibits 
dispersed distributions for the design variables for obtaining the Pareto 
optimal solutions for minimum input power and maximum cooling load. 
The effect of these variables on the objective functions is noticeable and 
optimum values are scattered between the given bounds of respective 
design variables. 

Ecological optimization 

In the current section, ecological optimization is carried out for the 
ecological coefficient of performance (ECOP) and ecological objective 
function (ECF) as presented in Fig. 9. ECOP is calculated based on the net 
heat output whereas ECF is calculated based on the cooling load of the 
system. The ecological coeffient of performance is calculated using 
Equation (25). 

ECOP =
Qout,net
TaSgen

(25) 

Irreversibility generated in the system is considered for calculating 
both factors and their effect on the system performance is discussed. The 
objective is to resolve the conflict between two objective functions, for 
which the system is optimized, for maximum ecological function and 
ecological coefficient of performance. To obtain the maximum ECF, the 
system tends to operate at minimum ECOP and similarly when the 
system tends to work at maximum ECOP, the ECF of the system goes to a 
minimum. Hence, the Pareto front representing the number of optimal 
solutions is obtained and any desirable working condition can be 
selected among the possible solutions. Between the minimum and 
maximum values of the objective functions it is observed that ECF and 
ECOP increase by 2.74 and 3.92 times respectively. Further, maximum 
and minimum values of ECF are obtained as 1.31 and 0.35 respectively; 
whereas for ECOP they are 7320 and 1485 respectively. 

Conclusion 

In the present work, a thermo-ecological optimization of an Ericsson 
cryogenic refrigerator is attempted for multi-objective considerations. 
Input power, coefficient of performance, cooling load and ECF of the 
refrigerator are considered as objective functions. The heat sink tem-
perature, temperature ratio, effectiveness of the heat exchanger and heat 
capacitance rates of sink and source are considered as design variables. 
Optimization is carried out for two different scenarios with thermo- 
ecological obectives. The major findings of the investigation are listed 
below: 

• With an increase in input power, cooling load and ecological func-
tions increase, but at the same time, the COP of the refrigerator 
decreases.  

• The maximum cooling load of 3.27 kW for the cryogenic refrigerator 
is obtained with a input power of 3.91 kW, whereas the maximum 
COP of 1.13 is obtained for the system when input power and cooling 
load are 0.51 kW and 0.58 kW respectively.  

• A sensitivity analysis is carried out for five selected points (A) – (E) 
for both scenarios, and it is observed that the effects of heat capac-
itance rates of heat sink and source are significant among other 
variables.  

• The maximum and minimum value of ECF are obtained as 1.31 and 
0.35 respectively, whereas for ECOP they are 7320 and 1485 
respectively during ecological optimization.  

• The scattered distribution of all the design variables (except heat sink 
temperature) represents the conflicting nature of the objective 
functions. 
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