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ABSTRACT 

The increased use of the available radio frequency spectrum by many existing as well as new 

technologies brings up the need of more advanced and specialised antennas, designed for 

very specific purposes. A very good example is the withdrawal of analogue TV from the 

radio spectrum, which has given space to be used by newer technologies such as 4G and 5G. 

Optimising the design of an antenna for a specific purpose is a goal that becomes more and 

more necessary. This suggests that an investigation of methods to optimise an 

electromagnetic design with the best possible results at the best possible time is also 

necessary. Evolutionary Algorithms (EA) are a very well know method which exhibits solid 

results within a smallest possible time for electromagnetic problems (e.g. antenna design 

optimisation). EA are nature inspired algorithms, and some very popular examples, which are 

widely used in antenna optimisation are the Differential Evolution (DE), Particle Swarm 

Optimisation (PSO) and Invasive Weed Optimisation (IWO). 

This thesis researches a comparison between the aforementioned methods, while also 

proposing a novel method, which is a modified version of IWO and has proven to be very 

solid. To determine the efficacy of the proposed method, all the algorithms were compared on 

some of the most major test functions for such purposes. Some examples are Ackley’s, De 

Jong’s, Holder table, Rastrigin and Rosenbrock. By employing these test functions, it was 

possible to determine the optimum settings of the modified IWO version. 

These methods are compared for different antenna design optimisation simulations using 

software such as MATLAB and CST Microwave Studio, to determine which method yields 

the best results and to output novel optimised antenna designs for different purposes. Some of 

the novel antenna designs that were applied to EAs for optimisation are a collinear dipole 

array with a specifically shaped radiation pattern and a log-periodic dipole antenna (LPDA) 

with flat gain response across its operating spectrum for Digital TV (DTV) broadcasting 

purposes. Other novel designs include a planar elliptical dipole antenna for Ultra-Wideband 

(UWB) Electromagnetic Compatibility (EMC) applications such as EMC measurements and 

a pin-fed notched circular patch antenna with circular polarisation for satellite 

communications, in which cases the small size of the generated geometries was also a goal so 

that portability is achieved. The geometrical parameters of the best possible antenna design 

were in some cases fabricated and compared to the simulated results so that the latter is 

compared to real world applications. 
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1 INTRODUCTION 

Main focus of this research is the application of Evolutionary Algorithm (EA) optimisation 

method into pre-defined antenna design electromagnetic problems. According to [1] EAs are 

increasingly used into a wide range of engineering and the need for novel optimisation 

techniques is pointed out which is the case for electromagnetic applications as well and more 

specifically in antenna design as described in [2] and [3]. Research is actively being carried 

out with novel and state of the art optimisation techniques being applied on electromagnetic 

design problems along with method comparison research. In the current literature of the 

aforementioned publications, the reader can observe that there has been a lot of effort on 

optimising different antenna designs by using several different methodologies, many of them 

including the use of evolutionary methods. Such examples include the effort to optimise a Z-

shaped antenna design using a simulation-based genetic algorithm in [4], or efforts to 

improve the efficiency of EAs in optimisation with newly proposed techniques such as the 

surrogate model assisted differential evolution for antenna synthesis (SADEA) [5]. Research 

output of this thesis also employed the Invasive Weed (IWO) method which was a novel 

approach to electromagnetic problems optimisation [6]-[9]. Research such as [10] and [11] 

has used more known EAs such as the Particle Swarm (PSO) or the Differential Evolution 

(DE) for optimisation problems such as designing an LPDA without the use of the standard 

Carrel’s method, which is also the case for optimisations carried out in this thesis. Finally, it 

should be mentioned that there is also work considering more than one optimisation methods 

and comparing which method proves best for specific electromagnetic problems which can be 

found in [12] and [13]. The significance of the work presented in this thesis is to provide a 

comparison of six different EAs and discover which is the most appropriate in different 

electromagnetic problems, from simple ones such as the null filling a classical antenna array 

to more complex, such as the optimisation of an LPDA. 

The EA optimisation methods that are applied in the antenna designs of this thesis are the 1) 

Differential Evolution (DE), 2) Particle Swarm (PSO), 3) Invasive Weed (IWO), 4) modified 

Invasive Weed (mIWO), 5) Adaptive Invasive Weed (ADIWO) and 6) Taguchi. All the 

aforementioned methods are applied in several different electromagnetic optimisation 

problems for the purpose of comparison as well as of optimal configuration per EA for 

consequently optimal output results.  
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The electromagnetic problems that the EA optimisation methods are tested on, include a 

computer simulation of an FM-TV broadcast antenna which is optimised for filling nulls that 

such antennas suffer from. Classical design methodologies for a FM-TV broadcasting 

antenna are easily susceptible to output a radiation pattern similar to the one depicted in 

Figure 1. Normalizing -20dB gain value as a null, the problem of nulls (gain < -20 dB) within 

the area of interest between 92° and 120° can be tackled via the use of EAs for the 

optimisation of the design’s geometry. 

 

Figure 1. Radiation pattern of a classical antenna array design 

 

With the best area coverage in mind, a collinear array antenna was optimised to acquire a 

most suitable antenna geometry for the coverage of a predefined levelled area which is a real 

world simulation to tackle the null filling problem of such antenna designs. The real-world 

problem application will be simulated for the purposes of this research. 

 

Figure 2. Real world null signal problem 
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Similarly, a LPDA’s geometry is optimised using EA and output designs are compared to the 

well-established Carrel’s classical method which employs the design constant τ and the 

relative spacing σ as on the diagram of Figure 3 to generate an LPDA geometry. This is 

executed to show that optimisation methods such as EA are powerful tools for optimal 

antenna design and are solid candidates to replace classical methodologies. 

 

Figure 3. LPDA gain as a function of τ and σ 

Apart from the existing EA, a novel modified version of IWO called mIWO is introduced in 

this thesis which is modification on the number of produced seeds per fitness value with the 

use of a non-linear seed production index α which is proposed. The best possible 

configuration for index α is investigated and results suggest that α should be configured with 

computational and time availability in mind. mIWO is compared with the conventional IWO 

as well as other optimisation methods on real-world antenna design for Electro-Magnetic 

Compatibility (EMC) as well as GPS and Iridium applications. 

A discussion regarding how algorithms can improve antenna design methodology is carried 

out while all the results and conclusions of this research are presented. 
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1.1 Aims and objectives 

The purpose of this research is to demonstrate that EAs are capable of generating antenna 

geometries which exhibit sufficient radiation characteristics for different applications and 

discover which method is most appropriate for any given electromagnetic optimisation 

problem by comparing them in the same optimisation problems. An additional objective is to 

make evident that a very strong optimisation method i.e. the IWO method, with fine tuning 

modifications can exhibit enhanced results in comparison with the conventional method. 

1.2 Methodology and contribution to knowledge 

The research methodology of this research is described as follows: 

• In-depth investigation of the state of the art in electromagnetics and more specifically 

in antenna designs for FM-TV broadcasting such as collinear arrays and LPDAs. 

• Analysis of the current optimisation methods based on evolutionary algorithms and 

the prospect of being used in electromagnetic applications. 

• Development of the mathematical models of the different optimisation methods that 

will be used in computer software and design of antenna designs in simulation 

software. Via the employment of powerful computer software, the application of EA 

based optimisation methods on different antenna designs is simulated and thus, many 

different scenarios are tested with minimal cost and effort. The fabrication of the best 

designs is also carried out, so that the comparison of simulated results is validated. 
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1.3 Evolutionary Algorithms (EA) 

EAs are powerful tools, which are utilised in many scientific fields, primarily for the 

purposes of optimisation and design. As previous research indicates, EAs have been proven 

to be very effective for optimising the geometry of antenna structures for specific 

applications. EAs are heuristic-based approaches for solving problems and, in most cases, 

yield near-global optimum results for a predetermined multi-target problem. Before starting 

to use an EA, the parameters (input independent variables or equivalently the input vector) 

that need optimisation must be determined. The dependent variable (scalar output) which 

needs to be maximised or minimised is the fitness function which is a multi-variable scalar 

function of the input parameters (input vector). The fitness function, which is scalar, is 

constructed in a way that includes all the performance indicators that need to be optimised 

(some will be maximised while others will be minimised). Moreover, the more input 

variables (the longer the input vector), the more difficult and time consuming the 

optimisation problem. Initially, a ‘population’ of input vectors is produced using a uniform 

random number generator within the search space. The size of the population is usually pre-

defined and fixed. Normally, the more input variables, the bigger the size of the population 

required. Fitness values are evaluated for the whole population, and they are used in order to 

generate the next set of input vectors (next population). The phases of execution of an EA 

are: 

1. Initialisation of a population of particles. The size of the population is determined by 

the size of the search space (i.e., the number of parameters to be optimised) 

2. Evaluation of the population’s particles, where the fitness of each individual in a 

certain population is calculated,  

3. Evolution by selection, where individuals are evolved according to a certain 

mechanism in order to improve their fitness and thus become members of the next 

population, and  

4. Termination, where the process comes to an end by recording the positions of the 

individuals in the search space together with their fitness values, and is then repeated 

from the second phase until a fixed amount of iterations is reached. 
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The following chart depicts the operation of an optimisation method based on an EA. 

 

 

 

 

For the purposes of the research carried out in this thesis, the function files “de.m”, “pso.m”, 

“taguchi.m”, “iwo.m” and “ADIWO” were developed in Mathwork’s MATLAB software, 

one per algorithm used in this research. These functions were designed to consider certain 

input variables as well as output variables and can exchange data with other functions as well 

as external interfaces connected via MATLAB such as the Numerical Electromagnetics Code 

(NEC) described in Chapter 4, and the CST Microwave Studio. 

Input variables are: 

1. XMAX – Upper limit of the search space. 

2. Xmin – Lower limit of the search space. 

3. Wx – Population size calculated as the sum of particles inside a population. 

4. EMAX – Maximum number of fitness evaluations before function terminates. All of 

the researched methods but Taguchi, as a non-stochastic method terminates after a 

predetermined number of iterations, and so, it does not consider this input variable. 
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Output variables are: 

1. Vbest – Value of the particle with the best fitness which naturally is within the search 

space limits. 

2. Fbest – Fitness value of the particle with the best fitness. 

3. Ex – Total number of evaluations concluded upon termination of the function. 

These functions are coded in such way to exchange data with fitness function files which are 

also developed in MATLAB and contain a certain optimisation problem. As already stated in 

the introduction, the algorithms on which the designed functions were developed were the 

Differential Evolution, Particle Swarm Optimisation, Invasive Weed Optimisation, Adaptive 

Invasive Weed Optimisation and Taguchi Optimisation which are individually described 

below. The best outputs generated by intensive repetitive tests of every function will be 

compared to determine the optimal solution per optimisation problem. 

1.3.1 The Differential Evolution optimisation method (DE) 

DE is a global optimisation method for many real-valued problems and is a very simple, yet 

exceptionally powerful method. DE is a floating-point encoding evolutionary algorithm for 

global optimisation over continuous spaces but can also work with discrete variables. It 

creates new candidate solutions by combining the parent individual and several other 

individuals of the same population. A candidate replaces the parent only if it has better fitness 

value. Nonetheless, DE requires preliminary work by the user, such as control parameter 

tuning, which is a difficult task. Self-adaptation of control parameters is an important feature 

for DE, because it serves as a very practical solution to the control parameter tuning problem 

by configuring itself accordingly. 

DE as described by Rainer Storn and Kenneth Price requires few control variables, is robust, 

easy to use, and lends itself very well to parallel computation [11]. DE can be applied with 

several different strategies, where some of the most popular are DE/rand/1/bin, 

DE/rand/2/bin, DE/best/1/bin and DE/best/2/bin. In order to classify the different variants, the 

notation DE/x/y/z is introduced where, 

x  specifies the vector to be mutated which currently can be either “rand” (a randomly 

chosen population vector) or “best” (the vector of lowest cost from the current population). 

y  is the number of difference vectors used. 

z  denotes the crossover scheme. The current variant is “bin” (Crossover due to independent 

binomial experiments) 
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 Prior-art has shown that those which use a randomly chosen vector such as DE/rand/1/bin 

and DE/rand/2/bin are the most effective strategies [14]. The strategy that was picked to be 

used for the purposes of this thesis, is the DE/rand/1/bin strategy.  

 

Figure 4. - NP D-dimensional vectors 

According to this strategy, the initialisation is done by generating a total of NP D-

dimensional parameter vectors xi,G as seen on Figure 4 above, with random values where G is 

the current generation and i is the i-th vector of that generation. The process that follows 

initialisation is mutation and for each xi,G, DE creates a mutated vector ui,G calculated as 

, 1, 2, 3,( )i G r G r G r Gu x F x x= + −                       (1) 

where xr1,G, xr2,G and xr3,G are three random vectors (r1, r2 and r3 are randomly chosen indices 

within the search space), F is a positive real number called mutation scaling factor and is used 

to scale the vector difference, and finally G is the population of the current iteration. 

The operation that succeeds mutation is crossover, and it is a process that controls which and 

how many components are mutated in each element of the current population and has a 

strong impact on the algorithm’s behaviour [15]. In crossover operation the trial vector ui,G+1 

is created and each of its indexed value is acquired either from the respective initial vector 

xi,G or from the respective mutated vector ui,G according to the following  

, 1

, 1

,

( ( ) ) ( )

( ( ) ) ( )

ji G

ji G

ji G

u if randb j CR or j rnbr i
u

x if randb j CR and j rnbr i

+

+

 = 
=  

  
                  (2) 

1 2j , ,...,D=  

Once trial vectors are generated, the algorithm picks either ui,G+1 or xi,G as the member of the 

next generation G+1 according to their cost function value. If ui,G+1 has a smaller cost 

function compared to xi,G then xi,G+1 = ui,G+1, whereas if ui,G+1 has a higher cost function 

compared to xi,G then xi,G+1 = xi,G. This process is called mutation. Finally, the algorithm 

terminates once the maximum number of iterations is reached. 
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1.3.2 The Particle Swarm Optimisation method (PSO) 

The PSO, as stated by its developers, has roots to both genetic algorithms and evolutionary 

strategies [16]. It is similar to genetic algorithms in that the initialisation consists of a random 

population of possible solutions called particles, yet it differs because each particle is 

assigned with a random velocity, which defines the movement of the particle towards the best 

solution.  

In PSO terminology, every individual in a swarm is called “particle” or “agent”. The number 

S of the particles that compose a swarm is the “population size” [17]-[19]. All the particles 

act in the same way as bees or birds, which means that they move in the search space and 

update their velocity according to the best positions already found by themselves and by their 

neighbours, trying to find an even better position. Each particle is treated as a point in the N-

dimensional space. The position of the i-th particle (I = 1, …, S) is represented as (xi = xi1, xi2, 

…, xiN), where xin (n = 1, …, N) are the position coordinates. Each coordinate xin may be 

limited in the respective n-th dimension between an upper boundary Un and a lower boundary 

Ln, so that Ln ≤ xn ≤Un. The difference Rn = Un - Ln between the two boundaries is called 

“dynamic range” of the n-th dimension. The performance of each particle is measured 

according to a predefined fitness function, which is related to the problem to be solved. The 

value of the fitness function depends on the position coordinates, i.e.: 

1 2( ) ( , ,..., x )i i i iNF F x F x x= = . Actually, the particle position is considered to be improved as 

the value of the fitness function is increased or decreased (maximisation or minimisation 

problem). The best previous position of the i-th particle is recorded and represented as: 

1 2(p , ,..., )i i i iNp p p= . The change of ix  is: ix u t =  , where t  is the time interval, 

1 2( , ,..., )i i i iNu u u u=  is the velocity of the i-th particle. Thus, the new position of the i-th 

particle after a time step is given by: 

( ) ( )i i ix t t x t u t+  = +                      (3) 

Particle swarms have been studied in two types of neighbourhoods, called global best (g-best) 

and local best (l-best). In the g-best neighbourhood, every particle is attracted to the best 

position found by the whole swarm. This position is called “g-best position”. Due to its 

nature, the g-best model tends to converge rapidly to an optimum solution. However, this 

comes with the drawback that suffers from a tendency to get stuck in one near optimum 

solutions. For this reason, many studies have been carried out to improve its accuracy by 

employing mixed methodologies [19], [20]. In the l-best neighbourhood, each individual is 
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affected by the best performance of its immediate neighbours, and it is attracted to the best 

position found by these neighbours. These neighbours are not necessarily particles who are 

near the individual in the parameter space, but rather ones that are near it in a topological 

space. This position is called l-best position”. The l-best neighbourhood is considered to be 

more effective and thus it is employed in this study [17], [18]. 

According to the l-best model, the velocity of the i-th particle after a time step is given by 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 21    + = + − + −
   i i i i iiu t wu t c rand t p t x t c rand t l t x t                 (4) 

where w is the inertia weight, c1 and c2 are factors called “cognitive coefficient” and “social 

coefficient” respectively, il  is the l-best position found by the neighbourhood of the i-th 

particle, ix  and ip are respectively the current position of the i-th particle and the best 

position found by this particle until time step t, and lastly, rand(t) is a function that generates 

random numbers uniformly distributed between 0 and 1. Due to the use of inertia weight in 

(4), the above version of PSO is called inertia weight PSO (IWPSO). 

1.3.3 The Invasive Weed Optimisation method (IWO) 

The IWO method, originally proposed by Mehrabian and Lucas in 2006 [21], is a numerical 

stochastic optimisation methodology which in short simulates the colonising behaviour of 

weeds in nature. The general idea behind this algorithm is the robustness and adaptation 

ability of weeds and thus, by capturing their properties, the result is a powerful algorithm, 

which can be utilised in electromagnetic optimisation problems [22]-[24]. IWO, as all 

algorithms that fall under the EA category, is an iterative process and consists in creating 

subsequent generations of random search solutions that are going to be better than the 

previous ones. Only the best solutions are going to “survive”, while all other ones are going 

to be eliminated. Usually, the algorithm is terminated after a fixed pre-determined number of 

iterations, by considering CPU and time limitations. 

This colonising behaviour is simulated by the following phases:  

1. Initially, a population of weeds is dispersed at random positions inside an N-

dimensional search space, where N is the number of parameters to be optimised by 

the IWO algorithm for a given problem. Thus, a first generation of random search 

positions is produced. These positions are produced by a Gaussian random number 

generator within higher and lower limit values for each parameter. 
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2. Fitness calculation and reproduction of every grown weed (plant) into new seeds 

depending on its individual calculated fitness value and according to the following 

linear formula: 

int
 −

=  
− 

w s
s MAX

w b

F F
X X

F F
                    (5) 

where Xs is the number of seeds produced by the s-th weed, Xmax is the maximum number of 

seeds produced by a weed, Fw and Fb are respectively the worst (maximum) and the best 

(minimum) fitness value of the population, and finally Fs is the fitness value of the s-th weed. 

In equation (5), it is considered that the worst performing weed Xw is not permitted to 

produce any seeds at all (Xw = 0). 

3. Spatial dispersion of the newly produced seeds according to a Gaussian distribution 

with standard deviation expressed as: 

( )max min min

n

SD SD SD SD



  − 
= − + 

 
      (6) 

where I and IMAX are respectively the current and the maximum number of iterations, SDmax 

and SDmin are the maximum and minimum standard deviation limits respectively, and n is the 

nonlinear modulation index used to define the reduction rate of SD. 

4. Competitive exclusion, where all the weeds are sorted according to their fitness values 

and then, the weeds with the highest fitness are eliminated until a predefined number 

of them is left.  

The above process is repeated from the second step until a user predefined number of 

iterations IMAX is reached and the optimisation process is terminated. 

Current research findings suggest that IWO is a very effective optimisation method for 

electromagnetic applications, and it can outperform many of its competitors in many different 

instances, and more specifically in electromagnetic applications designs. [25]. 

1.3.4 Adaptive Dispersion Invasive Weed Optimisation (ADIWO) 

The ADIWO algorithm is based on the conventional IWO and was introduced in 2012 in 

[26]. The main difference between the conventional IWO and the ADIWO lies in the way the 

seeds produced by a weed are dispersed in the search space. In the conventional IWO, the 

standard deviation for seed dispersion decreases as a function of the number of iterations and 

is the same for all the seeds at a given iteration. However, in the ADIWO, the standard 
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deviation of the dispersion of the seeds produced by a given weed is a function of the fitness 

value of that given weed. This adaptive seed dispersion results in faster convergence rate. 

In conventional IWO and most of its variants, the standard deviation of the seed dispersion σ 

decreases as a function of the number of iterations. Obviously, the value of σ defines the 

exploration ability of the weeds. Therefore, as the number iterations increases, the 

exploration ability of all the weeds is gradually reduced. At the end of the optimisation 

process, the exploration ability has diminished enough that every weed can only fine tune its 

position. Hence, if the optimal position has not been found at that stage, it will never be 

found. In the ADIWO, the standard deviation σ of the dispersion of the seeds produced by a 

given weed is a linear function of the fitness value of that given weed. Considering that the 

goal is the minimisation of the fitness function, σ can be estimated according to the following 

expression: 

max min min max max min

max min max min

SD SD SD f SD f
SD

f f f f

− −
= +

− −
                   (7) 

where SDmax and SDmin are the standard deviation limits defined in the same way as in the 

original IWO algorithm, while fmax and fmin represent respectively the maximum and 

minimum fitness values of the population at a certain iteration. From the above it is 

understandable that a weed with a fitness value close to fmin has reduced exploration ability, 

while a weed with a fitness value close to fmax can disperse in a wider search space to find 

better positions. 

This variation of IWO has proven to be a very solid method which exhibits much faster 

convergence rate compared to the conventional IWO. This comes with the drawback that 

even though ADIWO converges faster to its optimum solution, it is not as effective as its 

conventional counterpart on reducing the overall fitness of a given problem as iterations 

progress. [27] 

1.3.5 The Taguchi optimisation method 

The Taguchi method was initially developed as a strategy to provide a solution to the 

extensive time and money resources required for Full Factorial Experiments. It is a method 

which can be more effective than the Trial and Error approach in many experiments 

according to [28] where Taguchi method is introduced in the EM community. The 

development of Taguchi method is based on orthogonal arrays (OAs). Orthogonal arrays 

were introduced during the 1940s and have been a go to solution for designing experiments. 
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They provide an efficient and systematic way to determine control parameters so that the 

optimal result can be found with only a few experimental runs by ensuring a balanced and 

fair selection of parameters in all possible combinations. The Taguchi method utilises OAs 

for input parameter selection. An orthogonal array, more specifically a fixed element 

orthogonal array of s elements, denoted by OAN(sm), is an N*m matrix whose columns have 

the property that in every pair of columns each of the possible ordered pairs of elements 

appears the same number of times. Orthogonal arrays can be viewed as plans of multifactor 

experiments where the columns correspond to the factors, the entries in the columns 

correspond to the test levels of the factors and the rows correspond to the test runs. The OAs 

that were used in this research are OA9(3
4) for experiments with 4 or less parameters, 

OA27(3
13) for experiments between 5 and 13 parameters and OA81(3

40) for experiments 

between 14 and 40 parameters. OA9(3
4) is shown below as example. 

Table 1. Orthogonal Array OA9(3
4) 

0 0 0 0 

0 1 1 1 

0 2 2 2 

1 0 1 2 

1 1 2 0 

1 2 0 1 

2 0 2 1 

2 1 0 2 

2 2 1 0 

 

The Taguchi method which was put to use in this research is the modified Taguchi 

optimisation algorithm proposed in [29]. It is a valid utilisation of the Taguchi method for 

electromagnetic experiments and has been used in research. 

The process description of Taguchi algorithm used in this research can be described in the 

following steps.  

1. Problem Initialisation: The optimisation procedure starts with the problem 

initialisation, which includes the selection of a proper OA and the design of a suitable 

fitness function. The selection of an OA (E, P, L, t) mainly depends on the number of 

optimisation parameters. Where E is the number of Experiments, P is the number of 

Parameters, L is the number of Levels, and t is the strength.  
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2. Input Parameters Designation: Once the appropriate OA is found, the input 

parameters need to be selected to conduct the experiments. When the OA is used, the 

corresponding numerical values for the levels of each input parameter should be 

determined. For each i-th iteration and each p-th parameter, the level difference LDpi 

is calculated by the following formula: 

( 1)

1, 1,...,i

pi pLD rr LD p P− ==                    (8) 

where, 

1

(max min )
, 1,...,

1

p p

pLD p P
L

−
= =

+
                   (9) 

is the initial level difference and rr is the reduced rate. Also, maxp and minp are 

respectively the upper and the lower bound of the p-th parameter. Using this, the 

initial OA is transformed to a corresponding level value of the input parameter 
1|
m

nx , 

where n is the nth element, m is the level and 1 represents the first iteration of the 

algorithm. 

3. Experiments Conduction and Response Table Building: Following the parameter 

designation, the calculation of the fitness function for each experiment (e) is carried 

out and for each of the calculated fitness values, a dB conversion to signal-to-noise 

(S/N) ratio (η) using the following formula is performed: 

20log( )Fitness = −                    (10) 

The values acquired from (10) are then averaged for each parameter n and each level 

m to build the response table with the following equation: 

, ( , )

( , ) i

i OA i n m

s
m n

N
 

=

=                    (11) 

 

4. Optimal Level Values Identification and Confirmation Experiment Conduction: To 

identify the optimal level values, all that is needed is to locate the largest η ratio in the 

response table for each parameter. When the optimal levels are identified, a single 

confirmation experiment is performed using the combination of the optimal levels 

identified in the response table. 

5. Optimisation Range Reduction and Termination: If the termination criteria are not 

met, the algorithm moves on to reduce the optimisation range by multiplying LDi with 

the reduced rate rr to find LDi+1. Beyond some point, the level difference between 

previous and current elements converge to a similar fitness value and continuing the 
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process is futile, thus termination of the algorithm should take place if either 

termination criteria are met or if the following expression is true: 

1

i y
LD

desired
D

accu
L

rac , where a proper value for the desired accuracy would be 

equal to 0.001 for most experiments. 
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2 NULL FILLING OPTIMISATION FOR FM-TV 

BROADCASTING ANTENNA ARRAY 

2.1  Introduction 

The work shown in this chapter is based on published papers [1]-[3]. Research on antennas 

has become very challenging, especially in the area of broadcasting [4], [5]. Plenty 

techniques have been proposed to design base station antenna arrays so that essential 

requirements for broadcasting applications, are satisfied [6], [7]. The requirements that are 

most considered for a broadcasting antenna array are described below: 

1. As a result of the large distance between the transmitting base station and the service 

area, the antenna array is required to generate a very narrow main lobe which, 

combined with the need for reducing the spatial spread of the radiated power, leads to 

the requirement of maximum gain. 

2. Given that a broadcasting base station is usually located at places of high altitude 

relative to the service area, the main lobe must be tilted on the horizontal plane. 

Because of its long distance from the service area, the tilting angle is usually very 

slight (between 2° to 4°). 

3. For the adequate reception of a transmitted signal inside an angular sector under the 

main lobe, the directional gain should maintain a certain value in relation to the 

maximum gain value, which naturally would facilitate the filling of radiation pattern 

nulls inside the aforementioned angular sector. The null filling level depends on the 

service type (e.g., FM radio, TV DVB-T) and the signal-to-noise ratio (SNR). 

4. In order to reduce the power reflection along the feeding lines, and thus, increase the 

efficiency of the whole feeding network, the impedance matching condition is 

required for each element of the antenna array, which means that the standing wave 

ratio (SWR) of each element must be close to unity.  

Considering all of the above, it is evident that designing such antenna arrays is a multi-

objective problem, due to the fact that all of the above requirements must be satisfied all 

together. Hence, the use of an optimisation method is a valuable tool to determine the best 

solution to this problem. As for many other electromagnetic optimisation problems, EAs are a 

suitable solution [8]-[11].  

In the following study, linear arrays of 8 and 16 elements are excited by a uniform-amplitude 

distribution since that would be a straightforward implementation in practice. Such arrays are 
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described in Figure 5. In these two cases, the linear arrays of 8 and 16 isotropic sources, are 

optimised to exhibit maximum gain, main lobe tilting and null filling, while the impedance 

matching condition is not required due to the use of isotropic sources. 

 

Figure 5. Linear antenna array with N Isotropic Elements (IEx) and their respective distances 

(dx) 

 

For the purpose of this study, a fitness function which facilitates all of the above is created, 

and the goal is to minimise this function by applying the optimisation methods on it. The 

optimisation results exhibit the relative effectiveness of the proposed methods. The goal in 

antenna array geometry synthesis is to determine the physical layout of the array that 

produces a radiation pattern that is closest to the desired pattern. The shape of the desired 

pattern can vary widely depending on the application. 

2.2 Implementation 

The studied cases are with regards to a theoretical aspect of linear array design meant for 

wavelengths of VHF-UHF frequencies and therefore the arrays are considered to be 

composed respectively of 8 (case 1) and 16 (case 2) isotropic sources. For these, the 

performed optimisation is set for 1) maximum gain Gdes>14, 2) Δθdes = 2° (downward main 

lobe electrical tilting), and 3) gdes = -20dB (null-filling) for a service area between 90° and 

120°, which are attained with the minimisation of the fitness function designed for this 

purpose. Given that Gp maximisation does not have a specified target value, two reference 

directional gain values are calculated to be compared with Gp. These values are: 1) the 

maximum directional gain Gbp of a broadside linear array (i.e., array without main lobe 

tilting, 0des =  ) composed of 8 and 16 isotropic sources respectively per case with equal 

distances between elements d and equal excitation phases, and 2) the maximum directional 
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gain Gtp of a linear array composed of 8 and 16 isotropic sources respectively per case with 

equal distances d and equal excitation phase differences between adjacent sources given by 

the expression 

des

2
dsin( )


 = 


                  (12) 

where Δθdes = 2°, and lastly with no null filling requirement. 

Hence, the fitness function shall be expressed as below: 

[ min( , )] | ( ) | [ min( , )]des des act des act des des actFitness G G G g g g = − +  − + −              (13) 

 where Gdes and Gact are the desired and actual simulated values of Gain, Δθdes and Δθact are 

the desired and actual angles where main lobe (maximum gain) is found, and lastly, gdes and 

gact are the desired and actual values of the nulls within the service area of the radiation 

pattern. 

All the optimisation algorithms were applied for the two cases. The parameters that are set to 

undergo optimisation are the excitation phases of the elements along with the distances 

between each element. Naturally, this equals to a sum of 14 optimised parameters for the 8 

element array and 30 optimised parameters for the 16 element array.  Hence, the selected 

total number of iterations for the 8 element array is set for 5,000 evaluations in total, whereas 

for the 16 element array is set for 10,000 evaluations in total so that the algorithms will be 

able to pick the best possible final outcome for each case. Evidently, the more parameters, the 

more evaluations are needed. Each case was run 20 times per algorithm, which is enough for 

an average fitness comparison of the algorithms, except for the Taguchi algorithm which 

automatically picks the total number of iterations. The population size (experiments, 

particles, or weeds) is 82 for both cases and all algorithms. 
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2.3 Simulated results 

As pointed out, the target of the simulations is gain maximisation for the derived antenna and 

the gain to exhibit no less than -20dB from the peak value between the 92º and 120º azimuth 

angle. The fitness values per iteration for both the 8 element and 16 element antenna arrays of 

all the algorithms are shown and a final comparison can be obtained concerning the 

behaviour of each algorithm. The convergence graphs depict the average convergence of the 

algorithms in 20 executions. In both scenarios all of the algorithms produced a radiation 

pattern which satisfies an antenna design with broadcasting capabilities for VHF-UHF 

frequencies because the relative gain is higher than -20dB between 92º and 120º, revealing 

that there are no deep nulls within the service area. Even though, the performance of all the 

algorithms is satisfactory, IWO’s performance stands out, since it demonstrates the lowest 

average fitness value compared to the other methodologies in exchange for a slower 

convergence rate which equals to a larger computational time and thus, resources. On the 

other hand, the ADIWO method exhibits the poorest results, since the best average fitness 

value is a much larger value, and in spite of its fairly quick convergence rate, Taguchi, PSO 

and DE demonstrate a faster convergence rate. In Figures 8 to 17, the normalised radiation 

patterns of the IWO optimised arrays are depicted, to display the successful null filling 

optimisation. 
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Figure 6. Fitness convergence diagram of all the optimisation methods for an array 

consisting of 8 elements 

 

 

 

Figure 7. Fitness convergence diagram of all the optimisation methods for an array 

consisting of 16 elements 
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Figure 8. Radiation Pattern of IWO optimised array with 8 elements 

 

 

 

 

 

Figure 9. Radiation Pattern of IWO optimised array with 16 elements 
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Figure 10. Radiation Pattern of DE optimised array with 8 elements 

 

 

 

 

 

Figure 11. Radiation Pattern of DE optimised array with 16 elements 
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Figure 12. Radiation Pattern of PSO optimised array with 8 elements 

 

 

 

 

 

Figure 13. Radiation Pattern of PSO optimised array with 16 elements 
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Figure 14. Radiation Pattern of Taguchi optimised array with 8 elements 

 

 

 

 

 

Figure 15. Radiation Pattern of Taguchi optimised array with 16 elements 
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Figure 16. Radiation Pattern of ADIWO optimised array with 8 elements 

 

 

 

 

 

Figure 17. Radiation Pattern of ADIWO optimised array with 16 elements 
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2.4 Conclusions 

Studying a theoretical aspect of linear arrays was a suitable introduction for testing EAs on 

electromagnetic applications. The optimisation’s requirements are close to none with regards 

to time and money. The optimisation methods that are exercised in this research demonstrate 

that utilising them in electromagnetic applications is essential to generate antenna geometries 

with enhanced radiation characteristics compared to the classical methodologies. 

By utilising the optimisation methods which are demonstrated in this chapter, it is observable 

that no method is inadequate for electromagnetic optimisation. Some methods exhibit faster 

convergence rate, such as Taguchi, DE and PSO, whereas IWO exhibits better convergence 

overall. Considering this, each method would be most appropriate depending on the 

application. 
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3 LPDA ANTENNA OPTIMISATION 

3.1 Introduction  

Broadband log-periodic antenna optimisation is a very challenging problem for antenna 

design. However, up to now, the universal method for log-periodic antenna design is Carrel’s 

method dating from the 1960s, [1], [2]. In this chapter, the optimisation algorithms, are put to 

use as solutions to the broadband antenna design problem.  Log‐periodic Dipole Arrays 

(LPDA) are a preferred solution for broadband applications because of their solid directivity 

characteristics and their flat gain curve. In this chapter, the accurate modelling of the 

log‐periodic type of antennas, the detailed calculation of the important characteristics of the 

antennas under test (gain, gain flatness, SWR, and Front‐to‐Rear ratio that is equivalent to the 

ratio of the gain of the main lobe to the gain of the side lobe with opposite direction) and the 

comparison with accurate measurement results are compared. 

Minimizing the designed fitness function which includes all the above requirements, leads to 

the optimum dipole lengths, spacing between the dipoles, and dipole wire diameters. In some 

optimisation cases, a constant dipole wire radius could be adopted in order to simplify the 

construction of the antenna. The work shown in this chapter is based on published papers [3] 

and [4]. 

3.2 Classical LPDA design 

The most complete and practical design procedure for an LPDA is the one proposed by 

Carrel, [1], [2]. The configuration of the LPDA antenna is described in terms of the design 

parameters: τ (design constant), α, and σ (relative spacing), related by: 

1 1
tan

4

− −  
 =   

                   (14) 

Once two of the design parameters are specified, the other one can be found. The 

proportionality factors that relate lengths, diameters, and spacings between dipoles are: 

m 1 m 1

m m

L d

L d

+ + = =                    (15) 

m

m

S

2L
 =                     (16) 

where, Lm and dm = 2rm are respectively the length and the diameter of the m-th dipole, while 

Sm is the spacing between the m-th and (m+1)-th dipoles as depicted in Figure 18. However, 
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for many practical LPDA antenna designs, wire dipoles of equal diameters dm are used, or for 

some advanced designs, three or four groups of equal diameter dipoles are used to cover the 

whole frequency range. In order to reduce some anomalous resonances of the antenna, a 

short-circuited stub is usually placed at the end of the feeding line at some distance behind 

the longest dipole. Directivity (in dB) contour curves as a function of τ for various values of σ 

are shown in [2], as they have been corrected by [5]. A set of design equations and graphs are 

used, but in practice it is much easier to use a software incorporating all the necessary design 

procedure, such as LPCAD, [6]. Moreover, LPCAD produces a file that can be used for the 

detailed simulation of the antenna using the Numerical Electromagnetics Code (NEC) 

software. NEC employs the Method of Moments for wire antennas and is well documented, 

[7]-[9]. The NEC model of the log-periodic antenna employs an ideal transmission line for 

feeding the antenna dipoles characterised only by its characteristic impedance Z0. 

Furthermore, the thin-wire approximation is monitored during the execution of the NEC 

algorithm, and it is confirmed that it is not violated. 

 

Figure 18. Construction details of a broadband LPDA antenna 
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3.3 Implementation 

For the comparison of the optimisation methods under study, the algorithms were applied on 

an LPDA antenna for the UHF-TV band between 470MHz to 790MHz with a total of 10 

dipoles and a rear shorting stub. The frequency band that was used for the optimisation is 

marginally larger between 450MHz to 800MHz with respect to maximum gain, gain flatness, 

Front to Rear ratio (F/R) and matching to 50 Ohms, or, equivalently Standing Wave Ratio 

(SWR). Therefore, a fitness function which is a linear combination of the above four 

performance indicators is created: 

1 M 1 M 1 1 M 0 M 1 2 min

3 max 4 min

f (L ,...,L ,S ,...S ,d ,...,d , Z ,S ) w [max(GF,2) 2] w (G 10)

w [max(SWR ,1.5) 1.5] w [max(FR ,20) 20]

− = − − −

+ − − −
          (17) 

where, Z0 is the characteristic impedance of the antenna boom. The dimensions of the 

geometrical characteristics of the LPDA are defined in Figure 18. The composition of the 

fitness function is done in such a way to satisfy the following requirements:  

1. SWRmax ≤ 1.5 

2. Gmin (the minimum gain) close to or higher than a target gain of 10dBi 

3. GF ≤ 2 dB (Gain Flatness, the difference between the maximum and minimum gain 

values throughout the optimised band) 

4. FRmin ≥ 20 dB (Front to Rear ratio). 

In the fitness expression, the positive terms GF and SWRmax are minimised whereas the 

negative terms Gmin and FRmin are maximised. The values that were used as the weights of 

each fitness term are: w1 = 8, w2 = 6, w3 =12, w4 = 20 which denotes that emphasis is mostly 

given to the impedance matching and the Front to Rear ratio. These values were chosen after 

trial and error, meaning that several different sets of values were tested on the simulations 

until the combination which yielded the best possible output was found. The performance of 

the optimised antenna that results from the optimisation, depends substantially on the weights 

used in the fitness function formula. Hence, the careful assignment of the relative weights to 

each performance indicator is important for the emphasis given to particular properties, e.g. 

F/R performance over gain. The antenna performance indicators are calculated by applying 

the NEC engine in the 4NEC2 software. The aforementioned is an implementation of the 

NEC algorithm. For every possible solution, i.e. for each set of design parameters, the 

antenna performance is calculated for all frequencies by steps of 10MHz, i.e. for 35 discrete 

frequencies. The antenna parameters which undergo optimisation are the lengths of the 

dipole, the diameters of the dipoles, along with the spacings between the dipoles and the 
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characteristic impedance of the transmission line that feeds the dipoles, i.e. in this case 31 

variables. The optimisation methods are set to be executed for a total of 44,000 fitness 

evaluations, i.e. 44,000 NEC calculations or until all requirements are met, where the 

algorithm will be terminated. At the end of the execution of each algorithm the best fitness 

and the geometry of the optimised antenna are produced. The geometry of the optimised 

antenna is then extracted to a ‘nec’ file. The 4NEC2 software was used to run the NEC file 

produced by MATLAB, to derive the SWR, Gain, F/R Ratio, while the convergence diagram 

figures were derived directly from the optimisation algorithms. For the calculation of the 

convergence diagram, the highest Gain value (main lobe) recorded for a specific frequency is 

considered as the Gain of that frequency and the Gain of the opposite direction is used to 

calculate the F/R ratio for that frequency.  

3.4 Simulated results 

 

Figure 19. Convergence diagram of optimised LPDA per optimisation method. 

 

Figure 19 depicts the convergence diagram of all of the algorithms for a total of 44,000 

fitness evaluations except for the Taguchi method which terminates automatically at 

approximately 4,400 fitness evaluations and it shows that all the optimisation methods had 

similar success at the design of the LPDA geometry. Although, by considering Table 2 and 

the rest of the figures, IWO is the best performer since it shows a relatively flat gain of 

approximately 8dBi as seen in Figure 21 and it is higher compared to the rest of the 

algorithms across the whole of the UHF-TV band. The Differential Evolution optimised 
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antenna performs similarly but with somewhat fluctuating gain values throughout the 

frequency range, which is considered worse than the flat frequency response of the IWO 

based optimisation. On the other extreme, the Taguchi-optimised antenna exhibits the poorest 

performance with relatively low gain.  

Likewise, Figure 22 demonstrates that the best Front to Rear ratio results are the ones 

generated from the IWO and Differential Evolution algorithms which exhibited increased F/R 

ratio values in comparison with the remaining algorithms. However, the performance of PSO 

is not poor and can be considered minorly inferior to those of IWO and DE, while the results 

shown by the Taguchi method (lowest F/R ratio across the desired frequency range) and the 

Adaptive IWO (poor low frequency F/R ratio values) are less satisfactory. 

 

Table 2. Best total fitness per optimisation method and for each goal 

Opt Method DE PSO IWO ADIWO Taguchi 

VSRW Fitness 
weights not considered 

0 0 0 0.21 0 

Gain Fitness 
weights not considered 

2.19 2.36 2.07 2.45 2.73 

GF Fitness 
weights not considered 

0 0 0 0 0 

F/R Fitness 
weights not considered 

0 0 0 0 0 

Best Fitness 
weights not considered 

2.19 2.36 2.07 2.66 2.73 

Best Fitness 
weights considered 

13.08 13.80 12.36 14.10 16.32 

 

 

Figure 20. VSWR of optimised LPDAs 
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In Figure 20 the comparison of SWR between the evolutionary algorithms which are used to 

generate the geometries of five different LPDAs shows that the results are very satisfying for 

all of the algorithms, since the SWR values are all below 1.8. Naturally, some algorithms 

performed better than others, with PSO exhibiting the best possible VSWR throughout the 

frequency range whereas the Adaptive IWO is the only method which exceeded the limit of 

1.5. 

Another factor to be considered is the rate of convergence. A rather higher than lower 

convergence rate means that a lower fitness value will be achieved within a smaller time, 

which equals to faster acquisition of results with less computational resources. It is notable 

that PSO has a very fast average convergence rate compared to the rest of the algorithms 

(three times than that of IWO). Table 3 provides a comparison between the average 

convergence rate of each optimisation method. 

Table 3. Average fitness convergence rate in percentage 

Opt Method DE PSO IWO ADIWO 

Convergence 

rate (%) 
0.1997 0.2862 0.0971 0.1534 

 

The convergence rate of each optimisation method is calculated using the following formula: 

N

n 1 n

n 1

(f f )

N

+

=

−
                   (18) 

where, fn is the fitness of the n−th evaluation, and N the total number of evaluations.  

An observation that comes by examining the results is that the better the best fitness value is, 

the slower the average convergence rate is. PSO shows a 0.2862% average convergence rate 

and a best fitness of 14.1 for instance, while IWO shows a 0.0971% average convergence rate 

while its best fitness has the lowest value of 12.36. 

Table 4 summarises the performance of the optimisation methods with regards to fitness 

requirements. 
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Figure 21. Gain of optimised LPDAs 

 

 

Figure 22. Front to rear ratio of optimised LPDAS 
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Table 4. Radiation characteristics of optimised LPDAs 

Opt Method MIN Gain 
GF 

(MAX – MIN) 
MAX VSWR MAX F/R Ratio 

DE 7.81 0.27 1.50 21.78 

PSO 7.64 0.21 1.48 20.90 

IWO 7.93 0.11 1.49 21.31 

ADIWO 7.55 0.33 1.71 22.52 

Taguchi 7.27 0.49 1.48 21.25 

 

3.5 Conclusion 

The evolutionary algorithms under study were employed to design a Log-Periodic Dipole 

Array each, so that their performance is compared, and consequently to find the algorithm 

that demonstrates the best performance. The LPDA geometries derived from the 

optimisations were with satisfying properties (SWR, Gain, gain flatness, and F/R Ratio). 

Other than the best fitness exhibitors which was IWO and DE, it was observed that the 

algorithms with faster average convergence rate compared to others are not the ones that 

show the best final results and lowest fitness values. Overall, the IWO algorithm would be 

considered the definitive best performer, while PSO the fastest average convergence rate 

performer. 
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4 COLLINEAR ARRAY ANTENNA OPTIMISATION FOR 

SHAPED RADIATION PATTERN 

4.1 Introduction 

A lot of techniques have been proposed for the design of base station antenna arrays in order 

to satisfy requirements which are essential for broadcasting applications [1]-[3]. The 

requirements considered by a broadcasting antenna array are:  

1. Uniform reception throughout the service area. Due to the various distances between 

the transmitting base station and a wide service area, the antenna array needs to emit 

its radiating power uniformly across the service area, which implies that different gain 

values are needed across the radiation pattern. In order to have uniform reception, the 

directive gain values at each angle within the service area, need to be specified. 

2. Horizontal main lobe tilting provided that the broadcasting base station is normally 

located at higher places relative to the service area. 

3. Minimum permitted gain value in relation to the maximum gain value, which results 

in the filling of radiation pattern nulls inside a specified service area as shown in 

Figure 23. The level of null filling depends on the service type (e.g. FM or DAB 

radio, TV DVB-T, or GSM-LTE) and the value of minimum required received signal 

level, and  

4. The radiation pattern needs to exhibit low side lobes level, except naturally for the 

null-filling region in order to avoid radiation energy being wasted, e.g. upwards 

towards the sky, and thus avoid lowering of the main lobe gain. 

The IWO optimisation method is applied to optimise a linear array according to the specified 

requirements. Antenna arrays play an important role in broadcasting and the goal in this 

antenna array geometry synthesis is to determine the physical layout of the array that 

produces a radiation pattern that is closest to the desired pattern. 

In order to acquire equal reception at any given point inside the service area (equal power 

distribution) of Figure 23, the radiation of the antenna needs to exhibit specific Gain values 

across the angles of its radiation pattern that serve the service area. For that purpose, a 

suitable formula is needed. A suitable formula which specifies the desired normalised gain as 

a function of the elevation angle in dB is the following: 

10

cos( )
( ) 20log

cos( )
G 


=                    (19) 
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Figure 23. Desired main lobe in elevation plane (vertical plane) radiation pattern. 

4.2 Implementation 

The designed collinear antenna array which will undergo optimisation consists of 7 dipoles 

vertically oriented. Due to that fact, the radiation pattern is omni-directional on the horizontal 

plane and thus the antenna array can be used in a DVB-T or FM broadcasting station with 

vertical polarisation. The radiation pattern on the vertical (elevation) plane and the matching 

depends on the geometry of the collinear antenna array as well as on the phase and amplitude 

of the excitation signals applied to the feeding gap of each dipole. The geometry of the array 

is specified by the dipole lengths Lm, m (1,...,7) and the inter-dipole distances Dm, m (1,...,6). 

Each excitation signal is complex and therefore is specified by its amplitude Am, m (1,...,7) 

and its phase φm, m (1,...,7). Given the values of the parameters mentioned above (i.e. Lm ,Dm 

,Am , φm), the antenna array is modelled using CST Microwave Studio and it is analysed 

using its time domain solver [4], [5]. The work demonstrated in this chapter is based on 

published papers [6]-[8]. 

The results derived from the time domain solver and implemented by the optimisation 

methods is the variation of the antenna array gain G(θ), and the input impedances at the 

feeding points of the dipoles. In fact, G(θ) determines the far-field radiation pattern on the 

vertical plane, which is subject to shaping by the optimisation methods according to the 
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conditions for optimum main lobe shaping and for low side lobes. The goal of the 

optimisation for the main lobe shaping is to design a main lobe with a 2° down-tilt in this 

study, and where the gain G, is spread across the service area (92° - 170°) in a manner that 

the reception is uniform for all the angles. For convenience purposes, G(θ) is normalised with 

respect to its maximum value Gmax, where Gmax is equal to G(92°). Thus, the normalised 

desired gain is given by: 

, 10

cos92
( ) 20log

cos
norm desiredG 




= , 92°≤ θ ≤170°                (20) 

 

 

Figure 24. Collinear antenna array with 7 dipoles design in CST Microwave Studio 
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Figure 25. Antenna tower with a collinear array in the city of Milan, Italy 

 

The goal to minimise the Side Lobes Levels (SLL) for the rest of the radiation pattern, so that 

energy is not wasted where it is not needed suggests that the side lobes outside the service 

area need to be minimised to a maximum value of GSLL ≤ (Gmax -20dB) . Naturally, the side 

lobes, within the service area (92° - 170°), are not considered as side lobes for minimisation 

because they contribute to useful coverage. In addition, each dipole of the array must satisfy 

the impedance-matching condition (SWR ≤ 1.2), which translates to Sii ≤ -21dB. 

A fitness function is developed for the optimisation of the collinear antenna array, which 

satisfies the three conditions mentioned previously. Therefore, the fitness function is 

designed as a sum of these three conditions, where each condition is multiplied with a 

respective weight. The first term Fitness1 corresponds to the condition for optimum main lobe 

shaping and is described by the following formula: 
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1 , 92 , 92 , 93 , 93

, 170 , 170

| ( ) ( ) | | ( ) ( ) | ...

... | ( ) ( ) |

norm desired norm calculated norm desired norm calculated

norm desired norm calculated

Fitness G G G G

G G

   

 

= − + − +

+ −
     (21) 

The terms Fitness2 and Fitness3 correspond to the SLL and Sii minimisations respectively, 

have positive values and vanish only when the optimum values are reached, and they are 

described by the following two formulas: 

2 max( , )desired desired calculatedFitness SLL SLL SLL= −                 (22) 

3 , , ,max( , )ii desired ii desired ii calculatedFitness S S S= −   (23) 

Finally, for any values of Lm, Dm, φm and Am the fitness function is evaluated by the 

expression: 

1 1 2 2 3 3Fitness W Fitness W Fitness W Fitness=  +  +                  (24) 

 

The coefficients W1, W2, W3 are weight factors, and they declare the importance of the 

corresponding term that compose the Fitness function. Fitness decreases from positive values 

to zero, as the three aforementioned conditions tend to be met. When the global minimum 

value of Fitness is found (Fitnessmin = 0), all the requirements are satisfied and the 

optimisation terminates successfully, otherwise, the algorithm is set to terminate at 5000 

evaluations, which is enough for the algorithms to produce a fitness value close to the best 

possible that can be found. 

4.3 Simulated results 

In order to get the best possible results from IWO with a limited number of iterations, four 

optimisation cases have been investigated in this study: 

Case 1. Individual lengths, distances, and phases, with uniform amplitude excitation 

for all dipoles. 

Case 2. Common lengths and distances and individual phases, with uniform amplitude 

excitation for all dipoles. 

Case 3. Individual lengths, distances, phases, and amplitude excitations for all dipoles. 

Case 4. Common lengths and distances and individual phases and amplitude 

excitations for all dipoles. 

Some of the geometrical elements of the collinear antenna array are fixed for optimum results 

and are not optimised. Such elements are, the radius of all dipoles which is set to r = 2mm 

and the feeding gap in the middle of the dipoles which is set to gap = 10mm. The collinear 
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antenna array was optimised for the UHF channel 24, with 498MHz as its centre frequency 

which translates to wavelength equal to λ = 602.0mm. The limits applied for the lengths Lm 

of the dipoles are from 0.300λ to 0.700λ, for the distances between dipoles Dm from 1mm to 

λ, for the phases φm from -180° to 180° where not uniform and for the amplitudes Am from 1 

to 1000 where not uniform. Due to the fact that the fitness function value strongly depends on 

the gain values across the service area, the weight factor of the S-Parameters optimisation 

function Fitness3, was substantially increased, to achieve optimum tuning results for both 

cases. 

 

 

Figure 26. Convergence diagram of IWO per studied case 

 

Figure 26, which present the fitness convergence of IWO for each case indicates that the 

optimisation successfully designed antenna arrays tuned for the specified centre frequency of 

498MHz. However, Case 4 was optimised more successfully as it can be confirmed on the 

polar and Sii diagrams. The reason behind this, would be due to the increased dependence of 

gain and main lobe tilting on the amplitude and the phase of the excitation signal. Hence, 

lessening the optimised parameters by using the same value for all lengths as well as 

distances helps the algorithm converge to the best possible solution. 
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Figure 27. Polar diagrams of optimised arrays per case. 

Upper left - Case 1, Upper Right - Case 2, Lower Left - Case 3, Lower Right - Case 4 
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Figure 28. Sii diagrams of optimised arrays per case. 

Upper left - Case 1, Upper Right - Case 2, Lower Left - Case 3, Lower Right - Case 4 

4.4 Conclusions 

The IWO optimisation method was applied on a collinear antenna array modelled in CST 

MWS, in order to achieve lobe shaping on the radiation pattern of the model, which spreads 

the gain of the array equally across a service area for four different cases. The case which 

produced the best results within a 5,000 evaluations limit, was the case with one common 

variable for the lengths of dipoles, one common variable for the distances between the 

dipoles and individual values for the phases and amplitudes of the signal fed to the dipoles, 

due to the fact that the requested outputs from the optimisation method is minimised and it 

was easier for the algorithm to converge the fitness function within the 5,000 evaluations 

limit. Increasing the total number of evaluations could show an overturn in results. However, 

a number of 5,000 evaluations is a realistic number with regards to computation time. 
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5 A MODIFIED VERSION OF THE INVASIVE WEED 

OPTIMISATION METHOD (mIWO) 

5.1 Introduction 

Current research has shown that the IWO method has proven to be a very solid optimisation 

method for electromagnetic applications, where in most cases as seen in previous chapters of 

this thesis exhibited better results in comparison with other popular optimisation methods 

(DE, PSO, Taguchi etc.). Room for improvement is always present and in this chapter an 

attempt to improve even further its optimisation output, a non-linear seed production index α 

is proposed. By employing this index, the seed production of each grown weed is altered, 

depending on its fitness value. To conclude which value of α is the most appropriate 

depending on the optimisation problem, several different values were tested on well-

established test functions and compared to each other and to the conventional IWO method as 

well, where the seed production is linear. This work presented in this chapter is based on the 

published papers [2] and [3]. 

5.2 Methodology and comparison on test functions 

As described in chapter 2.4 of this thesis the reproduction of each grown weed is described 

by the following linear formula: 

w s
s MAX

w b

F F
X int X

F F

 −
=  

− 
                   (25) 

The linearity of this formula can be altered by adding a non-linear seed production index α as 

in the following: 

w s

s MAX

w b

F F
X int X

F F

  −
 =  

−   

                   (26) 

In the case that a = 1, (26) is identical to (25), which means that the modified IWO turns into 

its conventional version and the seed production is linear, where in any other case the 

linearity of the conventional method is modified. In Figure 29 the number of produced seeds 

per weed fitness for several different values of α, i.e., 0.7, 1, 2 and 3 is depicted. 
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Figure 29. Number of produced seeds per weed versus the fitness value of the weed for 

various values of index α 

By increasing α, the seed production is reduced for all the weeds, although, the reduction is 

greater for the weeds with high fitness values, whereas the lower the fitness value, the lesser 

the reduction of seed production up to an unsignificant point. Therefore, increasing the value 

of α is a way to benefit from the greater exploration of the “good” weeds without delaying the 

optimisation process by consuming time on an equal exploration of the “bad” weeds. 

However, using too large values of α can have a negative impact. Excessive increase of its 

value can cause an inability to appropriately exploit weeds with quite good fitness values, 

because a large α forces even the “good” weeds to undergo a substantial decrease of seed 

production. As a result of that, the optimisation process may get stuck on a local optimum 

solution, which indeed corresponds to a good fitness but far from the best possible one.  

On the other hand, lowering the value of the non-linear index to α < 1 the seed production is 

increased for all the weeds, yet the increase of seeds from “good” weeds is greater than that 

of “bad” weeds. This translates to a larger search space where more potential best solutions 

are existent for the optimisation method. Similarly, lowering its value excessively, and thus α 

approaches to 0, the search space is increased to a point where the algorithm will be unable to 

locate the best possible solution. Therefore, the proper adjustment of the value of α according 

to the optimisation problem, is critical, and assists the modified IWO to achieve better 

performance than the conventional IWO. 
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To find the optimal value of α, the IWO algorithm is tested on 14 different test functions with 

several different values of it. A PSO and a DE algorithm participate in this comparison. All 

the algorithms employ populations of 20 particles and are applied to every test function using 

30 dimensions (i.e., 30 variables), except two test functions which are defined in a 2D space 

due to their nature. The test functions used, were implemented in MATLAB software and the 

code written that defines them is shown on Table 5 along with the search domain. 

Each optimisation algorithm is executed 500 times per test function with 2,000, 5,000, 20,000 

and 50,000 fitness evaluations per execution and the final fitness value is recorded per 

execution and per test function. Every set of 500 final fitness values per test function and per 

algorithm is used to calculate the statistical mean final fitness (Mean Fit) and the respective 

standard deviation (Std Dev). These statistical results are summarised in the Τables 6-9. The 

bottom rows of these tables demonstrate that the proper value of α for optimisation results, 

due to the fact that optimum results substantially depend on the number of evaluations. 

Hence, it is important to identify the problem and properly adjust mIWO so that the best 

possible results are yielded in comparison with the conventional IWO. 

 

Table 5. Test functions definitions 

FUNCTION MATLAB CODE 
SEARCH 

SPACE 

ACKLEY 

function y = ackley( x ) 

n=length(x); 

s=0; 

q=0; 

for j = 1:n 

    s=s+x(j).^2; 

    q=q+cos(2*pi*x(j)); 

end 

y=20+exp(1)-20*exp(-0.2*sqrt((1/n)*s))-exp((1/n)*q); 

end 

-32.768, 

32.768 

DEJONG1 

function y = dejong1(x) 

n = length(x); 

s = 0; 

for j = 1:n     

    s=s+x(j)^2; 

end 

y=s; 

end 

-5.12, 
5.12 

DEJONG3 

function y = dejong3( x ) 

n=length(x); 

s=0; 

for j=1:1:n 

    s=s+abs(x(j)); 

end 

y=s; 

end 

-2.048, 

2.048 

DEJONG4 

function y = dejong4( x ) 

n=length(x); 

s=0; 

for j=1:1:n 

    s=s+j*x(j)^4; 

end 

y=s; 

end 

-1.28, 

1.28 
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EASOM 
function y = easom( x ) 

y=-cos(x(1))*cos(x(2))*exp(-(x(1)-pi)^2-(x(2)-pi)^2); 

end 

-100, 

100 

EGG 

function y = egg( x ) 

n=length(x); 

s=0; 

for j=1:1:n-1 

    s=s-(x(j+1)+47)*sin(sqrt(abs(x(j+1)+x(j)/2+47)))-sin(sqrt(abs(x(j)-

x(j+1)-47)))*x(j); 

end 

y=s; 

end 

-512, 

512 

GRIEWANK 

function y = griewank( x ) 

n = length(x); 

s=0; 

p=1; 

for j=1:1:n 

    s=s+x(j)^2; 

    p=p*cos(x(j)/sqrt(j)); 

end 

y=1+(1/4000)*s-p; 

end 

-600, 

600 

HOLDER 

function y= holder( x ) 

fact1 = sin(x(1))*cos(x(2)); 

fact2 = exp(abs(1 - sqrt(x(1)^2+x(2)^2)/pi)); 

y=-abs(fact1*fact2); 

end 

-10, 

10 

LEVY 

function y = levy( x ) 

n=length(x); 

for j=1:n 

    w(j) = 1 + (x(j) - 1)/4; 

end 

term1 = (sin(pi*w(1)))^2; 

term3 = (w(n)-1)^2 * (1+(sin(2*pi*w(n)))^2); 

s=0; 

for j=1:n-1 

    wi = w(j); 

    s=s+(wi-1)^2 * (1+10*(sin(pi*wi+1))^2); 

end 

y=term1+s+term3; 

end 

-10, 

10 

MICHALEWICZ 

function y = michalewicz( x ) 

m=10; 

n=length(x); 

s=0; 

for j=1:1:n 

    s=s+sin(x(j))*(sin(j*x(j)^2/pi))^(2*m); 

end 

y=-s; 

end 

0, 

pi 

RANA 

function y = rana( x ) 

s=0; 

n=length(x); 

for j=1:1:n-1 

    s=s+x(j)*sin(sqrt(abs(x(j+1)+1-

x(j))))*cos(sqrt(abs(x(j+1)+1+x(j))))+(x(j+1)+1)*cos(sqrt(abs(x(j+1)+1-

x(j))))*sin(sqrt(abs(x(j+1)+1+x(j))));  

end 

y=s; 

end 

-500, 

500 

RASTRIGIN 

function y = rastrigin(x) 

n = length(x); 

s = 0; 

for j = 1:n 

    s = s+x(j)^2-10*cos(2*pi*x(j)); 

end 

y = 10*n+s; 

-5.12, 

5.12 

ROSENBROCK 

function y = rosenbrock(x) 

n = length(x); 

s = 0; 

for j = 1:n-1; 

    s = s+100*(x(j+1)-x(j)^2)^2+(1-x(j))^2; 

end 

y = s; 

end 

-2.048, 

2.048 
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SCHWEFEL 

function y=schwefel(x) 

s=0; 

n=length(x); 

for j=1:1:n 

    s=s+x(j)*sin(sqrt(abs(x(j)))); 

end 

y=-(1/n)*s; 

end 

-500, 

500 

SHUBERT 

function y = shubert( x ) 

s1=0; 

s2=0; 

for j=1:1:5 

    s1=s1+j*cos((j+1)*x(1)+j); 

    s2=s2+j*cos((j+1)*x(2)+j); 

end 

y=s1*s2; 

end 

-10, 

10 

SINEWAVE 

function y = sinewave( x ) 

n = length(x); 

s=0; 

for j=1:1:n-1 

    s=s+0.5+(sin(sqrt(x(j+1)^2+x(j)^2))^2-

0.5)/(1+0.001*(x(j)^2+x(j+1)^2))^2; 

end 

y=s; 

end 

-100, 

100 
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Table 6. Test functions vs EA for 2,000 Evaluations per execution (blue is best - normalised) 
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Table 7. Test functions vs EA for 5,000 Evaluations per execution (blue is best - normalised) 
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Table 8. Test functions vs EA for 20,000 Evaluations per execution (blue is best - normalised) 
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Table 9. Test functions vs EA for 50,000 Evaluations per execution (blue is best - normalised) 
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5.3 Conclusion 

In this chapter, a novel variant of the IWO method called mIWO was proposed with the 

introduction of the non-linear seed production index α. It was demonstrated that with the 

most proper value of α for any given electromagnetic optimisation problem, the resulting 

output of the optimisation method was significantly improved in comparison with the 

conventional IWO method. A conclusion which was drawn was that the greater the number 

of evaluations, the smaller the index should be and the other way around. Hence, a problem 

where computation time is insignificant, a greater number of evaluations can be run with α<1, 

whereas for problems that evaluations need a substantial amount of time, then α>1 will return 

optimal results with less evaluations. This conclusion came after thorough testing of the 

different values of α on some of the most established test functions. 
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6 PLANAR ELLIPTICAL DIPOLE ANTENNA 

OPTIMISATION FOR UWB EMC APPLICATIONS 

6.1 Introduction 

The progression of science around wireless communications has been rapid for the past years 

and with the new emerging technologies such as the Internet of Things, a broad set of new 

technological equipment came to the surface and that stretches the expectation that wireless 

communications will grow more rapidly than ever before. Such expectations indicate that the 

research on Electromagnetic Compatibility (EMC) becomes progressively more necessary. 

According to Federal Communications Commission’s (FCC) regulation, ultra-wideband 

(UWB) radio technology refers to technology that has an absolute bandwidth greater than 500 

MHz or a fractional bandwidth greater than 0.2. Figure 30 depicts a typical UWB spectrum. 

This differs from narrowband technologies, where the fractional bandwidth is typically less 

than 0.1. 

 

Figure 30. 1–5 GHz UWB spectrum displaying several current technologies and their 

corresponding frequencies within that spectrum. 

 

Particularly, since the 3.1GHz to 10.6GHz spectrum was released for unlicensed use, UWB 

antennas have gathered more attention and many designs have been proposed and studied 

thus far [1]. The most standard types of UWB antennas are the biconical antenna, the discone 

antenna and the log-periodic dipole array (LPDA). Another not so frequent type of antennas, 

is the planar monopole, which is engineered on PCB, and it demonstrates respectable 
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radiation characteristics for bandwidths up to 10GHz. Among other structures, the planar 

elliptical dipole has been proposed as a miniature antenna with solid broadband radiation 

characteristics, which displays a return loss less than –10dB for elements with size equal to 

0.20λ and an efficiency of 50% for elements with size equal to 0.14λ, unlike the traditional 

broadband dipole elements which are required to be approximately equal to a half wavelength 

in length for efficient radiation characteristics [2]-[6]. All these translate to a compact 

antenna with large bandwidth and adequate efficiency.  

In the state of the art, there is a plethora of planar elliptical dipole antennas presenting their 

wideband capabilities. Their radiation characteristics are comparable to those of a biconical 

antenna. Even so, due to their miniature nature, they are less expensive to fabricate [9]-[14]. 

Efforts have been made to improve the performance of such antennas and to simplify their 

design. For the sake of simplification and cost reduction, improved bottom fed structures 

have arisen to get around the use of baluns along with elliptical slots, which have been added 

so that the operating bandwidth is expanded. [15]-[19]. 

In this chapter, which is based on papers [6]-[8], 3D electromagnetic simulation is put to use 

for the further advancement of such antennas. The up to now implemented EAs along with 

the novel mIWO are employed and compared since they have proven to be very effective 

tools for electromagnetic applications [20], and with the aid of CST EM 3D a UWB antenna 

for EMC applications is developed. The algorithms are used here to optimise the geometrical 

parameters of the antenna, which will result in the desirable radiation characteristics. The 

goal is to generate an antenna which is described as compact size and low cost, and operates 

over the ultra-wide frequency range of 1GHz to 5GHz with sufficiently high realised gain and 

gain flatness over this spectrum. Gain flatness is considered the maximum variation of the 

realised gain over a frequency range. An antenna that combines all these features, would be 

considered a robust candidate for UWB EMC measurements. 

6.2 Implementation 

The parameters that define the geometry of a planar elliptical dipole antenna with elliptical 

slots are: 

1. the outer length 

2. the outer width 

3. the inner length of the slots 

4. the inner width of the slots 
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5. the feeding gap between the two ellipses 

6. the offset between the inner and outer ellipses 

7. the substrate length 

8. the substrate width 

 

Figure 31. Geometrical parameters of a planar elliptical dipole antenna 

 

The feeding is applied between its two elliptical segments, it is called the feed gap and it is 

simulated as a discrete face port in CST MWS, that has a characteristic impedance of 50Ω. 

The feeding of the fabricated antenna was done with an SMA connector attached to the top 

and bottom of each respective ellipse. The dielectric substrate used for the fabrication, is the 

Rogers RT/duroid 5880LZ, which is suitable for microstrip circuit applications, and its 

characteristics are part of the simulation. The characteristics of the substrate are its relative 

permittivity εr, which is equal to 2, its thickness, which is equal to 2.54mm (0.1inch) and the 

copper thickness which is 0.035mm. The substrate’s characteristics are not optimised since it 

is not feasible to be changed. The fabrication of the antenna shown in Figures 34 and 35 was 

carried out in Huddersfield University facilities and its dimensions are described in Table 11. 

The desired operating frequency range is defined from 1GHz to 5GHz. The antenna presented 

in [19] is the base of the antenna design modelled in CST MWS. Therefore, we can choose 

initial values for the above parameters equal to those given in [19] and set a limit to a 

maximum deviation of 30% from the given ones. In this way, a lower and an upper boundary 

limit can be specified per geometrical parameter. This rule is not applied on the ellipse offset 
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and the feeding gap due to the fact that they are parameters with strong effects on the 

behaviour of the antenna. Hence, the deviation of their value is extended for better 

optimisation results. All the initial values and the respective boundaries are summarised in 

Table 10. 

The goal is to find the best set of values for the parameters to satisfy the following criteria for 

the spectrum of 1GHz to 5GHz.  

1. S11 parameter (i.e., the return loss), S11 ≤ –10dB 

2. Boresight (i.e., at θ = 0 as shown in Figure 31) realised gain RG ≥ 2dBi 

3. and the gain flatness GF ≤ 2dB  

 

Table 10. Geometrical parameter values to be optimised 

Parameter Initial Value 

(mm) 

Lower Boundary 

(mm) 

Upper Boundary 

(mm) 

Substrate Length 106.00 74.20 137.80 

Substrate Width 85.00 59.50 110.50 

Ellipse Outer Length 38.00 26.60 49.40 

Ellipse Outer Width 79.00 55.30 102.70 

Ellipse Inner Length 19.50 13.65 25.35 

Ellipse Inner Width 37.50 26.25 48.75 

Ellipse Offset 3.50 1.00 7.00 

Feeding Gap 1.50 1.00 3.00 

 

A fitness function is set for the antenna optimisation, which is a linear combination of three 

terms, that are defined according to the previously mentioned requirements. Each term is 

multiplied by a respective weight w1, w2 and w3 which are used to determine the importance 

of every term and in this way the chances of satisfying only one requirement against the rest 

are moderated. Due to the fact that S11 and RG are considered of equal importance, the 

weights are set to be equal as well. On the other hand, due to its lower importance, w3 is 

equal to 1/4 of the previous weights. The terms that comprise the fitness function are: 

1 11,max 11,desired 11,desiredT max(S ,S ) S= −                   (27) 

2 desired min desiredT RG min(RG ,RG )= −                   (28) 

and 

3 actual desired desiredT max(GF ,GF ) GF= −                   (29) 
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where S11,desired=-10dB, RGdesired=2dBi, GFdesired=2dB, S11,max and RGmin are respectively the 

maximum S11 and the minimum RG found over the entire band, and finally GFactual=RGmax-

RGmin (RGmax is the maximum RG found over the entire band). Consequently, the fitness 

function is described as: 

1 1 2 2 3 3Fit w T w T w T= + +                     (30) 

where w1=w2=4 and w3=1. From (30), it is obvious that Fit has positive values and converges 

to 0 once all three terms are fulfilled. 

The algorithms employed to optimise the antenna geometry are DE, PSO, Conventional 

IWO, Modified IWO with α=2 and Modified IWO with α=3. By considering the complexity 

of the optimisation process where CST simulations are involved when fitness calculations are 

demanded by the optimisation algorithms, populations of 15 particles were used for all the 

algorithms. All algorithms are executed five times in total and the best result of each 

algorithm are acquired for comparison. Each execution stops after 2,500 evaluations, which is 

realistic amount with time in mind. Simulations were executed on an Intel i7-7820X CPU, 

along with 16GB of RAM. GPU acceleration functionality was disabled in CST Studio. With 

the time domain solver of CST each evaluation took 30 seconds to complete. Not to further 

increase computation time, a fair amount of 50,000 mesh cells was set in CST configuration. 

Magnetic symmetry in the yz-plane and electric symmetry in the xz-plane is considered for 

the antenna CST model. 

6.3 Simulated and measured results 

The best fitness convergence graph achieved by every algorithm is displayed in Figure 32. 

Evidently, the modified IWO with a=2 demonstrates exceptional performance. Table 11 

shows the optimised values of the antenna’s geometrical parameters derived from the EAs, 

while Table 12 shows the respective antenna characteristics. From Figure 32, it is 

understandable that the results derived from the modified IWO with α=2 are superior against 

its other forms, and thus, results from the modified IWO with α=3 and the conventional IWO 

are excluded from Tables 11 and 12. 

If the results shown in this chapter are to be compared with the original results in [19], the 

conclusions that are drawn are that S11 is stabilized steadily below the -10dB limitation 

between 1-5GHz which equals to better tuning across the spectrum, and a more controlled 

gain with better flatness and greater peak values. An additional note is that the operating 

bandwidth in [19] is 1.1–11GHz, whereas in this work, bandwidth was limited to 1-5GHz. 
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That is because the antenna beyond 5GHz does not exhibit exceptional Gain, and by reducing 

the operating spectrum, it becomes easier for EAs to achieve greater results. 

 

Figure 32. Best fitness convergence graphs achieved by DE, PSO, conventional IWO, 

modified IWO with α=2 and modified IWO with α=3, for the optimisation of a planar 

elliptical dipole antenna. 

The antenna’s geometry extracted from the modified IWO with α=2 was fabricated and 

experimentally measured in terms of S11. The comparative results of S11 are given in Figure 

36, while comparative results of RG are shown in Figure 37. The fabricated antenna is shown 

in Figure 33. For the results shown in Figure 36 regarding the fabricated antenna, 

measurements were performed in an anechoic chamber at the site of National Physical 

Laboratory in Teddington, UK as in Figures 34 and 35. 

 

Figure 33. Fabricated antenna front (left) and back (right) side 
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Figure 34. Measurement of planar elliptical dipole antenna in an anechoic chamber at NPL, 

UK 1 

 

Figure 35. Measurement of planar elliptical dipole antenna in an anechoic chamber at NPL, 

UK 2 
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Table 11. Optimised values of antenna’s geometrical parameters 

Parameter mIWO (α=2) PSO DE 

Substrate Length (mm) 116.92 112.74 103.97 

Substrate Width (mm) 99.09 90.44 85.42 

Ellipse Outer Length (mm) 48.56 48.59 48.6 

Ellipse Outer Width (mm) 77.71 78.25 79.77 

Ellipse Inner Length (mm) 21.74 20.08 20.27 

Ellipse Inner Width (mm) 30.38 37.85 39.55 

Ellipse Offset (mm) 5.23 6.47 5.86 

Feeding Gap (mm) 1.42 1.31 1.00 

 

Table 12. Desired and optimised values of antenna’s radiation characteristics 

Antenna Characteristics Desired Values mIWO (α=2) PSO DE 

S11,max (dB) –10.00 –11.12 –9.99 –9.95 

RGmin (dBi) 2.00 1.62 1.75 1.77 

GF (dB) 2.00 2.9 3.46 3.61 

 

 

Figure 36. S11 of the planar elliptical dipole antenna optimised by DE, PSO and modified 

IWO with α=2, and S11 of the fabricated antenna according to the modified IWO based 

geometry. 

In order to calculate the radiation characteristics of the fabricated antenna, another reference 

antenna is required. In this case, the Schwarzbeck USLP-9143B log-periodic antenna was 
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used as the reference antenna. The fabricated antenna and the reference antenna are placed at 

a separation distance of 2m and both of them are placed 1.2m above the ground. 

 

Figure 37. RG of the planar elliptical dipole antenna optimised by DE, PSO and modified 

IWO with α=2. 

Overall, all algorithms produced antenna geometries with exceptional characteristics very 

close to the optimal. It is demonstrated on Figure 36, that in all cases it was accomplished to 

keep S11 values below the maximum desired over the entire frequency range. On Figure 37 it 

is evident that despite exceptional performance overall, the α=2 mIWO demonstrates better 

GF across the spectrum. On the other hand, DE and PSO demonstrate higher RG values for 

the biggest part of the frequency range. 

The radiation patterns of the optimised antenna geometries are displayed in Figures 38-40 for 

four different frequencies of the studied spectrum for further examination of the optimised 

antenna’s characteristics. The displayed frequencies are 1, 2.3, 3.6 and 5 GHz. In the region 

of 1GHz to 3 GHz, the antenna is mostly omnidirectional in the H-plane and exhibits two 

symmetrical lobes in the E-plane. Beyond 3GHz, side lobes appear in the H-plane. The same 

effect happens in the E-plane for frequencies beyond 5GHz, resulting thus in a gradual 

reduction of the boresight RG. 

The resulting antenna from this optimisation is a lightweight, compact and low-cost structure, 

which is easy to construct and displays exceptional radiation characteristics. Therefore, it is a 

promising tool for EMC applications, such as UWB radiation measurements and spectrum 

surveillance. 
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Figure 38. Radiation pattern of the modified IWO based (with α=2) planar elliptical dipole 

antenna for 1GHz, 2.3GHz, 3.6GHz and 5GHz. 
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Figure 39. Radiation pattern of the PSO based planar elliptical dipole antenna for 1GHz, 

2.3GHz, 3.6GHz and 5GHz. 
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Figure 40. Radiation pattern of the DE based planar elliptical dipole antenna for 1GHz, 

2.3GHz, 3.6GHz and 5GHz. 
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6.4 Conclusions 

The geometrical parameters of a planar elliptical dipole antenna with elliptical slots were 

optimised for specific requirements regarding S11, RG and GF over an UWB between 1GHz 

and 5GHz, by utilising four EAs, the conventional IWO, two different versions of a modified 

IWO called mIWO, the inertia weight version of PSO and a DE algorithm based on the 

DE/rand/1 strategy. The antenna design has been modelled in CST MWS software and the 

time domain solver it provides was used since it is a well-suited tool for broadband analysis. 

The derived antenna geometries by the aforementioned algorithms adequately satisfy the set 

requirements, whereas the α=2 mIWO version shows exceptional results and proves to be a 

robust candidate in the electromagnetics optimisation field. 
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7 NOTCHED CIRCULAR PATCH ANTENNA FOR L1 GPS 

AND IRIDIUM BANDS OPTIMISATION 

7.1 Introduction 

Patch antennas are becoming increasingly popular, because they are low-cost and low-profile 

structures, while they are characterised by easy fabrication. Hence, they are a very popular 

choice throughout the antenna industry. In the state of the art, patch antenna geometries with 

circular polarisation have been proposed [1]-[5]. Here, a notched circular patch antenna with 

pin feeding on its back surface is designed using the CST Microwave Studio. The antenna is 

optimised by applying the conventional IWO method and the mIWO presented in Chapter 6. 

The antenna geometry must have characteristics suitable for operation in two different 

frequency bands, i.e., the L1 GPS and Iridium bands. These characteristics are required for 

every frequency inside these two bands and are as follows:  

1. S11 ≤ –10dB to ensure good matching to the feeding source, 

2. Electric field with axial ratio AR ≤ 10 dB at direction normal to the antenna 

surface (i.e., z-axis, see Figure 41) in order to achieve nearly circular 

polarisation, and 

3. High realised gain (RG) at direction normal to the antenna surface in order to 

establish a sufficient satellite communication link. 

The geometry of the proposed design is shown in Figure 41 and consists of a circular patch 

with two notched edges, a dielectric substrate, and a ground plane. The patch is fed by a pin 

on its back surface. The important parameters for achieving circular polarisation are the pin’s 

offset (i.e., the pin’s distance from the patch centre) and the pin’s angular position in the xy-

plane (i.e., angle φ) as well as the length and width of the notches. On the other hand, the 

antenna matching is mainly affected by the patch diameter and the side (length or width) of 

the substrate, which is considered here to be square-shaped. The geometry parameters of the 

antenna along with their upper and lower boundaries used by the mIWO algorithm are listed 

in Table 13. These boundaries (except that of the pin’s angular position) have been 

normalised with respect to the wavelength λGPS of the L1 GPS band. Due to the symmetry of 

the patch with respect to the x-axis and y-axis, the pin’s angular position can be searched 

within the 1st quadrant of angle φ, i.e., between 0 and 90 degrees. The boundaries of the rest 

of the parameters are chosen with great tolerance to give the optimisation methods all the 
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freedom they need to find the optimal value of each parameter. This chapter is based on 

papers [6] and [7]. 

 

 

Figure 41. Front side (left) and back side (right) of the proposed antenna 

 

Table 13. Antenna geometry parameters and their optimisation boundaries 

Parameter Lower Boundary Upper Boundary 

Patch Diameter (λGPS) 0.2 0.6 

Ground Plane Side (λGPS) 0.5 2 

Notch Length (λGPS) 0 0.04 

Notch Width (λGPS) 0 0.04 

Pin’s Offset (λGPS) 0 0.1 

Pin’s Angular Position (degrees) 0 90 

 

7.2 Implementation 

To optimise the proposed antenna geometry, a proper fitness function must be created. 

Nevertheless, the difficulty in solving this optimisation problem stems from the fact that the 

requirements must be satisfied for every frequency inside the L1 GPS and Iridium bands. To 

help the optimisation algorithms come to a solution, it is better to redefine the requirements in 

a looser form:  

1. Since every resonance has a certain bandwidth, the requirement for S11 ≤ –10dB at 

every frequency inside the above bands may be achieved by demanding S11 ≤ –30dB 

only at the centre frequencies (1.57 and 1.62 GHz) of these two bands. Thus, the 

requirement for dual band impedance matching may be satisfied by demanding 
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S11,GPS ≤ –30dB and S11,IR ≤ –30dB, where S11,GPS and S11,IR are the values of S11 in dB 

at 1.57 and 1.62 GHz, respectively. 

2. The requirement for nearly circular polarisation may be satisfied by demanding 

ARGPS ≤ 10dB and ARIR ≤ 10dB, where ARGPS and ARIR are the values of AR in dB 

at direction normal to the antenna surface (θ = 0°) at 1.57 and 1.62 GHz, respectively. 

3. The requirement for high RG at direction normal to the antenna surface (θ = 0°) may 

be satisfied by demanding values of RG above a certain boundary, e.g., 10dBi, at the 

centre frequencies of both operating bands. Therefore, we demand RGGPS ≥ 10dBi and 

RGIR ≥ 10dBi, where RGGPS and RGIR are the values of RG in dBi for θ = 0° at 1.57 

and 1.62 GHz, respectively. 

The fitness function is formulated as a linear combination of three respective terms, each 

satisfying every requirement as follows: 

1 1 2 2 3 3Fitness w T w T w T= + +                   (31) 

where, 

1 11,GPS 11,IRmax( , , 30) 30T S S= − +                 (32) 

2 GPS IRmax(AR ,AR ,10) 10T = −                  (33) 

3 GPS IR10 min(RG ,RG ,10)T = −                 (34) 

 

As the optimisation procedure minimises the fitness function, every term is forced to be 

minimised as well, thus satisfying the respective requirement. The three terms have been 

formulated in such a way that values of S11,GPS or S11,IR below –30dB, values of ARGPS or 

ARIR below 10dB, and values of RGGPS or RGIR above 10dBi do not affect the value of the 

respective term since the respective requirement is considered to have already been satisfied. 

Also, all the terms are structured in such a way that they always have a positive value and a 

minimum value equal to zero, which implies a minimum value equal to zero for the fitness 

function as well. The weights w1, w2 and w3 are used to balance the minimisation of the three 

terms. Here, w1 = w2 = w3 = 1 because the three requirements are considered to be of equal 

importance. 

The simulations were performed on a workstation utilizing an Intel i7-7820X running at 

4GHz along with 16GB of RAM and no GPU acceleration. The average time per fitness 

evaluation was approximately 3 minutes using the time domain solver of CST MWS. The 

simulated antenna model consists of 300000 mesh cells and no electric or magnetic symmetry 

exists. The substrate’s relative permittivity εr was set equal to 2, and its thickness equal to 

2.54mm (0.1inch), while the copper thickness is 0.035mm. These are the characteristics of a 



- 77 - 

 

Rogers RT/duroid 5880LZ substrate used very widely in patch antenna applications. These 

three characteristics have fixed values, and thus, are not subject to optimisation. The 

optimisation process was executed 5 times for 5 different values of α, and with 2000 fitness 

evaluations per execution. All the executions employed populations of 15 weeds, while the 

fitness function variation versus the number of fitness evaluations was recorded for every 

execution. All these variations are shown in Figure 42, whereas the optimised values of the 

antenna geometry parameters derived from all the executions are summarised in Table 14. An 

important observation on Figure 42 is that better fitness values are achieved for α > 1 until the 

point of 1500 fitness evaluations. This observation confirms that α > 1 is the best choice for a 

limited amount of fitness evaluations. 

7.3 Simulated Results 

Table 14. Optimised values of the antenna geometry parameters 

Parameter 
mIWO 

α = 0.5 

mIWO 

α = 0.7 

IWO 

α = 1 

mIWO 

α = 2 

mIWO 

α = 3 

Patch Diameter (mm) 73.7 73.4 73.6 73.6 73.4 

Ground Plane Side (mm) 287.9 185.6 115.6 222.2 144.1 

Notch Length (mm) 6.8 5.3 7.1 6.6 7.2 

Notch Width (mm) 6.9 6.3 6.3 6.6 6.1 

Pin’s Offset (mm) 14.7 12.4 13.0 11.8 11.5 

Pin’s Angular Position (degrees) 46.8 41.6 45.0 46.1 46.3 

 

It is evident that the best antenna geometry is produced with α = 2 and its computed radiation 

characteristics are shown in Figures 43, 44 and 45. This geometry exhibits excellent S11 

values inside the L1 GPS and Iridium bands, while satisfactory values of AR and RG are 

achieved at the centre frequencies of both bands for θ = 0°. These values are:  

ARGPS = 10.5dB, ARIR = 9.8dB, RGGPS = 8.4dBi and RGIR = 8.3dBi. 

Current state of the art patch antennas used for satellite communications present great gain 

and circular polarisation for single band scenarios such as in [4], whereas there are also 

designs with broadband capabilities, at the expense of multiple patches as in [2]. The results 

presented here, show that this was a novel successful effort of a dual band antenna for two 

very popular frequency bands (1.57GHz and 1.62GHz) in satellite communications with 

circular polarisation. 
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Figure 42. Fitness function variation for five different values of index α 

 

Figure 43. Sii of the proposed antenna optimised using IWO with α=2 

 

Figure 44. Axial ratio of the proposed antenna optimised using mIWO with α = 2 
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Figure 45. Radiation patterns in the yz-plane (φ = 90°) of the proposed antenna optimised 

using mIWO with α = 2 

7.4 Conclusion 

The modified and conventional IWO methods have been applied on a notched circular patch 

antenna with ground plane and pin feeding on its back surface. This geometry was chosen 

due to its compact size and its light weight, and because this antenna has a straightforward, 

easy, and low-cost fabrication. The optimised antenna presents excellent matching inside the 

L1 GPS and Iridium bands, while also exhibiting nearly circular polarisation and good 

realised gain values at the centre frequencies of both operating bands. All the above make the 

optimised antenna an appropriate candidate for dual frequency operation in the L1 GPS and 

Iridium bands. 
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8 CONCLUSION 

8.1 Summary 

The aim of this thesis, was to prove through research, using well-established software 

available during the fulfilment of this thesis, that EAs are very effective tools for use in the 

electromagnetics industry. The focus in this research was directed at some state-of-the-art 

algorithms which are the DE, PSO, IWO, ADIWO and Taguchi algorithms. The development 

of those algorithms was achieved by coding their mathematical functions in MATLAB, and 

because of that, it was possible to run simulated experiments even within MATLAB itself but 

even with external software i.e., NEC and CST MWS which could provide very credible 

electromagnetic simulations of geometries. Each algorithm was extensively investigated and 

many research papers were found, using these algorithms as optimisation methods for 

different applications of electromagnetics, with particular aim to those regarding antenna 

array optimisations. 

To put these algorithms to the test in electromagnetic applications, several different 

experiments which would have real-world applications were developed, and all algorithms 

were employed and compared to find out which is best suited per application. Such 

experiments are the null-filling optimisation for FM-TV broadcasting antenna array, where 

the very simple, yet existent issue of very weak signal (null) in several spots of a service area 

that many broadcasting antennas suffer from, is optimised using EAs with exceptional 

success. 

Further to a simple theoretical linear array, more complex antenna geometries was developed 

such as the LPDA antenna, which was optimised for better radiation characteristics such as 

maximum gain, gain flatness, which means that gain values are approximately equal 

throughout the serviced spectrum, low return loss on the serviced spectrum and low front-to-

rear ratio to efficiently radiate the signal. A definite and consequential conclusion of that 

experiment would be that the performance of such optimised antenna compared to that of an 

LPDA antenna that was designed using the classical Carrel’s method would be considered 

much more superior. To this point it is evident that IWO mostly outperformed the rest of the 

algorithms, showing some substantially better optimisation results. 

For the most accurate antenna simulations, a collinear antenna array meant for broadcasting 

at a flat surface area with equal gain across all distances of the service area was developed 

with the help of CST MWS. By utilising the interface between CST MWS and MATLAB, it 



- 82 - 

 

was possible to apply the different collinear antenna geometries generated by the EAs in 

MATLAB directly into CST MWS, simulate them and acquire their radiation characteristics 

back to MATLAB to measure their fitness function until the optimisation is concluded. Since 

IWO was the optimisation method that returned the best results in previous experiments, it 

was chosen for this experiment and evidently, it returned satisfactory results. The antenna 

was optimised for the UHF frequency of 498MHz and as previously stated, for equal gain 

across a flat service area. The geometry optimisation was executed in four different cases. 

One with individual lengths, distances, and phases, with uniform amplitude excitation for all 

dipoles; one with common lengths and distances and individual phases, with uniform 

amplitude excitation for all dipoles; one with individual lengths, distances, phases, and 

amplitude excitations for all dipoles, and lastly, one with common lengths and distances and 

individual phases and amplitude excitations for all dipoles. The case where the algorithm 

succeeded the most was the one with common lengths and distances and individual phases 

and amplitude excitations. That would be due to the fact that the amplitudes and phases have 

a greater impact on the desired characteristics, whereas lengths and distances have a 

secondary role. 

Given that IWO proved to be the most sound in the previous experiments, and since it was 

found that previous research was conducted on improving the existing conventional 

algorithm, i.e. the ADIWO method, a novel modified version of the existing IWO method 

was proposed, the so called mIWO, where with the addition of the non-linear seed production 

index α, the number of seeds produced by each grown weed depending on its fitness value is 

ruled differently than on the conventional IWO. This modification was thoroughly tested on 

some of the most well-established test functions e.g. De Jong, Auckley, Rastrigin, 

Rosenbrock, Schwefel, Shubert etc. and it was found that the most proper value of α is 

decided by the total number of evaluations that an experiment is run for. It was observed that 

the more the evaluations, the lower the value of α should be, and the other way around. Of 

course, it should not be overseen that extreme low or high values of α can have an immensely 

negative impact on the optimisation. Having established that mIWO, with the proper α value 

performs better than the conventional method on the test functions, it was also tested on two 

real world applications, where it was also compared with other algorithms and the 

conclusions which derived from the test functions were confirmed. 

One of the applications is a planar elliptical dipole antenna model, which was optimised for 

operation on a UWB 1-5GHz for EMC applications. The model the was the result of the 

optimisation was fabricated and it was tested in an anechoic chamber for the most accurate 
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possible results, and these results are compared to the simulated ones for confirmation. 

Another application with successful results was that of a notched circular patch antenna 

which was optimised for L1 GPS and Iridium satellite communications with circular 

polarisation requirement. 

Overall, the main conclusion of this research would be that EAs are very valuable tools in the 

field of the electromagnetics and further research is necessary to ensure to continuous 

improvement of antenna reception, as it is a field of interest in many different fields, such as 

Aerospace and Aviation, Satellite Communications and many more. Looking into all the 

optimisations that were carried out in this thesis, it is evident that EAs are capable of 

optimising simple electromagnetic problems such as null filling to more complex antenna 

designs such as the LPDA and the collinear array. It should also be noted that the proposed 

novelty mIWO is extending the capabilities of IWO, and it was shown that with the right 

configuration it can exhibit more superior results than the conventional method, which was 

proven both in well-established test functions as well as in actual complex electromagnetic 

problems 

8.2 Future work 

This research covered novelty ways of designing antenna geometries along with novelty 

modifications on existing optimisation methods. It was demonstrated in depth that EAs are 

capable of producing antenna geometries with outstanding radiation characteristics, specially 

when compared to geometries deriving from classical design methodologies. Despite of that, 

there are quite a few points that would benefit from improved optimisation methodologies. 

An example of that would be the congestion caused by new technologies in the frequency 

spectrum which is constantly updated. The 5G band for instance, replaced the deprecated 

analogue TV and it is very close to the DVB-T band. Instantly, a problem that comes with 

this, is the necessity of band rejection in antennas to address interference issues that would 

otherwise will occur. 

These facts, would be considered enough to put efforts in bringing many more optimisation 

methods in the field of electromagnetics. Some examples of different methodologies are the 

Trust Region Framework, the Covariance Matrix Adaptation Evolutionary Strategy, the 

Nelder Mead Simplex Algorithm, the Decap Optimisation and many more, which are finding 

their way into reputable software. In addition, optimisation is also necessary in 

electromagnetic applications other than antenna designs. An example of that would be the 
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optimisation of the tuning parameters of coverage prediction models i.e. Longley-Rice, ITU-

R P.1546, and the Hata-Davidson model, which is a process that can prove to be very 

complex and hence, susceptible to errors. 

It was also demonstrated that existing optimisation methods have plenty of room for 

improvement. As it is seen in this research, a not so significant addition to an existing 

algorithm such as adding a non-linear seed production index, can lead to substantially 

beneficial outcomes such as improving the optimisation capabilities of the conventional 

method. The state of the art includes combination of local and global best for PSO, 

initialisation variation of IWO with the use of Taguchi, the Adaptive IWO which was used in 

part in this thesis and many more. It is understandable that either combinations of the 

aforementioned techniques or entirely novel approaches could possibly improve even further 

the output of EAs. 

As mentioned, there is already previous research on improving existing algorithms as well as 

existing antenna designs, and it must be noted that it is necessary to keep this subject to 

current research because of its key value in the industry that it is an essential part of. As a 

final word, the author’s expectations are for further research on improving existing 

optimisation methods to be utilised in the field of electromagnetics and many more, where 

they can make a difference by bringing out the best, of many different antenna designs. 

 

 

  



- 85 - 

 

~LAST PAGE~ 


