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Abstract—In this paper, we investigate the energy minimiza-
tion problem of an unmanned-aerial-vehicle (UAV)-assisted data
collection sensor network. We jointly optimize the trajectory of
the UAV and the power consumption of the sensors for data
uploading with the power and energy constraints of sensors.
The trajectory design consists of two parts: the serving orders
for sensors and the UAV’s hovering positions, where the latter
is highly coupled with the power consumption of the sensors.
To find the optimal serving orders of sensors, we formulate the
problem as a standard traveling salesman problem (TSP), which
can be optimally solved by the efficient Cutting-Plane method. To
solve the UAV position and sensor uploading power optimization
problem, we propose the PSPSCA algorithm that optimizes
the transmit power by the pattern search method, while the
UAV’s hovering positions are optimized by the successive-convex-
approximation (SCA) method in the inner loop. To deal with
the high computational complexity of the PSPSCA algorithm,
we analyze the analytical relationship between optimal sensor
uploading power and the UAV’s hovering positions, based on
which we simplify the optimization problem and propose the
AQSCA algorithm as an alternative approach. Simulation results
have validated that the proposed algorithm outperforms the
existing benchmark schemes.

Index Terms—Wireless sensor networks, UAV data collection,
UAV trajectory optimization, energy minimization

I. INTRODUCTION

In wireless sensor networks, most sensor devices have
limited computing capabilities. Therefore, data collected by
the devices needs to be transmitted to a processing center
for further analysis. In traditional data collection, sensors
either directly transmit data to the collector or form multi-hop
routing paths for transmission. However, direct transmission
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is energy consuming for remote sensors, while for multi-
hop transmission, sensors close to the collector quickly use
up their battery power through frequent relaying. In light
of this, many works have considered to use a data mule to
collect data from sensors for energy consumption reduction
[1], [2], [3]. The data mule may be a car, a robot, etc. that
can travel to the vicinity of each sensor to gather data, which
significantly shortens the communication distance and saves
the transmission energy of each sensor.

Recently, Unmanned-Aerial-Vehicles (UAVs) were pro-
posed to serve as data mules for sensor network data collec-
tion. Compared with conventional ground data mules such as
vehicles and robots, UAV’s flying ability enables it to quickly
fly to the vicinity of the devices without being blocked by road
obstacles [4]. Besides, the UAV-to-ground links enjoy better
channel conditions than ground-to-ground links, providing
higher data rate and lower communication energy [5]. In
addition, the UAVs can be deployed at remote areas such as
mountains or farms where ground traffic is inconvenient [6].
Therefore, it is promising to use the UAVs to collect data from
wireless sensor networks. Nevertheless, the UAV trajectory
design remains as a challenging problem for energy-efficient
data collection.

The trajectory design problem for UAV data collection in
sensor networks can be roughly divided into three categories
according to the optimization objectives: energy efficiency
maximization, throughput/data rate maximization, and latency
minimization.

For the first category, in [7], the energy efficiency of the
UAV was maximized by jointly optimizing the trajectory and
velocity of the UAV. In [8], the maximum energy consumption
of all users was minimized by jointly optimizing the trajectory
of the UAV, the serving order of the users and transmission
power allocation for users. In [9], the energy consumption of
the sensors was minimized by optimizing the clustering and
topology of sensors and the trajectory of the UAV. In [10],
the weighted sum energy consumption of multiple UAVs and
mobile devices (MDs) was minimized by optimizing the UAV
trajectory, UAV-MD association, and the transmission power
of MDs. In [11], the maximum user energy consumption was
minimized by optimizing the time slot allocation for users and
the trajectory of the UAV.

For the second one, the minimum data rate of sensors is
maximized by optimizing the three-dimensional (3D) trajec-
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successfully transmit a required amount of data was maxi-
mized by jointly optimizing the trajectory of the UAV and the
bandwidth allocation for sensors. For downlink transmission,
the throughput of all the UAVs was maximized in [13] by
optimizing the 3D trajectories and transmission powers of the
UAVs.

For the third one, in [6], the mission completion time was
minimized by optimizing the trajectory, height and velocity of
the UAV and the serving order for sensors. In [14], the mission
completion time of the UAV was minimized by optimizing the
hovering positions and velocity of the UAV and the data rate of
sensors. In [15], the longest mission completion time among
all the UAVs was minimized by optimizing the trajectories of
the UAVs, the UAV-sensor associations, and the transmission
time allocation for sensors.

In recent years, there have been a number of works on UAV
trajectory or locations design with different objectives for data
collection in wireless sensor networks. For example, in [4], the
authors considered the scenario where a UAV is dispatched to
collect data from distributed sensors. The authors addressed
the optimization problem of UAV trajectory design aiming
at maximizing the minimum residual energy of the sensors,
under the constraints of data collection and UAV traveling
distance limit. In [16], a number of sensor nodes are grouped
into clusters, each of which has a data collection point (CP),
and the UAV flies over the CPs to collect data from the sensor
nodes. The authors proposed a joint optimization algorithm
to optimize the locations of the CPs, the associations of the
sensor nodes to the CPs, the sequence of uploading, and the
trajectory of the UAV, with the aim of minimizing the age of
information of the sensor nodes. In [17], under the scenario of
one-to-many data collection, the UAV hovering locations were
jointly considered with the objective of maximizing the data
collection utility, subject to the constraints of the total hovering
duration of the UAV. In [18], the authors jointly optimized
the UAV location, sensor grouping, and power control to
maximize the sensors’ sum rate, and proposed a UAV-assisted
data collection protocol and an efficient grouping and power
control non-orthogonal multiple access (NOMA) scheme. In
[19], the authors formulated a data collection maximization
problem in a one-to-many UAV data collection sensor network,
by jointly optimizing the sensors’ data transmission rates and
the UAV’s hovering positions, subject to the energy constraint
of the UAV. In [20], the authors formulated an optimization
problem aiming at minimizing the average age of information
of all sensor nodes’ data, by jointly optimizing the UAV
trajectory, each sensor node’s energy harvesting time, and the
data collection time. In [21], two data collection optimization
problems were formulated, either for the UAV to fully or
to partially collect data from the IoT devices. The hovering
positions and the sojourn duration were optimized to maximize
the total amount of data collected in each tour, under the
energy constraint on the UAV. In [22], the authors formulated
two optimization problems, aiming at maximizing the average
throughput and minimizing the outage probability respectively,
by jointly optimizing the trajectory of the UAV and the
transmit power of the sensor nodes, subject to the flying speed
constraints of the UAV and the average power constraints of

each sensor node.
Most of the previous works mentioned above that focused

on energy efficiency optimization only minimized the energy
consumption of sensors but ignored that of the UAV. In fact,
the UAVs have limited battery power and hence its energy
should also be minimized. In addition, it is necessary to
impose a constraint on the energy consumption of each user
to make sure that none of the sensors deplete their battery
power before the data collection is completed. For a few
works that considered the energy consumption of both the
UAV and the sensor nodes, they generally adopted a weighted
sum of these two energy consumption as the objective, which
cannot guarantee the strict energy budget of the sensors. In this
paper, we formulate a UAV energy consumption minimization
problem by jointly optimizing the UAV trajectory and sensor
uploading powers, under strict power and energy consumption
constraints of the sensors. To the best of our knowledge, little
effort has been made on the UAV flying and hovering energy
consumption minimization problem for sensor data collection
networks subject to the power and energy constraints of the
sensor nodes.

We solve the joint UAV trajectory and senor uploading
power optimization problem by using the following method.
Firstly, the UAV trajectory design is divided into two parts:
the sensors’ serving order and the UAV’s hovering positions.
Secondly, the UAV’s hovering position optimization is jointly
considered with the sensors’ uploading power optimization,
since these two variables are highly coupled. The serving order
design problem is formulated as a standard traveling salesman
problem (TSP), which can be optimally and efficiently solved
by the Cutting-Plane method. On the other hand, the UAV
position and sensor uploading power optimization problem
is solved by two algorithms, namely, the optimal PSPSCA
algorithm and the near-optimal AQSCA algorithm. In the
PSPSCA algorithm, the transmit power vector is optimized
by the pattern search method in the outer loop, with the
UAV’s hovering positions optimized by the successive-convex-
approximation (SCA) method in the inner loop. However, the
PSPSCA algorithm requires high computational complexity. In
light of this, further analysis is made to reveal the analytical
relationship between optimal sensor uploading power and
the UAV’s hovering positions. Based on analytical results,
the UAV position and sensor uploading power optimization
problem is simplified into a pure UAV trajectory optimization
problem, and the AQSCA algorithm is proposed to solve
it efficiently. Finally, the optimal solution to the original
problem is obtained by iteratively solving the serving order
design problem and the joint hovering position and uploading
power optimization problem. Simulation results show that
our proposed iterative algorithm outperforms other benchmark
schemes.

The contributions of this paper are summarized as follows:
1) The UAV flying and hovering energy consumption mini-

mization problem is formulated subject to the power and
energy constraints of the sensor nodes, which guarantees
the power and energy budget of the sensors.

2) The JAPQ algorithm is proposed to alternately optimize
the serving order of sensors, and the UAV trajectory
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and sensor uploading power. The sensor serving order
optimization problem is formulated as a traveling sales-
man problem which is optimally solved by the Cutting-
Plane algorithm. The PSPSCA algorithm is proposed to
solve the UAV trajectory and sensor uploading power
optimization problem. To reduce computational complex-
ity, further analysis is made to reveal the analytical
relationship between optimal sensor uploading power and
the UAV’s hovering positions, based on which the low-
complexity AQSCA algorithm is proposed.

3) Simulation results have validated the efficiency of the
proposed algorithm under various scenarios and its su-
periority over other benchmark schemes.

The remainder of this article is organized as follows. In
Section II, we describe the system model for UAV-assisted
data collection in sensor networks and formulate the UAV
energy minimization problem. In Section III, we formulate the
serving order optimization sub-problem as a TSP problem and
introduced the Cutting-Plane method to solve it. In Section
IV, we present the PSPSCA algorithm and the simplified
AQSCA algorithm for solving the joint hovering positions and
uploading power optimization sub-problem. In Section V, we
present extensive simulation results to discuss the performance
of the proposed algorithm. Finally, this paper is concluded in
Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a sensor network with N sensors distributed in a
given area. All the sensors collect data from the environment
and save the data in its internal storage. Since the sensors’
storage capacity is limited, the data will be uploaded to a cen-
tral processing unit periodically. Suppose a UAV is employed
to collect data from the sensors by flying over the sensors
along a trajectory. The start and end points of the trajectory are
predetermined, which could be identical or different. Suppose
there are N hovering points on the trajectory, and at each
hovering point the UAV will collect the data from one sensor.

Suppose the UAV flies at a fixed altitude H . Denote the
two-dimensional coordinate of the n-th sensor as wwwn =
[xn, yn]

T , n ∈ N , where N = {1, · · · , N} is the set of the
sequence numbers of all the sensors. Denote the coordinate
of the t-th hovering points of the UAV as qqqt = [Xt, Yt]

T , t ∈
T ∪ {0, N + 1}, where T = {1, · · · , N} is the set of the
sequence numbers of all the hovering points except the start
and end points. Let the start point be qqq0 and the end point be
qqqN+1. Denote the trajectory matrix as Q = (qqq1, · · · , qqqN ).

Define the association matrix between the hovering points
and sensors as A = (ant)N×N , where ant = 1 if the n-th
sensor uploads its data when the UAV is at the t-th hovering
point, and ant = 0 otherwise. Since at each hovering point
the UAV must choose one and only one sensor to collect data

from, we have
N∑
t=1

ant = 1, ∀n ∈ N ,

N∑
n=1

ant = 1, ∀t ∈ T .

At the t-th hovering point, the distance between the UAV and
the n-th sensor is

dnt(qqqt) =
√
||qqqt −wwwn||22 +H2, ∀n ∈ N , ∀t ∈ T . (1)

We adopt the following channel pathloss expression

Pr = Ptβ0d
−2, (2)

where Pt and Pr are the transmit and receive powers respec-
tively, d is the distance between the transmitter and the receiver
and, β0 is the channel power gain at unit distance. Define the
channel power gain between the transmitter and the receiver
as h = Pr/Pt, then according to (2) we have h = β0d

−2.
Denote the channel power gain from the n-th sensor to the
UAV at the t-th hovering point as hnt, then we have

hnt(qqqt) =
β0
d2nt

=
β0

||qqqt −wwwn||22 +H2
. (3)

If the n-th sensor uploads its data when the UAV is at the t-th
hovering point, its achievable data rate can be calculated as

rnt(pn, qqqt) = Blog2

(
1 +

pnhnt
σ2

)
= Blog2

(
1 +

pnβ0
σ2 (||qqqt −wwwn||22 +H2)

)
,

(4)

where B is the bandwidth, σ2 is the Additive Gaussian White
Noise (AWGN) power, pn is the transmit power of the n-th
sensor and is constrained by

0 ≤ pn ≤ Pmax. (5)

Denote the transmit power vector of all sensors as P =
(p1, · · · , pN ).

Denote the data uploading time from the n-th sensor to the
UAV at the t-th hovering point as Tnt, then it can be given
by

Tnt(pn, qqqt) =
D

rnt(pn, qqqt)
, ∀n ∈ N , t ∈ T , (6)

where D is the amount of data needs to be uploaded from each
sensor to the UAV. Without loss of generality, we assume that
all the sensors have the same amount of data, which can be
readily generalized to the case when different sensors upload
different amount of data. Denote aaan = [an1, · · · , anN ]T , the
energy consumption of the n-th sensor can be given by

En(aaan, pn,QQQ) =
N∑
t=1

antpnTnt(pn, qqqt), (7)

which should not exceed a given energy consumption thresh-
old E0, i.e.

N∑
t=1

antpnTnt(pn, qqqt) ≤ E0. (8)
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Denote the hovering/flying energy and power consumption
of the UAV as EH , EF and PH , PF respectively, then they
have the following relationships

EH(AAA,PPP ,QQQ) = PH
N∑
t=1

N∑
n=1

antTnt(pn, qqqt), (9)

EF (QQQ) =
PF

V

N∑
t=0

||qqqt+1 − qqqt||2, (10)

where V is the UAV flying speed. Thus, the overall energy
consumption of the UAV can be given by

EUAV(AAA,PPP ,QQQ) = EH(AAA,PPP ,QQQ) + EF (QQQ). (11)

The problem that designs the UAV flying trajectory and
sensors’ uploading power with the aim of minimizing the
overall energy consumption of the UAV can be formulated
as follows

min
A,Q,P

EUAV(AAA,PPP ,QQQ) (12a)

s.t.
C1 : ant ∈ {0, 1}, ∀n ∈ N , t ∈ T , (12b)

C2 :
N∑
t=1

ant = 1, ∀n ∈ N , (12c)

C3 :
N∑
n=1

ant = 1, ∀t ∈ T , (12d)

C4 : 0 ≤ pn ≤ Pmax, ∀n ∈ N , (12e)

C5 :

N∑
t=1

antpnTnt(pn, qqqt) ≤ E0, ∀n ∈ N . (12f)

In the above problem, the optimization of matrix A deter-
mines the serving order for sensors. Given A, the decision of
Q,P modifies the trajectory by balancing between the flying
distance and the data uploading time. We solve Problem (12)
by alternately computing the serving order matrix A, and
the hovering position Q and transmit power vectors P. This
iterative algorithm for jointly solving A, Q and P is named as
the JAPQ algorithm. The overall solution framework for the
JAPQ algorithm is summarized in the following algorithm.

Algorithm 1 The framework for the JAPQ algorithm that
jointly optimizes AAA,PPP ,QQQ

Initialize P[0] and Q[0].
repeat

Given P[i] and Q[i], compute the optimal A[i] in Sec.
III.

Given A[i], compute the optimal Q[i+1] and P[i+1] in
Sec. IV.

Update i = i+ 1.
until AAA,PPP ,QQQ converge
Output the optimization result AAA∗,PPP ∗,QQQ∗.

III. SERVING ORDER OPTIMIZATION

The optimization of the serving order matrix A is indepen-
dent of sensors’ transmit power vector P but related to the
hovering position matrix Q. With given Q, the optimization
problem for A reduces to finding the shortest path that passes
through each hovering point, which is equivalent to finding
the shortest path of the graph shown in Fig. 1.

Fig. 1. Graph of the A optimization

The graph includes N2+2 vertexes, where the first and the
last vertexes stand for the start and end points of the UAV.
The graph has N layers, the t-th layer corresponds to the t-th
hovering point; In each layer, there are N vertices, where the
n-th vertex corresponds to the n-th sensor node. Each path that
starts from vertex qqq0, go through one non-repetitive vertex in
each layer, and ends at vertex qqqN+1, corresponds to a flight
trajectory of the UAV. The weight of each edge stands for the
distance between the two hovering points that are represented
by the two vertexes of the edge.

Define x(k)mn as the edge-selecting indicator variable in the
k-th step. If x

(k)
mn = 1, then the edge (m,n) is selected

in the k-th step; otherwise, the edge (m,n) is not chosen.
Set m = 0 when k = 1 and n = 0 when k = N + 1.
Define X(1) =

(
x
(1)
0n

)
1×N

, X(N+1) =
(
x
(N+1)
m0

)
1×N

,

X(k) =
(
x
(k)
mn

)
N×N

for all 2 ≤ k ≤ N , and X =(
X(1),X(2), · · · ,X(N),X(N+1)

)
. Define wmn as the distance

between the m-th hovering point and the n-th hovering point,
which is given by

wmn = ‖qqqm − qqqn‖2, 0 ≤ m ≤ N, 1 ≤ n ≤ N + 1. (13)

Then the shortest path problem is formulated as follows

min
X

N∑
n=1

w0nx
(1)
0n +

N∑
k=2

N∑
m=1

N∑
n=1

wmnx
(k)
mn

+
N∑
m=1

wm0x
(N+1)
m0 (14a)

s.t.

x
(1)
0n , x

(N+1)
m0 , x(k)mn ∈ {0, 1},

m, n = 1, · · · , N, k = 2, · · · , N, (14b)
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N∑
m=1

N∑
n=1

x(k)mn = 1, k = 2, · · · , N, (14c)

N∑
n=1

x
(1)
0n = 1, (14d)

N∑
m=1

x
(N+1)
m0 = 1, (14e)

N∑
m=1

x(k)mn =
N∑
p=1

x(k+1)
np ,

n = 1, · · · , N, k = 2, · · · , N, (14f)

x
(1)
0n =

N∑
p=1

x(2)np , n = 1, · · · , N, (14g)

N∑
m=1

x(N)
mn = x

(N+1)
n0 , n = 1, · · · , N, (14h)

N+1∑
k=2

N∑
n=1

x(k)mn ≤ 1,m = 1, · · · , N. (14i)

In the above problem, the objective function is the distance of
the path, constraint (14b) restricts that the value of the path
selection variable should be 0 or 1, constraints (14c)-(14e)
restrict one path for each step, (14f)-(14h) specify that the
path is continuous, and (14i) restricts that each hovering point
should be passed by only once.

The above problem is a standard traveling salesman problem
(TSP) when the start and end points are identical. When the
start and end points are different, however, it can also be
transformed into a standard TSP by adding a dummy point,
whose distance to the start and end points are set to 0, and
that to the sensor nodes are set to be infinite.

Note that for ease of presentation, the formulation in this
section slightly differs from the standard representation of the
TSP problem. For standard presentation of the TSP problem,
the readers are referred to [23]. The TSP problem is one
of the most famous NP-hard problem, which does not have
an exponential time exact solution method. Fortunately, for
small to moderate TSP problems (typically with node number
under 1000), it can be efficiently and optimally solved by the
Cutting-Plane method with very little computational time. In
this paper, we adopt the Cutting-Plane method to optimally
solve the AAA optimization problem.

IV. JOINT OPTIMIZATION OF HOVERING POSITIONS AND
TRANSMISSION POWER

Given A, the serving order of each sensor is deter-
mined. Denote the serving sequence of the sensors as
[n1, n2, · · · , nN ], which is a permutation of [1, · · · , N ]. Then,
Problem (12) reduces to

min
P,Q

PF

V

N∑
t=0

||qqqt+1 − qqqt||2 +
PHD

B
×

N∑
t=1

log−12

(
1 +

pntβ0
σ2 (||qqqt −wwwnt

||22 +H2)

)
(15a)

s.t. 0 ≤ pn ≤ Pmax, ∀n ∈ N , (15b)

‖qqqt −wwwnt
‖22 ≤ l̃(pnt

), ∀t ∈ N , (15c)

where l̃(pnt) is a function of pnt whose expression is given
by

l̃(pnt
) =

pnt
β0

σ2

(
2

pntD

E0B − 1

) −H2. (16)

It can be verified that l̃(p) decreases with p, combining this
observation with (15c), we have

pnt
≤ p(1), (17)

where p(1) is the unique solution of

l̃(p) = 0. (18)

Define P̃max , min{p(1), Pmax}, then Problem (15) can be
rewritten as

min
PPP,QQQ

PF

V

N∑
t=0

||qqqt+1 − qqqt||2 +
PHD

B
×

N∑
t=1

log−12

(
1 +

pntβ0
σ2 (||qqqt −wwwnt

||22 +H2)

)
(19a)

s.t. 0 ≤ pn ≤ P̃max, ∀n ∈ N , (19b)
‖qqqt −wwwnt‖2 ≤ l(pnt), ∀t ∈ N , (19c)

where

l(pnt
) =

√
l̃(pnt

) =

√√√√√ pnt
β0

σ2

(
2

pntD

E0B − 1

) −H2. (20)

The joint PPP ,QQQ optimization problem (19) is still difficult to
solve directly due to the highly-coupled variables and compli-
cated expressions of the objective function and constraints. In
the following subsection, we propose the PSPSCA algorithm
to optimally solve Problem (19) by pattern search of PPP in
the outer loop and successively approximating QQQ in the inner
loop.

A. The PSPSCA algorithm

Given the transmission power vector P(r), Problem (19)
reduces to the optimization problem of Q as follows

min
Q

PF

V

N∑
t=0

||qqqt+1 − qqqt||2 +
PHD

B
×

N∑
t=1

[
log2

(
1 +

p
(r)
nt β0

σ2 (||qqqt −wwwnt
||22 +H2)

)]−1
(21a)

s.t. 0 ≤ ||qqqt −wwwnt ||2 ≤ l(p(r)nt
), ∀t ∈ N . (21b)

We solve the above problem by using the SCA method as
follows [24].

By introducing auxiliary variable ξ, and denoting

fnt(qqqt) = log−12

(
1 +

p
(r)
nt β0

σ2 (||qqqt −wwwnt
||22 +H2)

)
,
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Problem (21) can be transformed into

min
Q,ξ

ξ (22a)

s.t.
PF

V

N∑
t=0

||qqqt+1 − qqqt||2 +
PHD

B

N∑
t=1

fnt
(qqqt)

− ξ ≤ 0, (22b)

0 ≤ ‖qqqt −wwwnt
‖2 ≤ l(p(r)nt

), ∀t ∈ N . (22c)

Let f̃(x) = 1/ log2

(
1 + a

x+b

)
, it is readily to prove that f̃(x)

is a concave function, so fnt
(qqqt) is a concave function with

respect to ‖qqqt −wwwnt‖22.
Note that the first-order Taylor expansion of a concave

function is its global overestimator, so we have

f̃(x) ≤ f̃(x0) + f̃ ′(x0)(x− x0) , f(x0, x). (23)

Let a = p∗nt
β0/σ

2, b = H2, x = ‖qqqt − wwwnt
‖22, x0 = ‖qqq[k]t −

wwwnt
‖22, we have

fnt
(qqqt) ≤ f(‖qqq[k]t −wwwnt

‖22, ‖qqqt −wwwnt
‖22) , f̃(qqq

[k]
t , qqqt). (24)

Initialize Q[0] = (wwwn1
, · · · ,wwwnN

), and denote Q[k] =

(qqq
[k]
1 , · · · , qqq[k]N ) as the optimized trajectory vector in the k-th

iteration, we can solve the following problem to obtain Q[k+1]:

min
Q,ξ

ξ (25a)

s.t.
PF

V

N∑
t=0

‖qqqt+1 − qqqt‖2 − ξ

+
PHD

B

N∑
t=1

f̃(qqq
[k]
t , qqqt) ≤ 0, (25b)

0 ≤ ‖qqqt −wwwnt
‖2 ≤ l(p(r)nt

), ∀t ∈ N . (25c)

Problem (25) is a convex optimization problem that can be
efficiently solved by the CVX toolbox.

The minimum objective function value under each P(r) can
be computed by solving Problem (21). To find the optimal PPP ,
the pattern search method is adopted. The above procedure
of jointly optimizing PPP ,QQQ to solve Problem (19) is named
as the “PSPSCA algorithm”. The detailed procedure of this
algorithm is summarized in Algorithm 2.

Algorithm 2 The PSPSCA algorithm for optimizing PPP ,QQQ

1: Initialize P(0).
2: Using the pattern search method to find an optimal P that

leads to the minimum objective function value. For each
searched P(r), the objective function value is given by
running steps 3 to step 6.

3: Initialize Q[0].
4: repeat
5: Substitute Q[k] into Problem (25), solve it by using

the CVX toolbox and update Q[k+1].
6: until Q[k] converges
7: Output the optimization result: P∗,Q∗.

Although the PSPSCA algorithm provides the optimal so-
lution to Problem (19), the pattern search method requires
high computational complexity with even moderate number
of sensors. Therefore, in the next subsection, we propose an
approximated AQSCA algorithm that achieves nearly optimal
solution with much reduced computational complexity.

B. The AQSCA algorithm

To find a low-complexity alternative optimization method
for solving Problem (19), we first need to analyze the analyt-
ical relationship between the two variable vectors PPP and QQQ.
We prove in the following lemma the relationship between the
optimal PPP and QQQ:

Lemma 1. The optimal solution (p∗1, · · · , p∗N ;qqq∗1, · · · , qqq∗N ) of
Problem (19) satisfies:

p∗n = P̃max, if ‖qqq∗tn −wwwn‖2 < l(P̃max),

l(p∗n) = ‖qqq∗tn −wwwn‖2,
if l(P̃max) ≤ ‖qqq∗tn −wwwn‖2 ≤ l(0).

(26)

Proof: Define the objective function of Problem (19) as
L(p1, · · · , pN ;qqq1, · · · , qqqN ), then the Lagrangian function is
formulated as

L(p1, · · · , pN ;qqq1, · · · , qqqN ) =

L(p1, · · · , pN ;qqq1, · · · , qqqN ) +
N∑
n=1

λn(pn − P̃max)

+

N∑
n=1

µn(−pn) +
N∑
t=1

ξt(‖qqqt −wwwnt‖2 − l(pnt)).

(27)

According to the KKT conditions, the optimal solution
(p∗1, · · · , p∗N ;qqq∗1, · · · , qqq∗N ) of Problem (19) must satisfy the
following equations

∂L(p∗1, · · · , p∗N ;qqq∗1, · · · , qqq∗N )

∂p∗n
= 0, ∀n ∈ N , (28a)

∂L(p∗1, · · · , p∗N ;qqq∗1, · · · , qqq∗N )

∂qqq∗t
= 000, ∀t ∈ T , (28b)

λn(p
∗
n − Pmax) = 0, ∀n ∈ N , (28c)

µnp
∗
n = 0, ∀n ∈ N , (28d)

ξt(‖qqq∗t −wwwnt
‖2 − l(p∗nt

)) = 0, ∀t ∈ T , (28e)

0 ≤ p∗n ≤ P̃max, ∀n ∈ N , (28f)
‖qqq∗t −wwwnt

‖2 ≤ l(p∗nt
), ∀t ∈ N . (28g)

We can equivalently write (28a) as

∂L(p∗1, · · · , p∗N ;qqq∗1, · · · , qqq∗N )

∂p∗n
+ λn − µn

− ξtn l′(p∗n) = 0.

(29)

Notice that p∗n 6= 0, then according to (28d) we have µn =
0, ∀n ∈ N . In addition, according to (28c), we have that
either λn = 0 or p∗n = P̃max. According to (28e), we have
that either ξtn = 0 or ‖qqq∗tn−wwwn‖2− l(p

∗
n) = 0. Since the first

term of (29) is less than zero and l′tn(p
∗
n) < 0, there must be

either λn > 0 or ξtn > 0, which means that either p∗n = P̃max

or ‖qqq∗tn −wwwn‖2 − lt(p
∗
n) = 0.
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By noting that l(pn) is a decreasing function of pn, we
know that if ‖qqq∗tn − wwwn‖2 < l(P̃max), then p∗n = P̃max; if
l(Pmax) ≤ ‖qqq∗tn−wwwn‖2 ≤ l(0), then p∗n is the unique solution
that safisfies ‖qqq∗tn −wwwn‖2 = l(p∗n). The lemma is proved.

By using Lemma 1, we can simplify Problem (19) into a QQQ
optimization problem as follows

min
Q

PF

V

N∑
t=0

||qqqt+1 − qqqt||2 +
PHD

B
×

N∑
t=1

[
log2

(
1 +

β0 min{l−1(||qqqt −wwwnt ||2), P̃max}
σ2 (||qqqt −wwwnt

||22 +H2)

)]−1
(30a)

s.t. ‖qqqt −wwwnt‖2 ≤ l0, ∀t ∈ N , (30b)

where l0 =
√

β0E0B
σ2D ln 2 −H2 is given by computing the limit

l0 = limp→0 l(p).
The derived QQQ optimization problem (30) can be further

simplified into the more tractable one by approximating the
objective function as in the following lemma.

Lemma 2. The following function

log−12

(
1 +

β0 min{l−1(||qqqt −wwwnt
||2), P̃max}

σ2 (‖qqqt −wwwnt
‖22 +H2)

)
(31)

can be approximated as

g(yt(qqqt)) = log−12

(
yt(qqqt)− ln yt(qqqt) + ln(yt(qqqt)− ln yt(qqqt))

yt(qqqt)

)
,

(32)
where

yt(qqqt) ,
σ2D ln 2

β0E0B

(
‖qqqt −wwwnt

‖22 +H2
)
. (33)

Proof: Firstly, note that in most common wireless sensor
network scenarios, the value of p(1) is much smaller than
that of Pmax, therefore we have P̃max = p(1) in most
cases. Since by definition, l(p(1)) = 0, it always holds that
l−1(||qqqt−wwwnt ||2) ≤ p(1), therefore (31) can be approximated
by

log−12

(
1 +

β0l
−1(||qqqt −wwwnt

||2)
σ2 (‖qqqt −wwwnt‖22 +H2)

)
. (34)

Secondly, utilizing the definition of yt(qqqt) in (33), l−1(||qqqt −
wwwnt
||2) can be solved as

l−1(||qqqt −wwwnt
||2)

=−E0BW−1 (−ye−y)
D ln 2

− σ2

β0

(
‖qqqt −wwwnt

‖22 +H2
)
,

(35)

where y = yt(qqqt), and for notational convenience we do not
distinguish between y and yt(qqqt) in the following. Therefore,
(34) can be written as

log−12

(
− β0E0BW−1 (−ye−y)
σ2D ln 2 (‖qqqt −wwwnt‖22 +H2)

)
= log−12

(
−W−1 (−ye

−y)

y

)
.

(36)

According to the properties of W−1(·), the following approx-
imation holds

W−1(x) ≈ ln(−x)− ln(− ln(−x)) (37)

when x→ 0. Then, (36) can be approximated as

log−12

(
−W−1 (−ye

−y)

y

)
≈ log−12

(
y − ln y + ln(y − ln y)

y

)
.

(38)

By utilizing Lemma 2 and introducing complementary vari-
able ξ, problem (30) is now approximated as the following
problem

min
QQQ,ξ

ξ (39a)

s.t.
PF

V

N∑
t=0

||qqqt+1 − qqqt||2 +
PHD

B

N∑
t=1

g(yt(qqqt))− ξ ≤ 0,

(39b)
0 ≤ ‖qqqt −wwwnt‖2 ≤ l0, ∀t ∈ N . (39c)

Problem (39) can be solved by the SCA method as introduced
in the previous sub-section. However, the function g(yt(qqqt)) no
longer has the concave characteristics as fnt

(qqqt), so finding a
suitable convex approximating function for g(yt(qqqt)) requires
some effort. Note that g(y) is a first-concave-then-convex
function, with the critical point y0 , argy g

′′(y) = 0, we
have the following cases for the solution to Problem (39):

1) Since yt(qqqt) ≥ σ2D ln 2H2

β0E0B
, y1, if y1 ≥ y0, then Problem

(39) becomes a convex optimization problem, which can
be optimally solved by the CVX toolbox.

2) If y1 < y0, we utilize the SCA method to approximate
g(yt(qqqt)) by g̃t(qqq

[k]
t , qqqt) at each optimized point qqq[k]t in

the previous iteration, and solve the following problem
to obtain q

[k+1]
t :

min
Q,ξ

ξ (40a)

s.t.
PF

V

N∑
t=0

‖qqqt+1 − qqqt‖2 − ξ

+
PHD

B

N∑
t=1

g̃t

(
qqq
[k]
t , qqqt

)
≤ 0, (40b)

0 ≤ ‖qqqt −wwwnt‖2 ≤ l0, ∀t ∈ N . (40c)

Problem (40) is a convex optimization problem that can
be efficiently solved by the CVX toolbox. Repeatedly
solving Problem (40) until convergence, the locally opti-
mal solution to Problem (39) is derived. The expression
of g̃t(qqq

[k]
t , qqqt) has the following two cases according to

qqq
[k]
t :

a) if yt(qqq
[k]
t ) ≥ y0, then

g̃t(qqq
[k]
t , qqqt) =


g′(yt(qqq

[k]
t ))(yt(qqqt)− yt(qqq[k]t )) + g(yt(qqq

[k]
t )),

∀0 ≤ yt(qqqt) < yt(qqq
[k]
t ),

g(yt(qqqt)), ∀yt(qqqt) ≥ yt(qqq[k]t );
(41)
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b) If y1 < y0 and y[k] < y0, then g(y) can be
approximated by the following continuous differentiable
function:

g̃t(qqq
[k]
t , qqqt) =



g′(yt(qqq
[k]
t ))(yt(qqqt)− yt(qqq[k]t )) + g(yt(qqq

[k]
t )),

∀0 ≤ yt(qqqt) < yt(qqq
[k]
t ),

g(yt(qqqt)) +
g′′(yt(qqq

[k]
t ))

2
(yt(qqqt)− yt(qqq[k]t ))2,

∀yt(qqqt) ≥ yt(qqq[k]t ).
(42)

It can be easily proved that g̃t(qqq
[k]
t , qqqt) satisfies all the three

conditions for applying the SCA method.
The above approximation method to solve Problem (19) is

named as the “AQSCA algorithm”. The overall procedure of
this algorithm is summarized in Algorithm 3.

Algorithm 3 The AQSCA algorithm for optimizing PPP ,QQQ

1: calculate y1 = σ2D ln 2H2

β0E0B
.

2: if y1 ≥ y0 then
3: Solve (39) by the CVX toolbox.
4: else
5: Initialize Q[0].
6: repeat
7: Substitute qqq[k]t into (41) if yt(qqq

[k]
t ) ≥ y0 and (42)

if y[k] < y0, and solve (40) using the CVX toolbox to
update Q[k+1].

8: until Q[k] converges
9: Obtain the optimal transmission power according to Lem-

ma 1.
10: Output the optimization result: P∗,Q∗.

C. Complexity Analysis

Since the Cutting-Plane method is an exact solution method
for the TSP problem, which does not have theoretical justifi-
cation for the complexity bounds (which in fact, may require
even worse than exponential complexity), but is proved to
work very successfully in most practical problems with limited
computing time, we omit the worst-case computational bounds
for this algorithm here. For the PSPSCA algorithm, the compu-
tational complexity is bounded by O

(
(Q1 +Q2 +Q3)LN

3
)
,

where Q1, Q2 and Q3 are the steps for the objective function
evaluations at the primary and secondary bisection points and
polling points of the pattern search algorithm, L is the number
of iterations of the SCA algorithm [25], [15]. For the AQSCA
algorithm, the computational complexity is O(LN3).

V. SIMULATION RESULTS

A. Simulation Parameters

In the simulations, the height of the UAV is set to be 100
m, the power constraint of each sensor is 25 dBm, the energy
constraint of each sensor is 0.2 J, the noise power is -110
dBm, the bandwidth is 1 MHz, the data size of each sensor’s
data packet is 6 Mbits, the hovering power of the UAV is
168.4842 W, the flying power of the UAV is 161.5225 W, the

TABLE I
SIMULATION PARAMETERS

Parameter Value
Number of sensors 20
Sensor distribution area 1000 m × 1000 m
UAV altitude H 100 m
Sensor maximum transmit power Pmax 25 dBm
Sensor energy budget E0 0.2 J
AWGN noise power σ2 -110 dBm
System bandwidth B 1 MHz
Channel power gain at unit distance β0 10−6

Sensor data size D 20 Mbits
UAV flying power PF 161.5225 W
UAV hovering power PH 168.4842 W
UAV flying speed V 18.2951 m/s

Fig. 2. The sensor positions and the start and end points of the UAV
trajectory.

flying speed of the UAV is 18.2951 m/s [26]. The related
system parameters are summarized in Table I.

If not specified, the sensor positions and the start and end
points of the trajectory are given in Fig. 2.

B. Comparison of different PPP ,QQQ optimizing algorithms

First, we compare different schemes for solving PPP ,QQQ.
Four schemes are compared, namely, the PSPSCA algorithm,
the AQSCA algorithm, a simplified version of the PSPSCA
algorithm where the pattern search method is applied to each
pu sequentially (termed as “sequential pattern search” in the
figures), and the traditional method of alternately optimizing
PPP and QQQ until convergence (termed as “alternate P Q” in
the figures). All the above mentioned algorithms adopt the
Cutting-Plane method for optimizing AAA.

In Fig. 3, four algorithms are compared under the energy
constraint of E0 = 0.2 J. It is seen from this figure that the
AQSCA algorithm performs as well as the PSPSCA and the
sequential pattern search of PPP , while the alternate optimization
of PPP and QQQ gives much worse result. The reason that the
alternate optimization of PPP and QQQ fails to provide satisfactory
performance is that, each time when PPP is optimized, the feasi-
ble search region for QQQ shrinks, hence the QQQ optimization will
be restricted within a smaller and smaller region. Therefore,
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Fig. 3. Comparison of the minimized UAV energy consumption v.s.
the maximum transmission power of sensors under four PPP ,QQQ optimizing
algorithms, with E0 = 0.2J .

the optimal trajectories which deviate far from the sensor
nodes are missed by the alternate P Q algorithm.

For the best-performing AQSCA algorithm, PSPSCA algo-
rithm, and the sequential pattern search algorithm, we compare
their processing time. The processing time of these three
algorithms are listed in Table II.

TABLE II
PROCESSING TIMES OF THREE ALGORITHMS (IN SECONDS)

15 dBm 17 dBm 19 dBm
AQSCA algorithm 27.7014 27.1998 23.8580
PSPSCA algorithm 110.0013 2.6589 ×103 2.6548 ×103

Sequential pattern search 658.4714 2.3214 ×103 1.3340 ×103

21 dBm 23 dBm 25 dBm
AQSCA algorithm 26.2842 26.6149 26.5604
PSPSCA algorithm 4.9239 ×103 4.9236 ×103 5.3574 ×103

Sequential pattern search 4.6997 ×103 4.9549 ×103 4.7295 ×103

It is obvious from Table II that the AQSCA algorithm
requires much less processing time than the other two bench-
mark schemes. In practice, the sequential pattern search of
PPP and the pattern search of PPP requires prohibitively high
processing time even for a small number of sensors (in this
case 20 sensors). Therefore, the AQSCA algorithm exhibits
superiority in both performance and processing time.

In Fig. 4, four algorithms are compared under a larger
energy constraint E0 = 0.5 J. It is shown that the alternate
P,Q algorithm exhibits good performance when Pmax is small.
This can be explained by the fact that under a larger energy
budget, E0 = 0.5 J, the feasible region is larger. Although the
alternate optimization of PPP and QQQ shrinks the feasible search
region, the smallest search region still covers the optimal tra-
jectory, therefore making no influence on the result produced
by the alternate P, Q algorithm. However, this phenomenon
disappears when the power budget increases. Therefore, we
can conclude that the most suitable PPP ,QQQ optimization algo-
rithm is the AQSCA algorithm, with both good performance
and little computation time.

Fig. 4. Comparison of the minimized UAV energy consumption v.s.
the maximum transmission power of sensors under four PPP ,QQQ optimizing
algorithms, with E0 = 0.5J .

To further analyze the performance of the AQSCA algorith-
m, we compare it with the PSPSCA algorithm under different
sensor distributions, with both identical and different start and
end points, to test the robustness of the AQSCA algorithm. In
particular, we consider three sensor distribution cases:

Case 1: 20 sensors are uniformly distributed in the given
area.

Case 2: 5 sensors form a group on the upper-right corner
of a smaller area (150 m × 150 m).

Case 3: 20 sensors form two groups on the upper-right and
lower-left corners of the given area.

The sensor positions of the above three cases are depicted
in Fig. 5.

The comparison of the AQSCA and PSPSCA algorithms
under three sensor distribution cases with both identical and
different start/end points are plotted in Fig. 6. The result of the
AQSCA algorithm is compared with the PSPSCA algorithm
to see how much performance gap is there under different
sensor distributions. It can be seen from the figure that the
AQSCA algorithm achieves nearly the same performance as
the PSPSCA algorithm when there are a a large number
of sensors (e.g., 20 sensors in Case 1 and Case 3). When
the number of sensors is small (e.g., 5 sensor in Case 2),
the AQSCA algorithm performs well at small Pmaxs, but
becomes inferior at larger Pmaxs. This may be because when
the number of sensors is small, the AQSCA algorithm is
more likely to be trapped in a local optimum, which is far
from the globally optimal solution. Still, the gaps between
the two algorithms, even when number of sensors is small,
are within the acceptable region. In addition, the AQSCA has
more advantage in reducing the computational time when the
number of sensors is larger, and fortunately, it performs fairly
well under this circumstance. Therefore, we can conclude
that the AQSCA algorithm achieves close performance to the
PSPSCA algorithm, at a small cost of performance when N
is small, and with largely reduced computational time. In
particular, the AQSCA algorithm is most suitable to be adopted
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(a) Case 1, identical start/end points (b) Case 1, different start/end points

(c) Case 2, identical start/end points (d) Case 2, different start/end points

(e) Case 3, identical start/end points (f) Case 3, different start/end points

Fig. 5. Three typical sensor distributions with identical and different start/end
points.

when the number of sensors is large, with both near-optimal
performance and greatly reduced computational time.

C. Comparison of different AAA optimizing algorithms

Next, we compare different algorithms for optimizing AAA.
The Cutting-Plane method is compared with a benchmark
scheme: the widely used “relaxation of A” algorithm. The idea
of the relaxation of A algorithm is that, the integer variable AAA
is relaxed into continuous variables, and the AAA optimization
problem is solved by continuous-variable optimization tech-
niques, and finally the continuous solutions are rounded into
integer values. For a fair comparison, both of the algorithms
use the AQSCA algorithm for PPP ,QQQ optimization. The com-
parison of the two algorithms under different scenarios are
presented in Fig. 7.

It can be seen that the Cutting-Plane method generally
outperforms the relaxation of A algorithm in every considered
case. In some cases, the gap between the two algorithms are
evident; while in others, the gap is relatively small. What can
be concluded from the results is that, the relaxation of A
algorithm leads to some performance loss due to the relaxation
and rounding process, while the effect of the process vary
according to different sensor distribution scenarios. Since the
Cutting-Plane method is proved to be an efficient TSP solution

(a) Case 1, identical start/end points (b) Case 1, different start/end points

(c) Case 2, identical start/end points (d) Case 2, different start/end points

(e) Case 3, identical start/end points (f) Case 3, different start/end points

Fig. 6. The minimized UAV energy consumption optimized by the AQSCA
algorithm and the PSPSCA algorithm under sensor distribution scenarios given
in fig. 5.

algorithm in most practical cases, which can also be inferred
from the running time given in Table II, it is advantageous to
use the Cutting-Plane method for AAA optimization.

D. Effect of system parameters on performance

Finally, we analyze the effect of several system parameters
on the minimized UAV energy consumption, as well as on the
optimized trajectory.

In Fig. 8, the optimized UAV trajectory as well as its energy
consumption v.s. sensors’ power limit Pmax under different
sensor data size Ds are plotted. It can be seen from the figure
that as D increases, the UAV flies closer to the sensor nodes
for data collection. This reason is two-fold. Firstly, a larger
data size leads to larger uploading energy consumption of
the sensors, to meet the energy budget of each sensor, the
UAV has to fly closer to the sensors to reduce the uploading
energy. Secondly, the data size D also influences the hovering
energy of the UAV. When D increases, the hovering time
increases as well, hence the hovering energy takes a larger
part in the overall energy consumption of the UAV. To reduce
the hovering energy consumption, the UAV also tends to fly
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(a) Case 1, identical start/end points (b) Case 1, different start/end points

(c) Case 3, identical start/end points (d) Case 3, different start/end points

Fig. 7. The minimized UAV energy consumption of the JAPQ algorithm and
the relaxation of A algorithm under distribution scenarios given in fig. 5.

closer to the senors. For the energy consumption, larger D
leads to larger UAV energy consumption, which is evident
since the hovering time increases with D.

In Fig. 9, the optimized UAV trajectory as well as the
energy consumption v.s. sensors’ power limit Pmax under
different sensor energy budget E0s are plotted. It can be
observed that the UAV also flies closer to the sensors as
E0 decreases. This can be similarly explained that a smaller
E0 means a smaller sensor energy budget, and to meet this
shrinking energy budget the UAV has to fly closer to the
sensors to reduce the sensor uploading energy consumption.
Another interesting observation can be made from comparing
the minimized UAV energy consumption results with Fig. 8.
If we look at the expression of l(pnt

), we can observe that
the increase of D or the decrease of E0 all leads to the
decrease in l(pnt), which defines the feasible flying region
of the UAV. However, when we increase D or decrease E0

to make the same extent of decrease in l(pnt
), the UAV

energy consumption is increased more significantly in Fig. 8.
This can be explained by the fact that D not only influences
the feasible region parameter l(pnt), but also the objective
function. Therefore, with the same extent of increase/decrease,
the increase of D not only shrinks the feasible region, but also
increases the hovering energy consumption, leading to a larger
influence on the minimized UAV energy consumption.

VI. CONCLUSION

In this paper, we have studied the joint optimization problem
of UAV’s trajectory and sensors’ uploading power for the UAV-
assisted sensor networks, aiming at minimizing the energy
consumption of the UAV. The problem has been solved by
iteratively computing the serving orders for sensors, and UAV

(a) Case 1, trajectory (b) Case 1, optimized energy con-
sumption

(c) Case 2, trajectory (d) Case 2, optimized energy con-
sumption

(e) Case 3, trajectory (f) Case 3, doptimized energy con-
sumption

Fig. 8. The trajectory and minimized energy consumption of the UAV under
three different Ds under different distribution scenarios.

hovering positions and sensor uploading power. The serving
orders for sensors is computed by the Cutting-Plane method,
while the UAV hovering positions and sensor uploading power
optimization is proposed to be solved by two algorithms, the
optimal PSPSCA algorithm and the low-complexity AQSCA
algorithm. For the AQSCA algorithm, closed-form expression
of optimal transmit power has been derived as a function
with respect to the hovering positions of the UAV. In the
simulation results, we have revealed that the Cutting-Plane
algorithm for the serving order optimization, and the AQSCA
algorithm for the hovering position and uploading power
optimization, outperforms other benchmark schemes under
most user distributions, especially when there are a large
number of sensors. In addition, the effect of system parameters
(e.g., the energy budget E0 and the data size D of sensors) on
the optimized trajectory has been analyzed. It has been found
that as D increases or E0 decreases, the UAV flies closer to
the sensor nodes, while the effect of D is more significant.
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(a) Case 1, trajectory (b) Case 1, optimized energy con-
sumption

(c) Case 2, trajectory (d) Case 2, optimized energy con-
sumption

(e) Case 3, trajectory (f) Case 3, doptimized energy con-
sumption

Fig. 9. The trajectory and minimized energy consumption of the UAV under
three different E0s under different distribution scenarios.
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