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ABSTRACT 

In this paper, first, the structure of a linear sparse periodic array for two-dimensional scanning is described. Then, based 
on its characteristics, an algorithm is presented for fast image reconstruction of the scene in a near-field (NF) multistatic 
terahertz imaging scenario. Although the basis of this algorithm is developed in the Fourier domain, it is compatible with 
the non-uniform structure of the array and also takes into account the phase deviations caused by multistatic imaging in 
NF. The performance of the proposed approach is evaluated with numerical data obtained from electromagnetic 
simulations in FEKO as well as experimental data. The results are discussed in terms of computational time on the 
central processing unit and graphics processing unit as well as the quality of the reconstructed image. 
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1. INTRODUCTION 

In recent years, terahertz (THz) radar imaging, due to its unique properties, has been one of the technologies of interest 
in various fields (such as automotive, clinical and medical applications, food and agricultural industries, non-destructive 
testing, pharmaceutical and security screening) to solve real-world challenges [1-3]. The ability to penetrate a wide range 
of materials, no detectable damage to biological tissues, and high imaging resolution are the most prominent advantages 
of THz radiation [4-6]. 

The most basic way to create a two-dimensional (2D) active radar aperture is to use a transmitter-receiver (Tx-Rx) 
antenna pair in monostatic mode and capture the scene information through a mechanical raster scan [7, 8]. However, 
despite its simplicity, such a mechanism is not efficient in terms of the data acquisition rate. An alternative and common 
approach is to perform 1D scanning with a linear array [9, 10]. For scanning a large-scale scene while satisfying the 
Nyquist rate (which corresponds to inter-element spacing in terms of wavelength) [11, 12], monostatic arrays are not a 
good choice; because they will need a very large number of antenna elements. This problem is more acute for the THz 
band and makes the practical implementation of THz imaging in such a structure sometimes impossible [13]. 

Using some types of multiple-input multiple-output (MIMO) arrays is a suitable option to reduce the number of elements 
[14-16]. In particular, sparse periodic arrays (SPAs) with large inter-element spacing have recently been proposed for 
multistatic MIMO THz imaging systems [16-18]. However, the special multistatic structure of SPA is such that it is not 
possible to directly apply conventional fast Fourier transform (FT)-based image reconstruction techniques in the near-
field (NF) [19, 20]. On the other hand, traditional non-Fourier techniques for scene image reconstruction, such as 
generalized synthetic aperture focusing technique (GSAFT) [17, 21], least-squares [22, 23] and matched filter [24, 25], 
have a very high computational time. 
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Aiming to address the above, our focus in this paper is on the development of a computationally efficient algorithm for 
image reconstruction compatible with SPAs in a NF multistatic THz imaging scenario. First, the structure of inter-
element spacing in SPA is investigated and it is explained how this structure may create incompatibilities with 
conventional fast Fourier-based image reconstruction techniques. Then, for the mentioned scenario, a solution based on 
FT with reduced dimensions adapted to the non-uniform spacing of the virtual array is presented. The efficiency of the 
proposed solution is evaluated with both numerical and experimental data. 

The rest of this paper is organized as follows: in Section 2, the system model is presented; Section 3 details the proposed 
solution; Section 4 is devoted to the presentation of results and analyzes; Section 5 provides a brief conclusion. 

2. SYSTEM MODEL 

Figure 1 shows the general structure of an imaging system using a linear SPA in a multistatic structure. Without the loss 
of generality, it is assumed that the data related to the interaction of Tx-Rx elements are collected in the form of time-
division multiplexing [26]. To synthesize a 2D aperture, the array moves vertically with uniform sampling steps 

y
d . The 

SPA introduced in [27, 28], consists of 2
T

N  Tx antenna elements with uniform inter-element spacing 2
T

d  on both 

sides of the array, and 
R

N  Rx antenna elements with uniform inter-element spacing 2
R T T

d N d=  located in the middle 

of the two Tx parts (see Figure 2). In general, Tx and Rx sensors may have a vertical offset 
TR

d ; however, the presence 

or absence of such an offset does not affect the procedure of solving the problem. 

 

Figure 1. The general structure of the imaging system. 

 

Figure 2. A display of the distribution of elements in SPA. ( )1T T T R RL N d N d= + −  and ( )1R R RL N d= − . 

3. PROPOSED SOLUTION 

Under the far-field (FF) assumption and using the effective phase center principle [9], the topology of the multistatic 
array in Figure 2 with 

T R
N N+  physical antennas can be transformed into a denser linear virtual monostatic array with 

T R
N N  elements in the form of Figure 3. 

 

Figure 3. The virtual array corresponding to Figure 2 where ( ) 2TR T RL L L= + . 

Since in this paper, we are dealing with a NF scenario, the direct application of the above model lacks sufficient accuracy 
for the image reconstruction algorithm, and it is necessary to consider compensations for it. Multistatic-to-monostatic 



 
 

 

 

 

 

conversion [29, 30] is an efficacious solution to adapt the multistatic data collected by the topology of Figure 2 to the 
monostatic model of Figure 3. Let ( ), ,0

C C
x y  be the position of the phase center corresponding to the Tx and Rx 

elements in ( ), ,0
T T

x y  and ( ), ,0
R R

x y . The multistatic data set ( ), , ,
T T R R

s x y x y  can be converted to an effective 

monostatic version as follows: 

 ( ) ( ) ( )
( )

,
, , , , ,

, , ,
o C C

C C T T R R

o T T R R

s x y
s x y s x y x y

s x y x y
=ɶ    (1) 

where ( ),
o C C

s x y  and ( ), , ,
o T T R R

s x y x y  represent monostatic and multistatic reference signals, respectively [29]. 

Due to the gap in the virtual array center (see Figure 3), data ( ),
C C

s x yɶ  is still not fully compatible with conventional 

Fourier-based image reconstruction techniques [18, 28]. In [28], the effect of this gap on the final results is shown, and to 
neutralize it, an additional phase interpolation step in the virtual array center is presented. 

The following is a solution to reconstruct the image in the 1D Fourier domain (instead of the 2D Fourier domain), which, 
in addition to adapting to the imaging model in Figure 1, does not require the Stolt interpolation [31, 32] and phase 
interpolation. By considering (1) and using the first Born approximation [33], the backscattered data associated with a 
distributed target can be written as follows: 

 ( ) ( ) ( ) ( )2 2 2
0 02, , , ,C Cj k x x y y z

T R C
x y

s x x y x y e dydxσ − − + − +
 ɶ ≃    (2) 

where ( ),x yσ  represents the 2D reflectivity of the target, 0z  denotes the target range, 0 02k f cπ=  is the wavenumber 

corresponding to the carrier frequency 0f , and c  is the speed of light. By using the backpropagation imaging equation 

[28], the target image can be retrieved as 

 ( ) ( ) ( ) ( )2 2 2
0 02, , , .C C

T R C

j k x x y y z

T R C C R T
x x y

x y s x x y e dy dx dxσ − + − +
   ɶ≃    (3) 

In the above equation, the inner integral can be considered as a convolution operation with respect to y . So, we have 

 ( ) ( ) ( )2 2 2
0 02, , , .C

T R

j k x x y z

T R R T
x x

x y s x x y e dx dxσ − + +∗  ɶ≃    (4) 

By taking the FT with respect to y  from both sides of the above equation, we have 

 ( ) ( ) ( ), , , , , ,
T R

y T R y C y R T
x x

x k S x x k H x x k dx dxς   ɶ≃    (5) 

where ( ), yx kς , ( ), ,T R yS x x kɶ  and ( ), ,C yH x x k , respectively, represent the FT of ( ),x yσ , ( ), ,
T R

s x x yɶ  and 

( ) ( )2 2 2
0 02, , Cj k x x y z

C
h x x y e

− + +
≜  with respect to y . The above equation states that for each point x  on the scene, the value 

of ς  can be calculated by considering the data collected by all Txs and Rxs and their superposition. As a result, the 

target image can be obtained using the following closed-form expression: 

 ( ) ( ) ( )1
1D, 1D, 1D,

1

, FT FT , FT , , , 1, 2,..., ,
T

R

N

y y i R y i m C R x
x

i

x y s x y h x x y dx m Mς −

=

 
=       

 
 ɶ≃    (6) 

where 
i

sɶ  and 
i

h  represent the values of sɶ  and h  corresponding to the i -th Tx antenna, respectively, and 
x

M  is the 

number of points defined to discretize x . In the above equation, the Tx and Rx components can be easily swapped, so 
that the outer summation is applied to Rx elements instead of Tx ones 
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where 
i

s ′ɶ  and 
i

h ′  represent the values of sɶ  and h  corresponding to the i′ -th Rx antenna, respectively. 

4. RESULTS AND DISCUSSION 

In this section, simulation results based on numerical electromagnetic data and experimental data are given. For the 
studies presented in this section, all computations were done on MATLAB R2021b of 64-bit Windows Server 2019 
operating system with 128 GB of random-access memory, a Core-i9 central processing unit (CPU) at 2.8 GHz, and a 
NVIDIA Quadro RTX 5000 graphics processing unit (GPU) with 16 GB memory. The reconstructed images by the 
proposed solution are compared with those of the generalized synthetic aperture focusing technique (GSAFT) [17, 21]. 
Also, the computational time of these methods in CPU and GPU are compared and discussed. The target profiles are 
shown in Figures 4(a) and 4(b). The first is a rectangular metal plate with a size of 3145 120 5mm× × . The metal plate 

has several holes of different diameters (see Figure 4(a)). The second is a pure metallic target in which the sizes of the 
rectangular holes are 3 5× , 5 7× , 7 10×  and 210 15mm× , respectively, from small to large (see Figure 4 (b)). The sizes 

of large squares and the squares inside them are 30 30×  and 210 10 mm× , respectively. In all examples, the number of 

points defined to discretize y  is fixed and equal to 128
y

M = . Computational times are obtained based on averaging 

from 20 independent runs. 

 

(a) 

 

 

 

 

 

(b) 

Figure 4. A display of targets; (a) target profile 1 [34], (b) target profile 2. 

The values of imaging system parameters related to target profile 1 are given in Table 1, where λ  is the wavelength. 
According to the size of the virtual aperture, i.e. 192 mm (based on the parameter values in Table 1), and according to 
the operating frequency, targets with a range of less than approximately 54 m are located in the NF [35]. Figure 5 shows 
the images reconstructed by the proposed solution applied to the data obtained from electromagnetic simulations by 
FEKO [34, 36]. Also, in Table 2, the corresponding computational times for image reconstruction are given. The points 
that can be found from Figure 5 and Table 2 are given below. First, applying the superposition on Txs or Rxs (that is, 
applying (6) or (7) respectively) did not affect the outputs; in other words, both (6) and (7) work correctly. Second, since 
in this example, the number of Txs and Rxs are equal, the computational time for them is not different. Thirdly, in (6) or 
(7), it is obvious that the larger 

x
M  is chosen, the better the reconstructed image quality may be expected. This comes at 

the cost of increased computation. This is consistent with the results. Fourthly, it can be concluded analytically from (6) 
or (7) and numerically from the results that the proposed solution is suitable for parallelizing and accelerating 
calculations by GPU. In fact, (6) (or (7)) indicates that the outer sum has an independent variable i  (or i′ ) that the 
operation corresponding to it can be performed as independent units in the GPU. Also, the findings of Table 2 show that 
the time spent on computing significantly exceeds the time spent on transferring data to and from the GPU memory (data 
transfer overhead). In this example, the speedup rate (by using GPU instead of CPU) when 

xM  is equal to 101 and 201 is 

2.93 and 5.15, respectively. Note that in general, the more intensive the computations, the more noticeable the 
acceleration by the GPU compared to the CPU. 

Table 1. Values of imaging system parameters related to target profile 1. 

0z  
yd  TRd  

Rd  
Td  

yN  RN  
TN  0f  Parameter 

1.1 m 4 mm 0 mm 24 mm (17.6λ ) 6 mm ( 4.4λ ) 76 8 8 220 GHz Value 
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(d) 

Figure 5. Images reconstructed by the proposed solution applied to data obtained from electromagnetic simulations; (a) 
employing (6), 101xM = , (b) employing (7), 101xM = , (c) employing (6), 201xM = , (d) employing (7), 201xM = . 

Table 2. Computational times of reconstruction of images corresponding to Figure 5. 

Figure Processor Computational Time (Sec) 

5(a) and 5(b) CPU 0.0164 

5(a) and 5(b) GPU (including overhead) 0.0056 

5(a) and 5(b) GPU (excluding overhead) 0.0055 

5(c) and 5(d) CPU 0.0314 

5(c) and 5(d) GPU (including overhead) 0.0061 

5(c) and 5(d) GPU (excluding overhead) 0.0059 

 

To further verify the performance of the proposed solution, it was also evaluated using experimental data obtained in an 
anechoic test environment. The main parameters of the imaging system are the same values as in Table 1 (except that 

181mm
TR

d =  and 0 1.4 mz = ). More details about the system setup (along with related photos) and how to collect the 

raw data are given in Section IV of [28]. The reconstructed images by the proposed solution and GSAFT are shown in 
Figure 6. Also, the corresponding computational times are given in Table 3. Consistent with previous studies [16, 37], 
GSAFT has provided relatively better resolution than a Fourier-based approach (compare the images of holes made in 
the target). However, computationally, in CPU and GPU, the proposed solution in this example has been 59.22 and 53.72 



 
 

 

 

 

 

times faster than GSAFT, respectively. In addition, the speedup rate due to the use of GPU instead of CPU in GSAFT 
and the proposed solution is 5.67 and 5.15, respectively. 

 

(a) 

 

(b) 

Figure 6. Reconstructed images using experimental data; (a) by GSAFT, (b) by the proposed solution employing (6). 
201xM = . 

Table 3. Computational times of reconstruction of images corresponding to Figure 6. 

Figure Processor Computational Time (Sec) 

6(a) CPU 1.8595 

6(a) GPU (including overhead) 0.3277 

6(b) CPU 0.0314 

6(b) GPU (including overhead) 0.0061 

 

In the last example, target profile 2 with a different aperture size is considered. The values of imaging system parameters 
are given in Table 4. The reconstructed images and the corresponding processing times are shown in Figure 7 and Table 
5, respectively. By comparing the images in Figure 7, the following conclusions can be drawn. First, the increase in the 
number of pixels has led to the improvement of the quality of the images, so that even the smallest holes in the target can 
be identified in the images of the right column. Second, GSAFT outputs still provide slightly better resolution than the 
corresponding outputs of the proposed solution. Thirdly, using (6) or (7), despite the difference in the number of Tx and 
Rx antennas in this example, still did not affect the image output. The information in Table 5 shows that the proposed 
Fourier-based solution works much faster than GSAFT both on CPU and GPU. Note that computation times labeled 
GPU are provided with data transfer overhead included. However, this overhead is much smaller than the main signal 
processing time on the GPU and can be ignored (it is about 0.2 and 1 ms for 101

x
M =  and 301

x
M = , respectively). 

Also, the findings of Table 5 indicate that in this example, applying (7) is slightly more efficient than (6) in terms of 
calculations. This is due to the greater number of Rx antennas than Tx antennas. The speedup rate due to the use of GPU 
instead of CPU when applying (6) and (7) with 101

x
M =  is 4.92 and 4.94, respectively, and with 301

x
M =  is 10.45 

and 11.36, respectively. These rates are 6.07 and 14.41 for GSAFT outputs for 101
x

M =  and 301
x

M = , respectively. It 

can be seen, as mentioned before, in general, the more intensive the computations (due to the increase in the amount of 
parameters involved in parallelization), the greater the benefit of using GPU. As the last quantitative comparison in this 
example, if we consider the information obtained from applying (7) in the proposed solution, in CPU, the processing 
speed of the proposed solution for 101

x
M =  and 301

x
M =  respectively shows 90.72 and 93.6 times improvement 

compared to GSAFT. These rates are 73.91 and 73.8 respectively in GPU. 

5. CONCLUSION 

In this paper, a fast Fourier-based solution compatible with the SPA structure was developed for NF multistatic THz 
imaging. The performance of the proposed solution was evaluated using both simulated electromagnetic data and 



 
 

 

 

 

 

experimental data. The results of the experiments with two different target profiles and three different groups of 
parameters showed that despite the significant acceleration of the processes by the proposed approach, the reconstructed 
images have satisfactory quality. In addition, it was shown analytically and numerically that the proposed solution is 
compatible with the parallelization purposes in GPU. The achievements of this work can be promising for real-time 
imaging applications. 

Table 4. Values of imaging system parameters related to target profile 2. 

0z  
yd  TRd  

Rd  
Td  

yN  RN  
TN  0f  Parameter 

4 m 6 mm 0 mm 49 mm ( 35.93λ ) 7 mm ( 5.13λ ) 81 16 14 220 GHz Value 

 

 

(a) 

 

(d) 

 

(b) 

 

(e) 

 

(c) 

 

(f) 

Figure 7. Images reconstructed using data obtained from electromagnetic simulations; (a) by GSAFT, 101xM = , (b) by 

proposed solution employing (6), 101xM = , (c) by proposed solution employing (7), 101xM = , (d) by GSAFT, 301xM = , 

(e) by proposed solution employing (6), 301xM = , (f) by proposed solution employing (7), 301xM = . 

Table 5. Computational times of reconstruction of images corresponding to Figure 7. 

Figure Processor Computational Time (Sec)  Figure Processor Computational Time (Sec) 

7(a) CPU 3.9916 7(d) CPU 11.6995 

7(a) GPU 0.6578 7(d) GPU 0.8118 

7(b) CPU 0.0433 7(e) CPU 0.115 

7(b) GPU 0.0088 7(e) GPU 0.011 

7(c) CPU 0.0440 7(f) CPU 0.125 

7(c) GPU 0.0089 7(f) GPU 0.011 
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