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Abstract: Installations of decentralised renewable energy systems (RES) are becoming increasing popular as governments introduce ambitious energy policies to curb emissions and slow surging energy costs. This work presents a novel model for optimal sizing for a decentralised renewable generation and hybrid storage system to create a renewable energy community (REC), developed in Python. The model implements photovoltaic (PV) solar and wind turbines combined with a hybrid battery and regenerative hydrogen fuel cell (RHFC). The electrical service demand was derived using real usage data from a rural island case study location. Cost remuneration was managed with an REC virtual trading layer, ensuring fair distribution among actors in accordance with the European RED(III) policy. A multi-objective genetic algorithm (GA) stochastically determines the system capacities such that the inherent trade-off relationship between project cost and decarbonisation can be observed. The optimal design resulted in a levelized cost of electricity (LCOE) of 0.15 EUR/kWh, reducing costs by over 50% compared with typical EU grid power, with a project internal rate of return (IRR) of 10.8%, simple return of 9.6%/year, and return on investment (ROI) of 9 years. The emissions output from grid-only use was reduced by 72% to 69 gCO$_2$/kWh. Further research of lifetime economics and additional revenue streams in combination with this work could provide a useful tool for users to quickly design and prototype future decentralised REC systems.
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1. Introduction

The current state of the energy generation landscape is undergoing a significant change as concerns are raised over climate change, energy cost, and energy security. The aim as stipulated in the Paris Agreement [1] of keeping the average surface temperature increase below 2 °C by 2050 is unlikely given global trends [2], and will be impossible without an ambitious sustainable energy development and technological innovation [3]. Recent events on the global stage have also caused nations in Europe and around the world to reconsider their energy security strategies [4,5]. The adoption of renewable energy at scale should include measures to increase the effectiveness whilst providing cost reductions [6].

The introduction of renewable energy systems (RES), including photovoltaic (PV) solar panels and wind turbines, have been the key driving force in removing global dependence on fossil fuels from the energy sector [7]. These types of generation assets are known as non-dispatchable as they are completely dependent on weather conditions [8] and so cannot be precisely controlled. This is a problem for transmission service operators (TSOs) as ensuring the voltage and frequency are balanced at a grid level becomes challenging [9]. The increasing volume of decentralised RES installed at the demand side is also problem for grid operators [10], as they can induce bidirectional grid flows and put additional strain on the network.
One solution to this problem is the use of energy storage systems (ESS) to store excess energy and increase the share of the total RES production directly through self-consumption [11,12]. Electro-chemical storage such as batteries have been deployed in many cases for use as grid-level storage [13–15], as they have the advantage of fast response to demand and can be installed in most global climates. A number of battery technologies including high-performance solid state chemistries are a promising solution due to their long-term stability and high capacity retention [16,17]. Most grid storage applications deploy LiFePO4 variants as they are widely available and have a relatively low cost [18]. Crucially for the research methods used in this work, the retrieval of reliable cost and environmental data is vital for an accurate result, which for LiFePO4 is widely available within the literature. Hydrogen has often been considered for long-term seasonal storage [19], due in part to the mentioned capacity retention challenges of battery storage. Hydrogen is also a flexible energy vector for many other uses, such as heating and industrial processes [20]. A hybrid battery and hydrogen ESS has a great potential to increase the share of renewables within the energy mix [21], thus decreasing the reliance on traditional power stations. The advent of widely available ESS has meant that it is now possible to emphasise the self-consumption of energy at a local level to reduce the problems of grid stress and planning. A ‘prosumer’ (an end user that is able to both consume and produce energy [22]) or group of prosumers could install decentralised RES coupled with storage technology, and self-consume the power generated at a local level.

To address these challenges, this work presents and evaluates the application of decentralised renewable energy communities (RECs). RECs in practice have many advantages and solve the most common issues associated with increased decentralised generation, while also promoting the further self-consumption of electricity. In a REC configuration, consumers and prosumers are no longer restricted to buying and selling energy from their utility company and can virtually ‘share’ the excess energy between actors within the energy community itself. This is mutually beneficial for both the network operator, as they no longer need to manage unpredictable grid flows, and for the REC participants as they receive direct renumeration and a reduction in carbon emissions.

The REC considered in this work was based on the policy recommendations recently implemented by a number of EU countries outlined in the Renewable Energy Directive (RED-II) (EU) 2018/2001 [23]. The directive defines a REC as “a legal entity that is based on open and voluntary participation, it is autonomous and controlled by shareholders or members located in the proximity of renewable energy plants belonging to the community itself. The members may be physical persons, companies or local authorities...”. While the directive has been transposed into several other national laws and decrees, including Austria [24], France [25], Germany [26], and the Netherlands [27], the REC modelled in this work most closely resembles the framework practiced in Italy as discussed by Trevisan et al. [28]. Although the study was in Spanish territory, it was chosen to follow the Italian implementation as there are more example cases available and, as of 2021, further improvements to the 2019 Spanish REC policy are currently in progress [29].

As laid out in decree-law 199/2021 [30], a group of self-consuming members within the REC must be located within the same low-voltage (LV) network downstream of the same LV/MV substation. Energy is shared in the existing physical network using a virtual network model. The difference between the energy consumed and energy produced by the REC is resolved over each one-hour period to determine the capacity available to be shared [31]. The model created in this work uses the principles of the relevant regulation to design the virtual REC.

A number of studies including operational renewable energy communities have investigated the use of ESS within a REC to further improve the economic performance of centralised renewables. Trevisan et al. presented an optimised energy model considering PV solar and ESS to provide renewable power to a port REC, showing a decrease in energy bills of 28% compared with the business-as-usual case [32]. Bartolini et al. investigated how to size a mixed RES to fully self-consume all generation at a community level, as
well as meeting the heat energy needs, and showed that using hydrogen generation and storage is an economically viable alternative to battery systems [33]. Although less explored in the literature, there have also been studies focused on the environmental and emissions reductions possible with such a community-based system. Wang et al. proposed a community-based virtual power plant solution in Japan with PV and battery ESS with the ability to reduce carbon emissions by 16.26% [34].

Several different modelling and optimisation software tools have also emerged to assist in model-based design and assessment. An in-depth review by Cuesta et al. presented popular renewable energy modelling tools, including the ability to model different renewable assets and output different technical, economic, environmental, and social key performance indicators [35]. Software such as HOMER (version 3.16), TRNSYS (version 18), and MATLAB/Simulink (2022b) are most often used due to their ease of use and available documentation. However, they can be restrictive for some REC cases due to their proprietary nature. Creating the model in Python will provide the flexibility of an open-source platform and a scalable product suitable for deployment as a lightweight software or web applications.

A number of optimisation procedures have been addressed and utilised in the literature to determine the optimal design of hybrid RES and ESS. Most cases vary the design capacities to achieve one or more competing criteria such as economics, grid independence, and environmental impact. Niveditha and Rajan Singaravel consider a multi-objective design criteria for achieving near zero energy buildings (NZEB), using the functions of cost, loss of load probability (LLP), and total energy transfer (TET) to determine the best sizing arrangement for the PV-wind-battery storage system [36]. Zhang et al. presents a capacity configuration for both an on-grid and off-grid mixed renewable system with hydrogen and batteries [37]. The NSGA-II algorithm was used to determine the trade-off relationship between system cost, renewable curtailment, and loss of load probability (LLP), which can be considered analogous to grid independence for grid-connected configurations. Xu et al. considers the design of an off-grid PV-wind-hydrogen storage system using the multi-objective criteria of LCOE, LLP, and power abandonment rate (PAR). The pareto optimal solution produces an LCOE of 0.226 USD/kWh at acceptable LLP and PAR values [38]. Studying the emissions associated with the grid independence would more accurately determine the positive environmental impact, which was of particular focus in this work. Results from the literature also do not consider the implementation of such an optimization procedure for RECs, and the impact of trading arrangements between members. Other algorithms including multi-objective particle swarm optimisation (MOPSO) [39] and multi-objective evolutionary algorithm with decision-making (MOEA-DM) [40] have also been applied to ESS design; however, NSGA-II remains very popular and has proven robustness in energy flow optimisation problems [41].

2. Contribution

In this study, a techno-economic and carbon emissions assessment was conducted for a decentralised REC. The case study location was chosen as Formentera; a largely rural Balearic Island located in the Mediterranean Sea as illustrated in Figure 1. Emphasis is put on the isolated nature of the energy grid, which naturally increases the energy cost and embedded carbon of electricity usage, making it an ideal location for the study. A comparison of the base case scenario was used to compare the improvements made with the implementation of the REC.

The community has shared usage of PV solar and wind power to produce energy, and a hybrid battery and regenerative hydrogen fuel cell to store excess production. The combination of battery and hydrogen minimises the potential shortcomings of decentralised storage. A virtual trading scheme based on the EU decree-law 199/2021 for REC implementation was used to evaluate the energy shared between community members, without considering incentives or feed in tariffs. Through the implementation of key economic and
environmental parameters, the multi-objective optimisation determines the best design topology within the defined REC boundary conditions.

![Map of Formentera Island](image)

**Figure 1.** Formentera Island, highlighted in red, is located east of the Spanish mainland in the Mediterranean [42].

The multi-objective results reveal an inherent trade-off relationship between low-cost energy and the ability to decarbonise supply, and that this approaches a critical limit at both extremes of the pareto front. This work shows that across the pareto optimal sets, the hybridisation of energy storage provides a better overall performance than a battery-only or hydrogen-only case. Additional constraints can be applied to the objective domain to assist in design decision-making.

The implementation of the model in Python allows for the creation of a scalable product, which following digitisation trends in model-based design could provide a vital tool for communities and policymakers to determine the best method for assisting communities to reach net-zero emissions. To summarise, the novelty of this work is summarised as follows:

- The modelling of a hybridised battery and RHFC system for a remote renewable energy community application using real-world power consumption data from a rural island location;
- the use of multi-objective optimisation to evaluate the system pareto front based on economic and environmental performance;
- the inclusion of a virtual trading layer based on the latest RED(III) REC policies;
- the formulation of a scalable and modular renewable energy community modelling and simulation platform.

### 3. Materials and Methods

For the purposes of simplification, the simulation model was discretised into one hour time steps using kWh as the function unit for all energy flows within the system. The case study input assumptions including building load and meteorological datasets are defined first. The meteorological data at the chosen coordinate location were obtained from the National Aeronautics and Space Administration (NASA) Langley Research Center (LaRC) Prediction of Worldwide Energy Resource Project funded through the NASA Earth Science/Applied Science Program [43]. A combination of hourly and monthly energy consumption collected from the case study location was used to recreate typical annual load profiles for each of the seven buildings within the virtual REC. A selection of 24 industrial, commercial, and residential load profiles produced by Farhad et al. (2020) were used to augment the profiles where required [44].
3.1. Renewable Energy Community Implementation

It was assumed that the community members will have a shared capital investment in the generation and storage assets. PV solar and wind assets can either be installed in the low-voltage energy grid within the same secondary substation of the REC, or spread out between the members, installing in open areas such as rooftops. The stationary ESS consisting of both a lithium-ion battery and a RHFC was installed with the REC boundary conditions in accordance with the EU decree-law 199/2021, with the capacity to accept but also release energy to the physical energy grid. A simple diagram of the system architecture is shown in Figure 2.

![Renewable Energy Community System Architecture](image)

**Figure 2.** Renewable energy community system architecture. The community buildings grouped on the left are connected virtually to the distributed generation and storage assets, which are also able to export to the local power grid.

The control strategy consists of a load-following authority, but with additional considerations for the hybrid ESS. Since batteries have an improved performance as short-term storage, these are allowed to discharge first to cover the load of the REC. Once the battery depth-of-discharge (DOD) limit is reached, the hydrogen system is then activated to cover the remaining demand. During the charging phase, this control scheme occurs in reverse. By evaluating the excess energy available between the total REC consumption and production over each one-hour increment in line with decree-law 162/19 for community implementation in Italy, the total virtual energy flows between community members were derived. This case does not consider incentives to reduce financial strain and instead evaluates through a techno-economic assessment over a 20-year project period whether the hybrid system was able to provide net-positive economic and environmental performance over the business-as-usual case.

The electrical load profiles form the foundation of the assessment of economic and environmental improvements to the REC. The community consists of seven member buildings; a community centre, a small school, a large school, local government offices, and three typical residential units. For the community centre, two schools, and offices, sample daily load profiles, as well as the monthly average energy consumption, were collected directly from the test site. For the residential units, a combination of the annual heating, cooling, and appliances usage of 80.7 kWh/m² was used to evaluate the typical characteristics of a residence in Spain [45], where the buildings were assumed to be 50 m² in area. The monthly and yearly consumption was used to create a spline, over which the daily load profile was interpolated and repeated to create the one-year load profiles for each building. The total yearly consumption for each member is included in Table 1, with the monthly...
and daily load profiles shown in Figure 3. The three mixed homes have been combined to represent a mixed family building and to improve visibility within the analysis.

Figure 3. Building electrical energy service demand model based on the requirements of the renewable energy community. Figure 3b displays the average daily power demand curves of the different building types within the model.

Table 1. Total annual electrical consumption for each member of the renewable energy community.

<table>
<thead>
<tr>
<th>Building Type</th>
<th>Annual Consumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>Community centre</td>
<td>66,500</td>
</tr>
<tr>
<td>Elementary school</td>
<td>19,200</td>
</tr>
<tr>
<td>High school</td>
<td>46,200</td>
</tr>
<tr>
<td>Government offices</td>
<td>28,900</td>
</tr>
<tr>
<td>3× Residential units</td>
<td>12,000</td>
</tr>
</tbody>
</table>

3.2. Weather and Environment Data

The weather data were collected for the year 2022 at the coordinate location of the chosen REC case study site. The model requires accurate measurements of ambient temperature, wind speed, and global horizontal irradiance (GHI) solar conditions to evaluate the hour-by-hour power output of the renewable generation technologies. Figure 4 shows the hourly mean temperature and GHI for each month over one year. A higher GHI is observed in the summer period as expected in the northern hemisphere.

Figure 4. Temperature and solar conditions over a one-year period at the island location. The weather conditions are assumed to remain constant year-on-year through the lifetime of the system.
3.3. System Design and Characteristics

3.3.1. PV Solar Array Model

The Mediterranean region’s warm and dry climate promotes the use of PV solar systems to generate clean energy. For the purposes of the study, the solar array was assumed to be installed at 180° directly to the south, and at an optimal tilt angle of 38.7°. The power output of the solar panels \( P_{pv} \) was modelled using the following governing equation [46]:

\[
P_{pv} = C_{pv}d_f \left( \frac{G(t)_{module}}{G_{STC}} \right) [1 + \alpha_p(T_c - T_{c,STC})] \tag{1}
\]

where \( C_{pv} \) is the generation capacity (kW) of the solar installation under standard conditions, \( d_f \) is the derate factor, \( G(t)_{module} \) is the direct solar irradiance in \( \text{W/m}^2 \), \( G_{STC} \) is the direct solar irradiance under standard test conditions (1000 \( \text{W/m}^2 \)), \( \alpha_p \) is the thermal power coefficient (%/°C), and \( T_{c,STC} \) is the PV cell temperature under standard test conditions (25 °C). \( T_c \) is the PV cell temperature and is calculated by considering the measured nominal operating cell temperature (NOCT). NOCT is the cell measured temperature at a solar irradiance \( G_{NOCT} \) of 800 \( \text{W/m}^2 \), an ambient temperature \( T_{a,NOCT} \) of 20 °C, and a wind speed of 1 m/s [44]. This known thermal characteristic can then be used to adjust the cell temperature and find the corrected power output using the following equation [47]:

\[
T_c = T(t)_a + (T_{c,NOCT} - T_{a,NOCT})(\frac{G(t)_{module}}{G_{NOCT}})(\frac{1 - \eta_{mp}}{\tau a}) \tag{2}
\]

where \( T(t)_a \) is the ambient temperature at timestep \( t \) and \( \eta_{mp} \) is the cell efficiency. The constants \( \tau a \) can be assumed to be 0.9 for most cases. Since \( \eta_{mp} \) is not known, the efficiency under standard conditions \( \eta_{mp,STC} \) is substituted into the cell temperature equation above and the result yields the following:

\[
T_c = \frac{T(t)_a + (T_{c,NOCT} - T_{a,NOCT})(G(t)_{module}/G_{NOCT})(1 - (\eta_{mp,STC}(1 - \alpha_p T_{c,STC})/\tau a))}{(1 + (T_{c,NOCT} - T_{a,NOCT})(G(t)_{module}/G_{NOCT}))(\alpha_p \eta_{mp,STC})/\tau a}} \tag{3}
\]

The GHI input data need to be adjusted based on the local latitude \( \phi \) and module tilt \( \beta \) to find the module irradiance \( G(t, \text{module}) \) for the time of day and year. This is found with the following equations [48]:

\[
G(t)_{\text{module}} = \frac{G(t)_{\text{horizontal}} \sin(\alpha + \beta)}{\sin \alpha} \tag{4}
\]

\[
\alpha = 90° - \phi + \delta \tag{5}
\]

\[
\delta = 23.45° \cdot \sin[360/365(284 + d)] \tag{6}
\]

where \( G(t)_{\text{module}} \) is the module irradiance, \( G(t)_{\text{horizontal}} \) is the GHI data, \( \alpha \) is the elevation angle, and \( \delta \) is the declination angle which deviates from the earth’s tilt of 23.45° depending on the day of the year \( d \).

3.3.2. Wind Turbine Model

A generic dynamic wind turbine model was used to calculate the expected power output in the selected location using the following [49]:

\[
P(t) = \frac{1}{2} C_p \rho(t) A V^2(t)(\eta_m \cdot \eta_e) \tag{7}
\]

where \( C_p \) is the power coefficient, \( \rho(t) \) is the air density at the hub height, \( A \) is the selected swept area in \( \text{m}^2 \), \( V(t) \) is the wind speed in m/s at the time step \( t \), and \( \eta_m \) and \( \eta_e \) are the mechanical and electrical efficiencies. The wind speed is usually measured at a different
height compared to the hub height, $Z_{hub}$. Therefore, the model uses the logarithmic law to derive the hourly wind speed at the hub height as follows [49]:

$$V_{hub} = V_{anem} \frac{\ln(Z_{hub}/Z_0)}{\ln(Z_{anem}/Z_0)}$$

where $Z_0$ is the surface roughness length (m), $Z_{anem}$ is the anemometer height (m), $V_{hub}$ is the wind speed at the required hub height (m/s), and the $V_{anem}$ is the measured wind speed at the anemometer height (10 m for the dataset used). For simplicity, $C_p$ is evaluated by way of a 2D-look up table based on the four classes of wind turbines described in IEC 61400 standard [50]. The average wind speed and distribution was evaluated and the most appropriate characteristic was chosen from the four available classes ranked from low to high wind speeds [51]. The normalised power range for each class of “Offshore”, “IEC-1”, “IEC-2”, and “IEC-3” are shown in Figure 5a. The energy output over the course of one year can also be determined analytically by assessing the wind speed distribution. The Rayleigh distribution, shown in Figure 5b, has been overlaid to show that the wind speed distribution data follow this statistical law, which indicates that the normalised power curves will operate effectively for the model.

**Figure 5.** Wind model input assumptions are primarily a combination of standardised wind turbine power coefficients and the load wind speed data measured at 10 m above sea level.

### 3.3.3. Lithium Ion Battery Model

The battery model utilises a simplified version of the Shepard battery model [52], replacing internal and other resistive losses with a total charge $\eta_{charge}$ discharge $\eta_{discharge}$ efficiency for the hourly discharge case. The simplification allows for less information to be known about the chemistry and dynamics of the specific battery to perform calculations for the current capacity and state of charge (SOC). The battery system contains two parts: a charge model and a discharge model. The models take the power requirement from the battery and output the resulting SOC for the end of the timestep. These parts are defined as follows:

$$\text{SOC}(t+1)_{batt} = \frac{Q(t)_{batt} + \int P(t)_{batt} \eta_{charge} \cdot dt}{Q(t_0)_{batt}} \cdot 100 \quad \text{charging}$$

$$\text{SOC}(t+1)_{batt} = \frac{Q(t)_{batt} - \int P(t)_{batt} \eta_{discharge} \cdot dt}{Q(t_0)_{batt}} \cdot 100 \quad \text{discharging}$$

where $\text{SOC}_{t+1,batt}$ is the next timestep battery SOC, $Q_{t,batt}$ is the battery state of charge at timestep $t$, $Q_{t_0,batt}$ is the initial SOC, $P_{t,charge}$ is the average charge power draw, and $P_{t,discharge}$ is the discharge power draw. These outputs are subject to the minimum and
maximum SOC limits $\text{SOC}_{\text{min}}$ and $\text{SOC}_{\text{max}}$. The model includes degradation in the battery capacity linearly as a function of charge cycles, as shown below:

$$Q(l, t)_{\text{batt}} = Q(t_0)_{\text{batt}} - aI$$ (10)

where $Q(l, t)_{\text{batt}}$ is the dynamic capacity in kWh as a function of cycles the cycles $l$, and $a$ is the ageing factor (kWh/cycle).

3.3.4. Regenerative Hydrogen Fuel Cell

The RHFC model provides an alternative energy storage facility to the electrochemical battery. The model consists of a PEM fuel cell and PEM electrolyser capable of consuming and producing hydrogen, respectively. The system also considers a hydrogen storage module with its own rated capacity and efficiency. The overall equations are like that of the simplified battery model in that the electrolyser and fuel cell analogously represent the charge and discharge elements. The system can therefore be shown as the following:

$$\begin{align*}
Q(t + 1)_{\text{H}_2} &= Q(t)_{\text{H}_2} - \int P(t)_{\text{fc}}\eta_{\text{fc}}, dt & \text{Fuel cell} \\
Q(t + 1)_{\text{H}_2} &= Q(t)_{\text{H}_2} + \int P(t)_{\text{el}}\eta_{\text{el}}, dt & \text{Electrolyser}
\end{align*}$$ (11)

where $Q(t + 1)_{\text{H}_2}$ is the next timestep hydrogen energy stored (kWh), $Q(t)_{\text{H}_2}$ is the current timestep hydrogen energy stored (kWh) $P(t)_{\text{fc}}$ is the average fuel cell power production [kW] in the current one-hour timestep $t$, and $P(t)_{\text{el}}$ is the average electrolyser power consumption [kW]. $\eta_{\text{fc}}$ and $\eta_{\text{el}}$ are the average lifetime fuel cell and electrolyser efficiencies [%], respectively. Like the battery, these energy values are also subject to $Q_{\text{H}_2,\text{min}}$ and $Q_{\text{H}_2,\text{max}}$ limits.

3.3.5. Model Input Assumptions

Table 2 contains the necessary input assumptions for the energy models, including efficiencies and other system dynamics that determine the output power generated or stored. The PV panel characteristics are based on the Sunpower Maxeon panel series, while the wind turbine is an approximation of common small-scale turbine systems on the market. The roughness length assumption of 0.05 is defined as rural, farmland area with low crops and without many trees [53]. The hydrogen system efficiency values are based on industry knowledge gathered from leading European fuel cell and electrolyser manufacturers.

Table 2. Hybrid renewable energy system design input assumptions across the different included technologies.

<table>
<thead>
<tr>
<th>PV Solar</th>
<th>Wind turbine</th>
<th>Lithium battery</th>
<th>Regenerative hydrogen fuel cell</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel Power (W)</td>
<td>Hub Height (m)</td>
<td>Total Efficiency (%)</td>
<td>Fuel Cell Efficiency (%)</td>
</tr>
<tr>
<td>400</td>
<td>20</td>
<td>95</td>
<td>46</td>
</tr>
<tr>
<td>Panel Area (m²)</td>
<td>Roughness Height (m)</td>
<td>Maximum Cycles</td>
<td>Electrolyser Efficiency (%)</td>
</tr>
<tr>
<td>2</td>
<td>0.05</td>
<td>8000</td>
<td>68</td>
</tr>
<tr>
<td>Thermal Coefficient (%/°C)</td>
<td>Lifetime (years)</td>
<td>Maximum Age (years)</td>
<td>Lifetime (years)</td>
</tr>
<tr>
<td>−0.3</td>
<td>20</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>NOCT (°C)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>42</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lifetime (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3.4. Energy Management Strategy

The energy management strategy for the hybrid storage system is shown in Figure 6. When generation supply is available in excess of demand, the battery charges first, followed by the larger capacity hydrogen storage via the electrolyser. When the demand outgrows the supply, the battery discharges first, followed by the activation of the fuel cell. In practical terms, the battery is actually being charged by the fuel cell while active, as the fuel cell cannot module its output without incurring performance losses. The charge and discharge states are is shown in Figure 6.

Virtual trading was used to fairly satisfy the community members based on the shared energy available. The excess energy available is shared equally, satisfying each load in ascending order of magnitude. This means that it is more likely that a member’s electricity demand will be fully satisfied if smaller. It should be noted that this algorithm can be modified to suit any location-specific REC policy.

3.5. Economic and Environmental Indicators

A selection of three different system configurations: the best economic outcome, best environmental outcome, and a midpoint configuration between the two would be assessed in the model. It is important from a financial perspective to understand the investment requirements and expected returns for prospective REC members. The net present value (NPV) is commonly employed to determine economic feasibility, as well as the internal rate of return (IRR), simple return [%], payback period [years], and levelized cost of electricity (LCOE) for energy specific cases. Generally, if the NPV is positive compared to the base scenario, the investment is worthwhile [54].

\[
\text{NPV} = \sum_{n=1}^{N} \frac{C_{0&M,n} + C_{f,n}}{(1 + R)^n} - C_0
\]  

(12)

where \( C_{0&M, n} \) is the operation and maintenance cashflow for year \( n \), \( C_{f, n} \) is the fuel input cashflow, \( R \) is the discount rate, and \( C_0 \) is the initial capital investment. It was assumed that any grid consumption is included in \( C_{f, n} \) in units of EUR/year. The capital requirement and operating cashflows are summed for each generation and storage asset to solve for the system NPV. The IRR evaluates the rate of return if the NPV is set to zero, at which point the project breaks even.

\[
\text{NPV} = \sum_{n=1}^{N} \frac{C_n}{(1 + IRR)^n}
\]

(13)

Calculating the LCOE is beneficial when assessing the economic feasibility of different technologies. The LCOE was evaluated against the grid cost to assess the cost savings per unit of electricity which could be expected by the community members. LCOE is defined as the total cost or lifetime cost of the asset divided by the total electricity delivered to the consumer [55].

\[
\text{LCOE}(/\text{kWh}) = \frac{\sum_{n=1}^{N} C_{0,n} + C_{0&M,n} + C_{f,n}}{\sum_{n=1}^{N} E_n}
\]

(14)
where \( C_{0,n} \) is the capital cost of the asset, and \( E_n \) is the lifetime energy delivered. A range of different assessments exist for the economics of renewable assets, as it is highly dependent on the capital requirement, location, delivery and installation cost, and available labour among other factors. The resulting CAPEX, OPEX, and lifetime parameters are shown in Table 2. The costs include the balance of plant (BOP), such as DC-AC inverters and IoT control equipment. The project has an assumed discount rate \( R \) of 5% and an estimated inflation rate of 2% per year, as well as a year-one electricity grid unit cost of 0.30 EUR/kWh for each building. Where the asset lifetime is less than 20 years, the asset is retired and the cost of a new equivalent system was included in the NPV assessment in that given replacement year. This method assumes the BOP cost is relatively low.

The environmental impact was estimated through the global warming potential (GWP) of the assets, which when summed together and divided by the total energy delivered over the system lifetime derives the emissions intensity, measured in \( \text{extgCO}_2 \text{ext}/\text{kWh} \). The values are then compared with the grid emissions intensity for the island, for which the total decarbonisation potential was evaluated. The grid emissions were found using generation data gathered from the national TSO (Red Electrica de Espana) for the year 2021 and found to have an average of 325 gCO\(_2\)e/kWh.

The environmental impact was estimated through the global warming potential (GWP) of the assets, which when summed together and divided by the total energy delivered over the system lifetime derives the emissions intensity, measured in \( \text{extgCO}_2 \text{ext}/\text{kWh} \). The values are then compared with the grid emissions intensity for the island, for which the total decarbonisation potential was evaluated. The grid emissions were found using generation data gathered from the national TSO (Red Electrica de Espana) for the year 2021 and found to have an average of 325 gCO\(_2\)e/kWh.

\[
E_{I_{\text{total}}} = \frac{\sum_{j=1}^{m} (E_{I_j} \cdot E_j)}{\sum_{j=1}^{m} (E_j)}
\]

\( E_{I_j} \) is the emissions intensity and \( E_j \) is the energy output for \( m \) number of generators and energy storage systems. This calculation was performed for each timestep of the simulation to find the dynamic emissions value depending on the instantaneous energy mix of the REC. The emissions intensity found within the literature can vary due to the range of manufacturing techniques and factors considered when performing the life cycle assessment (LCA). For this reason, some values such as those used for the hydrogen system are taken as an educated estimation of the emissions impact based on a variety of sources. The GWP embedded during manufacturing and installation for the assets and technology costs are shown in Table 3.

### Table 3. Hybrid renewable energy system economic and climate impact assumptions for the different modelled technologies.

<table>
<thead>
<tr>
<th>Technology</th>
<th>CAPEX</th>
<th>OPEX</th>
<th>Lifetime</th>
<th>Emissions Embedded</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV Solar Array</td>
<td>2500 EUR/kW</td>
<td>30 EUR/kW/year</td>
<td>20 years</td>
<td>1826 kgCO(_2)e/kW</td>
</tr>
<tr>
<td>Wind Turbine</td>
<td>2850 EUR/kW</td>
<td>32 EUR/kW/year</td>
<td>20 years</td>
<td>520 kgCO(_2)e/kW</td>
</tr>
<tr>
<td>Lithium-Ion LFP</td>
<td>328 EUR/kWh</td>
<td>5 EUR/kWh/year 5</td>
<td>10 years or 8000 cycles</td>
<td>254 kgCO(_2)e/kWh</td>
</tr>
<tr>
<td>PEM Fuel Cell</td>
<td>1200 EUR/kW</td>
<td>13 EUR/kWh/year</td>
<td>20 years</td>
<td>73.3 kgCO(_2)e/kWh</td>
</tr>
<tr>
<td>AEM</td>
<td>1500 EUR/kW</td>
<td>14 EUR/kWh/year</td>
<td>20 years or 35,000 h</td>
<td>239 kgCO(_2)e/kWh</td>
</tr>
<tr>
<td>Hydrogen Storage Vessel</td>
<td>30 EUR/kWh</td>
<td>-</td>
<td>20+ years</td>
<td>5.1 kgCO(_2)e/kWh</td>
</tr>
</tbody>
</table>

### 3.6. Multi-Objective Optimisation Procedure

Designing and configuring the optimal system sizing for a hybrid decentralized energy system is a complex process. There are a number of non-linear phenomena being simulated, as well as many potential design objectives and constraints. The chosen objective functions considering both cost and carbon reduction are the NPV and the equivalent GWP. The objective functions rely on varying the capacities of the PV solar, wind, battery, and RHFC installations at the site.
The NSGA-II uses a heuristic evolutionary learning algorithm with a population of potential design solutions within the defined constraints. It then ranks the population based on a non-dominated sorting, producing a pareto front of optimal solutions by minimizing both objective functions [36]. Each individual in the population was determined based on the simulation of the model of a one-year period and evaluating the two objectives. The best-performing individuals are passed to the next generation, whereas a combination of mutations and created offspring (crossover) determines the remaining individuals. NSGA-II provides several advantages including the use of elitism and reduced computational complexity [67]. The solving process for NSGA-II implementation is shown in Figure 7. The algorithm also requires inputs, including the population size, number of offspring, stopping conditions, and variable constraints, as shown in Table 4. The lower limit for all system assets was set to zero, while the upper limit was set to 200 kW in line with the adopted REC regulation for this study. The pymoo module created and maintained by Blank et al. [68] was used to implement the NSGA-II algorithm in Python.

Figure 7. Hybrid energy system model approach with multi-objective optimisation algorithm NSGA-II solving process.
Table 4. Initialisation parameters and constraints of the NSGA-II optimisation algorithm.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population Size</td>
<td>72</td>
</tr>
<tr>
<td>No. of Offspring</td>
<td>24</td>
</tr>
<tr>
<td>Max No. of Generations</td>
<td>400</td>
</tr>
<tr>
<td>Lower Bounds (all assets)</td>
<td>0 kW/kWh</td>
</tr>
<tr>
<td>Upper Bounds (all assets)</td>
<td>200 kW/kWh</td>
</tr>
</tbody>
</table>

The input parameters were set into the simulation model with the selected objective functions and run within the NSGA-II algorithm. The optimisation ran to the maximum allowed generations before terminating. Due to the bound nature of the problem, the component capacity variables start as a random distribution, from which the non-dominated solutions on the pareto front are derived. Well-performing individuals are moved forward to the next generation, as well as a selection of offspring and individuals that have experienced random mutation. As the generations progress, the population steadily converges on a large set of non-dominated solutions that align with the pareto front between the best system economics and decarbonisation performance, denoted by the objective functions of cost savings and emissions intensity. The graph in Figure 8 shows the convergence of the objective function products during the progression through the first 200 generations of the hybrid system optimisation, which will converge towards a single value.

Figure 8. Convergence of the optimisation pareto front as shown by an aggregated scalar objective function minimising towards a single value.

4. Results and Discussion
4.1. Optimisation Results of the Hybrid Energy Generation and Storage Renewable Energy Community

The primary case studied was the hybrid architecture consisting of both a lithium battery and an RHFC. Within the resulting pareto front in Figure 9a, each point on the graph represents a different combination of design capacities ranging from the configuration able to achieve the highest economic returns to the system able to deliver the lowest net carbon output. The lifetime cost savings potential ranges from approximately EUR 130k to EUR 186k, while the emission intensity ranges from 82 to 140 gCO₂e/kWh. It is interesting to note that the savings do not start at zero, implying that below EUR 130k returns, the
configuration was able to increase in economic performance as well as decarbonisation before reaching an inflection point. At this point, it is clear that the net savings were able to continue increasing, while the net emissions reached its minimum and began to climb again. At the other end of the front, the gradient began to increase as both the returns increase but also the emissions intensity. This continued up to the point where the system can no longer provide additional savings without an exponential increase in embedded emissions and therefore environmental impact.

![Pareto front in objective space](image)

**Figure 9.** Key outputs from the multi-objective optimisation process, indicating relationship between cost reduction and climate impact of the system design.

The resulting pareto front presents several crucial outcomes and challenges for providing a low cost and net-zero energy system. Firstly, an inherent trade-off relationship was observed between the ability to decarbonise and ensure net profitability. Secondly, the REC architecture, within the context and constraints of the study, can reduce carbon emissions by over 75% compared to local grid usage. However, this is a hard limit due to the capacity factors of the components and the embedded carbon within the system during manufacturing. Additionally, trying to decrease the carbon emissions further only incurs a financial penalty, which would be hard to incentivise to the REC members.

The graph in Figure 9b displays the capacities of PV solar, wind power, battery, fuel cell, and electrolyser systems with the final population arranged by the two objective functions. The best economic outcome is on the left, while the best environmental outcome is on the right. It can be observed that all systems generally tend towards an increase in capacity as the emissions improve. This is most likely because a larger total off-grid capacity has a higher self-consumption rate, and therefore is relying less on the grid which has a high emissions intensity of 325 gCO$_2$/kWh. The REC was consequently able to reduce emissions to a greater extent. This, of course, negatively impacts the economics of the REC as more capital has to be invested into a more substantial design. It appears from the graph that the wind power, as well as the fuel cell and electrolyser make up the RHFC are most sensitive to changes in the objective functions. The following section explores the chosen optimal design, and details why the capacities affect the objective functions in this way.

4.2. Best Hybrid System Design for the Renewable Energy Community

The pareto front provides a range of potential non-dominated solutions in which neither objective function is favoured over the other. There are several methods that can be used to choose a nominally 'best' system from the population to perform further analysis. Based on the research conducted by Wang and Rangaiah [69], it was chosen to use simple additive weighting (SAW). SAW normalises both objective function values, where zero is
the worst possible result and one is the most improved. The values are then summed for each member of the population to find the best overall solution.

\[
F_{ij} = \frac{f_{ij}}{f_{\text{max}}} \quad \text{for a maximisation criterion, where } f_{\text{max}} = \max_{i \in m} f_{ij}
\]

\[
F_{ij} = \frac{f_{ij}}{f_{\text{min}}} \quad \text{for a maximisation criterion, where } f_{\text{min}} = \min_{i \in m} f_{ij}
\]

(16)

\[
A_i = \sum_{j=1}^{n} F_{ij}
\]

(17)

\(F_{ij}\) is the normalised set of objective functions \(j\) for the pareto population \(i\) and \(f_{ij}\) is the initial set. \(f_{\text{max}}\) and \(f_{\text{min}}\) are the maximum and minimum criteria of the set, respectively. \(A_i\) then provides the best set of design variables to use in the hybrid REC, given in Table 5.

The system was then simulated to perform analysis of all performance indicators.

<table>
<thead>
<tr>
<th>REC Asset</th>
<th>Optimal Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV Solar</td>
<td>71 kW</td>
</tr>
<tr>
<td>Wind Turbine(s)</td>
<td>32 kW</td>
</tr>
<tr>
<td>Lithium Battery</td>
<td>14 kWh</td>
</tr>
<tr>
<td>PEM Fuel Cell</td>
<td>20 kW</td>
</tr>
<tr>
<td>AEM Electrolyser</td>
<td>18 kW</td>
</tr>
</tbody>
</table>

Table 5. Optimal installed capacities of the energy system assets.

Figure 10 contains two one-week sample periods obtained from the simulation, displaying the balance of each asset and their contribution to balancing the total REC load. Typical summer and winter periods are used to observe the seasonal variation in the system response. The REC load was higher on average during the summer period, leading to increased reliance and leading the energy grid to fill gaps in the consumption requirement when the ESS was unavailable. The winter period, by contrast, was able to satisfy the load requirement with the exception of some short periods. This shows that although the REC can operate largely off-grid, it is still beneficial from both an economic and emissions perspective to remain grid-connected from the short period when the REC generation and hybrid storage cannot fully balance the consumption. The hydrogen system requires a maximum storage of 1835k, which was evaluated from the simulation as the storage required to avoid any state-of-charge limits. The value therefore is a worst-case scenario for the system, as it is likely that a smaller storage would be chosen in accordance with the installation space available within the REC. Given the lower heating value (LHV) of hydrogen and the average fuel cell efficiency of 46%, the system would require approximately 14 Nm\(^2\) of hydrogen stored at 35bar to supply the required quantity of a one-year period.

Table 6 below shows a full breakdown of the economic and environmental performance of each grouped asset. The solar array was able to deliver the most energy to the REC due to the high capacity of 71 kW, but also the higher solar potential on the island of Formentera of 4.7 kWh/m\(^2\), compared to London, UK, of 2.9 kWh/m\(^2\). Energy generated from wind provides the next greatest portion of over 24%, the benefit of which is that energy is generated during the night period as well as the day to charge the battery and a steady quantity of hydrogen. The battery itself was relatively small compared to the other components at 14 kWh and responds only when the energy generated is no longer available in excess of supply. The fuel cell and electrolyser were sized at 20 kW and 18 kW, respectively. It is interesting to note that the electrolyser was smaller in power input capacity than the fuel cell, even though the efficiencies would dictate the fuel cell would need approximately half the rated power of the electrolyser to achieve the same capacity factor. The increased generation from wind power over more of the simulation may allow the electrolyser to run for longer periods and make up the fuel cell’s lower efficiency.
the REC due to the high capacity of 71 kW, but also the higher solar potential on Formentera of 4.7 kWh/m², compared to London, UK, of 2.9 kWh/m². Energy generated from wind provides the next greatest portion of over 24%, the benefit of which is that energy is generated during the night period as well as the day to charge the battery and a steady quantity of hydrogen. The battery itself was relatively small compared to the other components at 14 kWh and responds only when the energy generated is no longer available in excess of supply. The fuel cell and electrolyser were sized at 20 kW and 18 kW, respectively. It is interesting to note that the electrolyser was smaller in power input capacity than the fuel cell, even though the efficiencies would dictate the fuel cell would need approximately half the rated power of the electrolyser to achieve the same capacity factor. The increased generation from wind power over more of the simulation may allow the electrolyser to run for longer periods and make up the fuel cell’s lower efficiency.

4.2.1. Techno-Economic Assessment

It is important to analyse each component on an individual basis to fully understand their contribution to the economic and emissions performance within the system. This would not only help to confirm the results seen in the pareto optimality, but also from a practical perspective assist a potential system designer to identify the most important assets, any particularly sensitive parameters, and assess the risks associated with each.

The solar array has the largest capital and operational costs compared with the wind power alternative due to the higher unit costs per kW. Despite this, the PV solar was able to achieve a greater capacity factor, which is the measure of energy output as a ratio of the total potential output of the same period. PV solar is naturally limited by the hours of solar available, while wind power is limited by the average wind speed and distribution.

Table 6. The economic and environmental performance of the different REC assets in the optimal design configuration.

<table>
<thead>
<tr>
<th>Technology Asset</th>
<th>Energy-Delivered (kWh)</th>
<th>Capacity-Factor (%)</th>
<th>CAPEX (EUR)</th>
<th>OPEX (EUR/year)</th>
<th>LCOE (EUR/kWh)</th>
<th>Emissions (gCO₂/kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV Solar [71 kW]</td>
<td>141,184</td>
<td>19</td>
<td>177,500</td>
<td>2130</td>
<td>0.07</td>
<td>40.7</td>
</tr>
<tr>
<td>Wind Turbine(s) [32 kW]</td>
<td>60,517</td>
<td>22</td>
<td>91,200</td>
<td>1024</td>
<td>0.09</td>
<td>15.9</td>
</tr>
<tr>
<td>Lithium Battery [14 kWh]</td>
<td>4910</td>
<td>8</td>
<td>5446</td>
<td>308</td>
<td>0.08</td>
<td>72.4</td>
</tr>
<tr>
<td>Hydrogen System [1836 kWh]</td>
<td>26,360</td>
<td>15</td>
<td>106,000</td>
<td>570</td>
<td>0.17</td>
<td>18.6</td>
</tr>
</tbody>
</table>

Figure 10. Energy generation hour-by-hour breakdown by source. Example shown includes typical summer and winter weeks.
The higher capacity is the main mechanism which produced a lower LCOE for the PV solar of 0.07 €/kWh compared with wind power’s 0.09 €/kWh, despite the higher CAPEX and OPEX costs. This result also implies that although wind power is possible on with the REC, it may be beneficial from a to study a PV solar generation only option due to the potential impracticalities of local wind turbines. The inverse was then observed for the environmental impact, in that the PV solar has considerably higher embedded emissions of 40.7 gCO₂e/kWh compared with the 15.9 gCO₂e/kWh expected from equivalent wind energy. These results show a good agreement with the reported embedded emissions from the IPCC AR5 report [70] of 45 gCO₂e/kWh and 13 gCO₂e/kWh for solar and wind, respectively.

At EUR 106k, the RHFC CAPEX was a factor of twenty higher than the battery. This trend carries over into the LCOE results, where an approximate doubling of the levelized cost was observed for the hydrogen system compared with lithium batteries. These outcomes are in line with similar hydrogen system results found in the literature [55,71]. It is widely known that hydrogen technology is a less financially viable alternative for many applications, so this result was somewhat expected. This could change in the near future as the costs of hydrogen technology reduce.

The emissions output from the battery per kWh delivery was far higher than the hydrogen solution at 72.4 and 18.6 gCO₂e/kWh, respectively. The trend is also supported by the population variables in Figure 9b, in which it is noted that as the hydrogen assets increased in capacity, the emissions result improved, while the net savings deteriorated.

Figure 11 contains the present value curve of the grid-only case, that is when electricity cost is paid to the utility company over the project period. The curve starts at zero as there is no capital cost associated with grid usage, but the operational cost per year is high. By contrast, the modelled REC requires an initial investment of EUR 380k. However, the lower year-on-year cost means that the system can pay off the investment cost, described as the payback term, in 9 years. The project ends with a final total savings of EUR 178k when the inflation and discounts rates of 2% and 5%, respectively, are considered. The result produces an IRR of 10.9%, year’s returns of 9.6%, and an average system LCOE of 0.16 €/kWh. This assessment was based on the cost of equipment and installation since 2020.

![Figure 11. The present value over the project period. The system was primarily compared with a 'business-as-usage' grid-only scenario.](image_url)

Considering the historical and currently observed trends in renewable generation and storage equipment cost, it is projected that by 2030 and beyond there will continue to be a substantial decrease in the financial requirements for this type of system. The results shown here are therefore towards the upper bounds in terms of uncertainty about the future cost of an REC implementation.
4.2.2. REC Members’ Net Savings and Environmental Impacts

The model not only provides a global view of the potential impact of an REC configuration but is also able to analyse the reduction in cost and emissions on a per load basis. There were seven discretised loads within the model, with each being able to mutually accept and trade energy with the decentralised assets. Table 7 below shows the average LCOE and emissions intensity for each building and the percentage decrease in emissions. The REC provided a considerable degree of self-consumption, ranging from 91.1% for the largest load to over 98% for the smallest. In terms of the impact on the energy cost, the new LCOE ranged between 0.16 and 0.17 EUR/kWh compared to 0.30 EUR/kWh for grid-only. The decarbonisation of energy usage was also seen to be in the range of 75–77% in the first year of installation.

**Table 7.** Quantity of energy delivered to the REC compared with the quantity of energy delivered from the grid.

<table>
<thead>
<tr>
<th>REC Member</th>
<th>REC Delivered (kWh)</th>
<th>Grid Delivered (kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Community centre</td>
<td>61,078</td>
<td>5461</td>
</tr>
<tr>
<td>Elementary school</td>
<td>18,807</td>
<td>348</td>
</tr>
<tr>
<td>High school</td>
<td>44,743</td>
<td>1437</td>
</tr>
<tr>
<td>Council offices</td>
<td>28,244</td>
<td>683</td>
</tr>
<tr>
<td>Residential units</td>
<td>11,975</td>
<td>514</td>
</tr>
</tbody>
</table>

4.3. Best Case and Extremes Comparison

During the study, it was vital to understand not only the characteristics of the system at the ‘best’ pareto result, but also the performance at the extremes of the multi-objective optimisation. The result gives an indication as to how sensitive the result was to changing parameters. Table 8 contains the results of the three chosen REC configurations in terms of hybrid generation and storage capacities.

**Table 8.** Comparison REC configurations for extreme cases for net savings and decarbonisation potential compared with the chosen nominal case.

<table>
<thead>
<tr>
<th>REC Delivered (kWh)</th>
<th>151,493</th>
<th>156,536</th>
<th>158,823</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-Consumption (%)</td>
<td>91.0</td>
<td>94.5</td>
<td>96.2</td>
</tr>
<tr>
<td>LCOE (EUR/kWh)</td>
<td>0.15</td>
<td>0.16</td>
<td>0.19</td>
</tr>
<tr>
<td>Net Savings (EUR)</td>
<td>187,080</td>
<td>178,229</td>
<td>139,647</td>
</tr>
<tr>
<td>Savings (%)</td>
<td>51</td>
<td>47</td>
<td>36</td>
</tr>
<tr>
<td>IRR (%)</td>
<td>12.6</td>
<td>10.9</td>
<td>7.1</td>
</tr>
<tr>
<td>Simple Payback (%)</td>
<td>10.1</td>
<td>9.6</td>
<td>8.0</td>
</tr>
<tr>
<td>Payback Term (years)</td>
<td>8.3</td>
<td>9.0</td>
<td>11.5</td>
</tr>
<tr>
<td>Emissions (gCO2e/kwh)</td>
<td>79</td>
<td>69</td>
<td>61</td>
</tr>
<tr>
<td>Decarbonisation (%)</td>
<td>75.6</td>
<td>78.8</td>
<td>81.2</td>
</tr>
</tbody>
</table>

4.4. Pareto Front Comparison of Energy Storage System Technologies

The hybrid ESS comprised of a lithium battery and RHFC system produces differing performance outcomes based on the relative capacities of the technologies. Therefore, a comparison of the multi-objective optimisation for the same REC set-up with an additional battery-only ESS and RHFC-only ESS are required to ensure that the hybrid design was able to provide the best performance in terms of environmental impact and cost savings for the REC members. Figure 12 compares these pareto fronts, from which the combination of the technologies was able to produce a significant improvement over the technologies working independently. This was likely due to the fact that the battery is better at providing a short-term response but suffers from increased degradation if used frequently for charge and
discharge, and similarly the hydrogen system requires a high capital cost and is best suited to the long-term storage of grid energy. The battery alone also has increased embedded carbon, which limited its ability to decarbonise. The hydrogen-only system suffered from the limitation that the electrolyser only runs at rated power, limiting flexibility.

![Objective Space Comparing Different ESS Options](image)

**Figure 12.** The present value over project period compared with the ‘business-as-usual’ grid-only scenario.

Table 9 below summarises a range of LCOE results from the literature with similar smart grid and renewable energy architectures, incorporating hydrogen storage where available. It should be noted that specific parameters such as renewable resource availability, local technology costs, and system sizing may induce uncertainty in the resulting total system LCOE. For example, locations with a higher solar potential are naturally able to achieve a lower PV solar LCOE, and conversely, remote areas with high delivery and installation costs would experience higher project costs. The resulting average is 0.13 EUR/kWh, which is in good agreement with the central economic and environmental trade-off case produced in this work.

**Table 9.** Comparison of the levelized cost of electricity results of similar hybrid hydrogen smart grid systems within the literature.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Smart Grid Architecture</th>
<th>Assets</th>
<th>Location</th>
<th>Scale</th>
<th>LCOE (EUR/kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>This work</td>
<td>Energy community</td>
<td>Solar, wind, battery/RHFC</td>
<td>Formentera, Spain</td>
<td>&lt;100 kW</td>
<td>0.15</td>
</tr>
<tr>
<td>[55]</td>
<td>DC microgrid</td>
<td>Solar, battery/RHFC</td>
<td>Sub-Saharan</td>
<td>&lt;100 kW</td>
<td>0.16</td>
</tr>
<tr>
<td>[72]</td>
<td>AC microgrid</td>
<td>Solar/wind, genset/RHFC</td>
<td>Morocco</td>
<td>&lt;1 MW</td>
<td>0.07</td>
</tr>
<tr>
<td>[73]</td>
<td>AC microgrid</td>
<td>Solar/wind, hydrogen</td>
<td>India</td>
<td>&lt;1 MW</td>
<td>0.08</td>
</tr>
<tr>
<td>[74]</td>
<td>Energy community</td>
<td>Solar/wind, battery/RHFC</td>
<td>Ghana</td>
<td>&lt;100 kW</td>
<td>0.26</td>
</tr>
<tr>
<td>[75]</td>
<td>Energy community</td>
<td>Solar/wind, hydrogen</td>
<td>Canada</td>
<td>&gt;1 MW</td>
<td>0.08</td>
</tr>
</tbody>
</table>

5. Conclusions

This work presents a novel decentralised hybrid generation and ESS implementing both battery and hydrogen technology for use in a geographically isolated rural renewable energy community. A review of the existing state of the art was presented and highlighted the gaps in knowledge for such a system, particularly when considering both economic
feasibility and a dynamic calculation of the environmental impact. This discussion comes at an interesting time for Europe and around the world as policymakers work to facilitate the potential benefits of aggregating decentralised renewables, one such method being the REC. The steady cost reduction in PV solar and wind power as seen over the past years has also accelerated growth in the decentralised energy sector. The rise of cost-effective hydrogen technology is set to make a considerable impact on how energy is stored and transported as a vector.

The results from this study show that there is an inherent trade-off relationship between cost reduction and the ability to decarbonise the energy system. By using a model built in Python, several different economic and environmental scenarios can be assessed. The implementation of a multi-objective algorithm gives potential system designers and policymakers a range of possible solutions. In this case, the optimal design results in an LCOE of 0.15W EUR/kWh, a project IRR of 10.8%, and an ROI of 9 years. Greenhouse gas emissions were reduced by 72% in the first year of installation to 69 gCO₂e/kWh.

In further studies, emphasis should be placed on performing a sensitivity analysis and understanding where uncertainty may arise in the energy model. In particular, varying the component input assumptions such as capital cost and embedded emissions in line with reported ranges from the literature would further account for future uncertainty in performance. Additionally, further improvements to the system sizing optimisation method, including additional objective functions such as the loss of load probability from the literature, quantifying social impacts, and applying local space constraints would capture other potential strengths and weaknesses of the hybrid storage technology. Finally, research into the implementation of REC architectures in other locations around the world beyond the case study in this work would not only provide additional validation but also give a global perspective of how effective an REC could be in keeping energy costs stable and curbing the impacts of climate change.
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CAPEX Capital Expenditure
DOD Depth of Discharge
ESS Energy Storage System
GA Genetic Algorithm
GHI Global Horizontal Irradiance
GWP Global Warming Potential
IEC International Electrotechnical Commission
IRR Internal Rate of Return
LCOE Levelised Cost of Electricity
NPV Net Present Value
NSGA Non-dominated Sorting Genetic Algorithm
OPEX Operational Expenditure
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