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Abstract— This study presents a grey-box recursive identi-
fication technique to estimate key parameters in a mineral
flotation process across two scenarios. The method is applied
to a nonlinear physics-based dynamic model validated at a
laboratory scale, allowing real-time updates of two model
parameters, n and C, in response to changing conditions.
The proposed approach effectively adapts to process variability
and allows for continuous adjustments based on operational
fluctuations, resulting in a significantly improved estimation of
concentrate grade – one key performance indicator. In Scenario
1, parameters n and C achieved fit metrics of 97.99 and 96.86,
respectively, with concentrate grade estimations improving from
75.1 to 98.69 using recursive identification. In Scenario 2, the
fit metrics for n and C were 96.27 and 95.48, respectively,
with the concentrate grade estimations increasing from 96.27 to
99.45 with recursive identification. The results demonstrate the
effectiveness of the proposed grey-box recursive identification
method in accurately estimating parameters and predicting
concentrate grade in a mineral flotation process.

Index Terms— Froth flotation, Grey-box identification, Min-
eral Processing, Online Parameter Estimation.

I. INTRODUCTION

Control theory offers an extensive framework for the de-
sign of optimal controllers for linear and nonlinear systems.
Techniques such as model predictive control (MPC) use a
dynamic process model to predict future plant responses
and optimize control signals accordingly. In practical appli-
cations, certain system parameter values are unknown, and
control laws are often determined based solely on available
model information. Since model inaccuracies can result in
deviations from the optimal solution, parameter estimation in
complex dynamical models becomes crucial across various
engineering domains [1], including mineral processing.

Mineral flotation process is crucial in extracting valu-
able minerals from impurities. Modeling mineral flotation
presents additional complexities due to its multiphase nature,
in which solid (mineral), liquid (water) and gas (air) com-
ponents are involved. A recent dynamic model incorporating
froth physics was developed and validated at laboratory scale
[2], [3]. This new model was implemented in an economic
MPC strategy [4], but assumes constant model parameters
despite their likely changes under disturbances or varying
operating conditions. Accurate identification of unknown
parameters in complex dynamical models is essential for
effective control strategies and optimizing key performance
indicators such as mineral recovery and concentrate grade.

R. González is with the Department of Mechanical Engineering, Eind-
hoven University of Technology, The Netherlands. P. Quintanilla is with the
Department of Chemical Engineering, Brunel University London, UK. E-
mails: r.a.gonzalez@tue.nl; paulina.quintanilla@brunel.ac.uk. (R. González
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A data-driven approach to deal with the time-varying na-
ture of the dynamic model consists of continuously updating
the model parameters as more data is collected. In this regard,
the field of recursive identification [5] deals with the problem
of designing computationally efficient parameter estimation
methods that can track the evolution of a system in real
time. These methods have been successfully deployed to
estimate a diverse range of physical processes, including
electromechanical [6], hydraulic [7], and rainfall forecast-
ing models [8]. Mineral flotation is typically described by
continuous-time nonlinear dynamics derived through first
principles modeling. Since the parameters to be estimated
using data represent phenomena that are deeply intertwined
with the physically-revelant variables, a grey-box modeling
philosophy must be adopted [9].

The main contribution of this work is the application
of a recursive algorithm for the online estimation of two
key parameters in a nonlinear dynamic mineral flotation
model [2]. This approach allows adaptation to changing
process conditions without manual re-calibration, providing
flexibility in responding to varying operational conditions
and holding potential for future research in improving froth
flotation predictive control.

In the following sections, we will cover the description
of the froth flotation process (Section II), the outline of
the model equations (Section III), the derivation and im-
plementation aspects of the proposed recursive identification
method (Section IV), the presentation of the results of this
methodology in the froth flotation model (Section V), and
the conclusion of this work (Section VI).

II. PROCESS DESCRIPTION

Mineral flotation is a process that involves mixing chem-
icals and air into stirred cells to modify the surface prop-
erties of mineral particles, making them water-repellent and
causing them to attach to air bubbles. The resulting mixture
generates a froth at the cell’s surface that overflows as a
mineral-rich concentrate. The unattached particles remain in
the tank in the pulp phase, and leave from the bottom of
the tank as tails. Figure 1 illustrates a mineral flotation cell
and its standard instrumentation. In terms of process control,
the air flow rate (Qair) and the tails flow rate (Qtails) are
manipulated variables. The tails flow rate is used to regulate
the height of the pulp (hp), which is monitored by a level
sensor (LI-2). The feed flow rate (Qfeed) is considered a
measurable disturbance coming from upstream processes.
The sensor BV-1 is a Bubble Viewer that uses image analysis
to calculate the bubble size distribution within the pulp [10].



Fig. 1. Simplified P&ID of a froth flotation cell (adapted from [4]) and
the froth flotation phases (froth, interface and pulp). The inlet flow rates,
feed (Qfeed) and air (Qair), and outlet flow rates, concentrate (Qconc)
and tails (Qtails) are also indicated. The controlled variable is pulp height
(hp), which is controlled by manipulating the tails flow rate.

III. MODEL OUTLINE

In this study, we consider a novel dynamic model that in-
corporates the froth physics [2], [3], a key driver of flotation
performance. The application of this dynamic model in an
economic MPC strategy was discussed in [4]. However, this
approach assumed constant model parameters, which may
not accurately capture the changes caused by disturbances
and varying operating conditions. To address these modeling
limitations, a grey-box recursive identification method is
proposed in this paper.

The model is a nonlinear Differential and Algebraic Equa-
tion (DAE) system with 2 + I + K ordinary differential
equations, where I is the number of mineralogical classes
and K is the number of bubble size classes. In this study,
we assumed K = 5 and I = 2, corresponding to chalcopyrite
(valuable mineral, i = 1) and quartz (waste rock, i = 2). Key
elements of the dynamic model are provided in this section.

The mass conservation for the mineralogical class i is
described by (1):

dmi

dt
= mi,feed −mi,tails −mi,TF −mi,ent. (1)

The rate of change of mass for the mineralogical class i,
dmi/dt, is determined by considering the particles entering
into the flotation cell from the feed (mi,feed), as well as
their distribution in the tails (mi,tails) and concentrate (mi,TF

and mi,ent). Specifically, mi,TF represents the mass flow of

particles belonging to mineralogical class i that are present
in the concentrate due to true flotation, while mi,ent denotes
those particles entrained in the concentrate. Substituting
each term on the RHS of (1) with mi,feed = Ci,fQfeed,
mi,tails = Ci,tailsQtails, mi,TF = VcellPiSbRf,iCtails,i,
and ment,i = QconcRent,iCtails,i from Eqs. (10), (11), (51),
and (56) in [2], respectively, we obtain:

dmi

dt
=Ci,fQfeed −

mi

Vpulp
Qtails −VcellPiSbRf,iCtails,i

−QconcRent,iCtails,i, (2)

where the inputs are the feed grade Ci,feed, the feed flow
rate Qfeed, and the concentrate flow rate Qconc. The flotation
cell volume Vcell and the floatability factor Pi of each
mineralogical class are assumed fixed and known. The tails
flow rate Qtails is assumed to be a manipulated variable via
a Proportional-Integral (PI) controller [4] to tackle an error
e = hp −hSP

p , where hp is pulp height (see (4)) and hSP
p is

its setpoint. The PI controller is formulated as:

dQtails

dt
= kp

dhp

dt
− kp

τi
e, (3)

where kp and τi are the proportional and integral parameters.
The dynamic evolution of pulp height is given by [4]:

dhp

dt
= v∗g − vtotalgas,out, (4)

where vtotalgas,out is the gas velocity out of the pulp phase (Eq.
(33) in [2]), and v∗g is the interfacial gas velocity, defined as:

v∗g =
Qfeed −Qtails −Qconc +Qair

Acell
, (5)

where the input signal Qair is the air flow rate, and Acell

is the cross-sectional area of the flotation cell, which is
constant and assumed to be known. Considering that Vpulp =

h0Acell + Vgas, Vgas =
∑K

k=1 ε
k
0/(1 − εk0)h0Acell, and

Sb = 6v∗g/dbint
[2], we obtain:

dmi

dt
=Ci,fQfeed −

(
mi

h0Acell

(
1 +

∑K
k=1

εk0
1−εk0

)
)

×
(
Qtails +VcellPi

6v∗g
dbint

Rf,i +QconcRent,i

)
, (6)

where dbint is the interfacial bubble size (Eq. (38) in [2]),
and it is described by means of pulp bubble size (input) and
vtotalgas,out (Eq. (32) in [2]). The term h0 refers to the gas-free
pulp level and it is described by:

h0 =

(
1−

K∑
k=1

εk0

)
hp. (7)

The term εk0 is the gas holdup in the pulp phase for the bubble
size class k. If we denote the proportion of the bubble size



class k as Ψk, and define εtotal0 =
∑K

k=1 ε
k
0 , the dynamics

associated with εk0 obey

dεk0
dt

=
1 + εtotal0

Acellhp

(
QairΨ

k −Acellv
k
gas,out

εk0
1 + εtotal0

− (Qfeed −Qtails −Qconc)ε
k
0

)
for k = 1, . . . ,K. (8)

A critical aspect of improving the flotation process and
mineral recovery rates is understanding the froth’s behavior,
such as its stability and the interactions between bubbles
and particles. A key metric of froth stability is air recovery,
which correlates closely with the efficiency of the flotation
process [11]. Air recovery is calculated in real-time using a
digital camera to capture the speed of the froth overflowing
the cell top (vf ), a level sensor to measure the froth’s height
at the cell’s edge (hover), and the rate of air flow (Qair).
The formula to determine the air recovery (α) is given by:

α =
vfhoverllip

Qair
, (9)

where llip represents the known perimeter of the cell.
The term Rf,i in (6) is the froth recovery, defined as

the fraction of mineral particles entering the froth phase
attached to the bubbles that overflow as concentrate, rather
than dropping back to the pulp phase. A approximation of
froth recovery was defined by [12] as:

Rf,i=


(

α∗(1−α∗)v∗
g

vset,i

)0.25 (
db,int

db,frothout

)0.5
if α< 0.5(

v∗
g

4vset,i

)0.25 (
db,int

db,frothout

)0.5
if α≥ 0.5

(10)

where vset,i is the settling velocity (Eq. (55) in [2]), and
α∗ = 1− vb/v

∗
g , with vb being the bursting rate from [13].

The term db,frothout
is the bubble size on the top of the

froth phase [12], that is represented by:

db,frothout
= (nCτf + dnb,int)

1/n, (11)

where n and C are parameters of the model, and τf is the
froth residence time that is quantified as τf = (hT −hp)/v

∗
g ,

where hT is the total height of the flotation cell (constant,
assumed to be known) and v∗g is described by (5).

The term Rent,i in (6) is the entrainment factor, corre-
sponding to the proportion between the amount of waste
rock entrained in the froth phase and the water recovery.
A simplified model for Rent,i was defined by [14] as:

Rent,i =


exp

(
−v1.5

set,i(hT−hp)

Daxial

√
v∗
g(1−α∗)

)
if α < 0.5

exp

(
−2v1.5

set,i(hT−hp)

Daxial

√
v∗
g

)
if α ≥ 0.5

(12)

where Daxial is a function of air flow rate (Qair) as Eq. (58)
in [2]. The concentrate flow rate, Qconc, is given by [15]:

Qconc =


6.815Acellv

∗
g
2(1−α∗)α∗

k1d2
b,frothout

if α < 0.5

6.815Acellv
∗
g
2

4k1d2
b,frothout

if α ≥ 0.5
(13)

where k1 (Eq. (45) in [2]) is a physical parameter given by
means of operating conditions such as pulp density and pulp
viscosity (Eqs. (34) and (36) in [2], respectively).

The flotation process relies on two key performance in-
dicators: concentrate grade and recovery. Concentrate grade
reflects the quality or purity of the produced concentrate,
while recovery indicates the percentage of valuable minerals
successfully extracted from the ore. Online measurement is
used to determine concentrate grades by assessing mineral
concentration in the stream, whereas recovery measurement
is complex and often involves indirect, infrequent estima-
tions. The phenomenological model for estimating concen-
trate grade of the valuable mineral (G1) is:

G1 =
m1,TF +m1,ent∑2
i=1 mi,TF +mi,ent

, (14)

where i = 1 corresponds to the valuable mineral (chalcopy-
rite) and i = 2 is the gangue (quartz). Each term can be
replaced as in Eq. (2), yielding:

G1 =
Ctails,1(VcellP1SbRf,1 +QconcRent,1)∑2
i=1 Ctails,i(VcellPiSbRf,i +QconcRent,i)

. (15)

Note that Rf,i in (10) and Qconc in (13) involve the
model parameters n and C from db,frothout

in (11). Accurate
estimation of these parameters from data is essential, and
they should be updated when there are changes in operating
conditions. To tackle this challenge, we propose employing a
grey-box recursive identification of the model, which allows
for better adaptation to changing system conditions.

IV. GREY-BOX RECURSIVE IDENTIFICATION

In this section, we report the experimental data and the
identification method that will be used to estimate in real-
time the parameters of interest n and C in (11). As seen
from the froth flotation model described in Section III,
the concentrate grade G1 contains the dependencies on the
parameters to be estimated, and is thus considered as the
measurable output signal of our model for identification.

We assume that a noisy measurement Gm1 of the true
concentrate grade G1 is obtained at the time instants t =
t1, t2 . . . , tN , where the sampling instants tk(k = 1, . . . , N)
are assumed to be evenly spaced in time. That is,

Gm1(tk) = G1(tk) + e(tk), k = 1, . . . , N, (16)

where {e(tk)}Nk=1 is a white noise stochastic process.
Next, we derive a recursive estimator for θ = [n,C]⊤,

using the available data Qair, Qfeed, hSP
p , and the output

G1 at the time instants t1, t2, . . . , tN , with increasing N as
more data is retrieved. The estimator will be denoted as θ̂N
(i.e., the estimate of θ using the data up to t = tN ).



A. Recursive Prediction Error Method

A natural approach towards obtaining θ̂N consists in
studying the minimization of the prediction error cost

VN (θ) =
1

2

N∑
k=1

λN−kη2(tk,θ), (17)

where η(tk,θ) denotes the output residual Gm1(tk) −
G1(tk,θ), and λ ∈ (0, 1] is a forgetting factor. In addition,
we have made explicit the dependence of θ in the concentrate
grade G1(tk,θ), which is computed using (15). Note that
this computation requires solving the DAE, i.e., the state
ordinary differential equations in (3), (4), (6), and (8), and
the algebraic relations also described in Section III.

Recursive estimators typically assume that an initial esti-
mate θ̂N−1 is fixed. This estimate can be obtained offline as
an initial guess or estimate from another dataset, or it can
be obtained using the first N − 1 data points. The recursive
prediction error method is based on the 2nd order Taylor
expansion of VN (θ), which is given by

VN (θ) = VN (θ̂N−1) +
∂VN (θ̂N−1)

∂θ⊤
(θ − θ̂N−1)

+
1

2
(θ−θ̂N−1)

⊤ ∂2VN(θ̂N−1)

∂θ∂θ⊤
(θ−θ̂N−1)+o(∥θ−θ̂N−1∥2),

(18)

where o(∥x∥2) represents a function such that
o(∥x∥2)/∥x∥2 → 0 as x → 0. If we neglect the higher
order terms, which is reasonable if θ̂N does not deviate
much from θ̂N−1, then setting ∂VN (θ̂N )/∂θ to zero gives
the Gauss-Newton update

θ̂N = θ̂N−1 −

[
∂2VN(θ̂N−1)

∂θ∂θ⊤

]−1
∂VN (θ̂N−1)

∂θ
. (19)

More explicitly, after defining the vector ψ(tk,θ) =
∂y(tk,θ)/∂θ, we can compute the gradient of VN by fol-
lowing standard matrix calculus rules [16] as

∂VN (θ̂N−1)

∂θ
= −

N∑
k=1

λN−kψ(tk, θ̂N−1)η(tk, θ̂N−1)

= λ
∂VN−1(θ̂N−1)

∂θ
−ψ(tN, θ̂N−1)η(tN, θ̂N−1)

(20)

= −ψ(tN , θ̂N−1)η(tN , θ̂N−1),

where we have assumed that θ̂N−1 minimizes the cost
VN−1(θ), which gives ∂VN−1(θ̂N−1)/∂θ = 0. Moreover,
using the derivation in (20), we have

∂2VN (θ̂N−1)

∂θ∂θ⊤

≈ λ
∂2VN−1(θ̂N−1)

∂θ∂θ⊤
+ψ(tN , θ̂N−1)ψ

⊤(tN , θ̂N−1), (21)

where we have disregarded the term [∂2η/∂θ∂θ⊤]η. This
term is typically set to zero, since the output residual η

will be approximately white noise that is independent of the
Hessian term close to the true value of θ [5].

If we define the inverse of the approximate Hessian of VN

as LN , then (19) reduces to

θ̂N = θ̂N−1 + LNψNηN , (22)

where we have introduced the simplified notation ψN :=
ψ(tN , θ̂N−1) and ηN := η(tN , θ̂N−1). The matrix LN can
be computed from LN−1 by applying the Woodbury matrix
identity [17, Sec. 0.7.4] to (21):

LN =
1

λ
LN−1

− 1

λ
LN−1ψN (λ+ψ⊤

NLN−1ψN )−1ψ⊤
NLN−1. (23)

B. Implementation Aspects and Tuning

The proposed recursive identification procedure in Eqs.
(22) and (23), involves computing the output residual ηN
and its gradient ψN . At each time step t = tN , we use
the state variables of the previous time instant tN−1 as
initial conditions to solve the DAEs with θ = θ̂N−1 as
the parameter vector. This yields the predicted concentrate
grade G1(tk,θN−1). Note that it is not required to simulate
the model starting at t = t1 at each time step, since all the
prior information is encapsulated in the state variables Qtails,
hp, mi and εk0 . Similarly, each element j ∈ {1, 2} of the
gradient vector ψN is computed via second-order numerical
differentiation. This procedure requires computing the one
step ahead predictors G1(tk,θN−1+ ϵej), with ej being the
jth column of the identity matrix of dimension 2, and ϵ ≪ 1.

With regards to the tuning parameters of the proposed
recursive identification method, we only need to consider
the forgetting factor λ and the inverse Hessian matrix, L0.
A common rule of thumb is to pick λ assuming that the
parameters to be estimated remain relatively constant over a
time period of 1/(1−λ) [5]. For our specific application, we
have chosen λ between 0.99 and 0.995. On the other hand,
L0 is chosen proportional to the empirical covariance of the
parameter vector, and LN can be retuned depending on the
expected variability of each parameter if needed.

V. RESULTS AND DISCUSSIONS

We evaluate the effectiveness of the identification method
through its impact on the concentrate grade, a measure of the
product quality. The performance of the recursive parameter
estimation method in improving flotation grade was assessed
by comparing its results to both the ground truth and a
scenario using constant parameters.

We consider a case study experiment of a total time
duration of 2400[s], and a sampling period of 1[s]. The
measured concentration grade is contaminated by a Gaussian
white noise of standard deviation 10−3. The first 600 seconds
of the experiment are used for computing the initial estimate
of the nominal n and C values for the proposed recursive
estimator in an offline fashion, using the prediction error
method [18]. For t ∈ [600, 1200], the C parameter increases
by 20%, while n remains constant. For t ∈ [1201, 1800],



the n parameter increases by 20%, and the last 600 seconds
do not register parameter variations. The nominal values for
these parameters are n = 1 and C = 6.38 · 10−4. The
proposed estimation method considers λ = 0.995, and L0

is tuned as described in Section IV-B.
The control inputs, Qair and hp, are depicted in Figures

2 and 3. They were designed with amplitude limitations of
0.33[m] and 0.42[m] for hp, and 9.05 ·10−4[m3/h] and 2.17 ·
10−2[m3/h] for Qair. These limits were selected to align with
the operating conditions of the experimental model validation
detailed in [3]. The change frequency of hp is set at every 160
seconds, while Qair varies every 60 seconds. Two scenarios
were evaluated: (1) Qair increasing; (2) Qair decreasing. In
both scenarios, hp was varied randomly.

600 1200 1800 2400
1

1.5

2

10-3 Qair

600 1200 1800 2400
0.34

0.36

0.38

0.4

hp

Fig. 2. Scenario 1: Plots of the inputs hp and Qair between 600 and
2400 seconds.

600 1200 1800 2400

1

1.5

2
10-3 Qair

600 1200 1800 2400
0.34

0.36

0.38

0.4

0.42
hp

Fig. 3. Scenario 2: Plots of the inputs hp and Qair between 600 and
2400 seconds.

Figure 4 illustrates the changes in parameters n and C
over time, comparing them to their respective true values.
The recursive estimation of the parameter n closely follows
the true value throughout the experiment. The estimation
is compared qualitatively using a fit metric defined as

100(1 − ∥θi − θ̂i∥2/∥θi∥2), i = 1, 2, where θ1 and θ2 are
vectors containing the respective values of n and C at all
time instants after t = 600 seconds. In this scenario, the
fit metric for n is 97.99. The estimation of parameter C
similarly exhibits good agreement with the true value, with
a fit metric of 96.86. These results reinforce the capability
of the proposed recursive method to maintain accuracy in
parameter estimation under varying operating conditions.

600 1200 1800 2400
Time [s]

0.8

0.9

1

1.1

1.2

n

Parameter n

Ground truth Recursive estimation

600 1200 1800 2400
Time [s]

6

7

8

C

10-4 Parameter C

Ground truth Recursive estimation

Fig. 4. Scenario 1: Recursive estimation of parameters n and C from (11)
over time.

Figure 5 shows the evolution of concentrate grade, esti-
mated using the proposed recursive grey-box identification
method (blue line) and constant parameters (grey line). The
fit metric for concentrate grade is defined similarly to the
fit for n and C. The grade estimation from the proposed
identification method closely matches the true values, with
a fit metric of 98.69 for the grey identification method,
indicating higher accuracy in capturing mineral concentra-
tion fluctuations. In contrast, the constant parameter model
deviates noticeably from the ground truth as the experiment
progresses. The fit metric using constant parameters is 75.1,
significantly lower than that of the online estimation model.

Figures 6 and 7 further illustrate the efficacy of the recur-
sive grey-box identification method under varying conditions,
with the inputs shown in Figure 3. In Figure 6, the recursive
estimation of parameters n and C demonstrates fit metrics
of 96.27 and 95.48, respectively. Although these errors are
slightly higher than those presented in Figure 4, they still
underscore a considerable level of accuracy in the parameter
estimation process within the different experimental setups.
Figure 7 compares the accuracy of the recursive method
to a constant parameter model (with nominal values in the
parameters) in predicting real-time concentration grades. The
recursive method shows exceptional precision with a fit
metric of 99.45, which is lower than the error observed with
the constant parameter model, which stands at 96.27. These
findings reinforce the earlier observations from Figures 4
and 5, showcasing the recursive method’s robust performance
across various scenarios. This recursive estimation methodol-
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Fig. 5. Scenario 1: Real-time predicted concentration grade (blue),
prediction using nominal parameters (grey), and true concentration grade
(black line).

ogy has consistently low error rates in parameter estimation
and concentration prediction, confirming its suitability for
complex industrial applications where real-time data and
rapid adjustments are critical.

600 1200 1800 2400
Time [s]

0.8

0.9

1

1.1

1.2

n

Parameter n

Ground truth Recursive estimation

600 1200 1800 2400
Time [s]

6

7

8

C

10-4 Parameter C

Ground truth Recursive estimation

Fig. 6. Scenario 2: Recursive estimation of parameters n and C from (11)
over time.
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Fig. 7. Scenario 2: Real-time predicted concentration grade (blue),
prediction using nominal parameters (grey), and true concentration grade
(black line).

VI. CONCLUSIONS

Our study evaluated the effectiveness of a recursive predic-
tion error method in improving the accuracy of key perfor-
mance indicators (KPIs) in a flotation model that incorporates
froth physics. By tracking the parameter fluctuations due to
operating conditions or disturbances, the proposed approach
offers substantial benefits in terms of concentrate grade
prediction compared to nominal parameter value predictions.
The demonstrated reliability and precision of the recursive
grey-box identification method in tracking and predicting
concentrate grade suggests its broad applicability to other
dynamic systems. Future work will focus on implementing
a closed-loop model predictive control framework with the
grey-box online identification technique to further optimize
the froth flotation process.
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