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An Adaptive SDN-Based Load Balancing Method for
Edge/Fog-Based Real-Time Healthcare Systems

Ahmed M. Jasim"”?, Member, IEEE, and Hamed Al-Raweshidyg

Abstract—Edge/fog computing has gained significant popularity
as a computing paradigm that facilitates real-time applications,
especially in healthcare systems. However, deploying these systems
in real-world healthcare scenarios presents technical challenges,
among which load balancing is a key concern. Load balancing aims
to distribute workloads evenly across multiple nodes in a network
to optimize processing and communication efficiency. This article
proposes an adaptive load-balancing method that combines the
strengths of static and software-defined networking (SDN)-based
load balancing algorithms for edge/fog-based healthcare systems. A
new algorithm called load balancing of optimal edge-server place-
ment (LB-OESP) is proposed to balance the workload statically in
the systems, followed by the presentation of an SDN-based greedy
heuristic (SDN-GH) algorithm to manage the data flow dynamically
within the network. The LB-OESP algorithm effectively balances
workloads while minimizing the number of edge servers required,
thereby improving system performance and saving costs. The SDN-
GH algorithm leverages the benefits of SDN to dynamically balance
the load and provide a more efficient system. Simulation results
demonstrate that the proposed method provides an adaptive load-
balancing solution that takes into consideration changing network
conditions and ensures improved system performance and reliabil-
ity. Furthermore, the proposed method offers a 12% reduction in
system latency and up to 28 % lower deployment costs compared to
the previous studies. The proposed method is a promising solution
for edge/fog-based healthcare systems, providing an efficient and
cost-effective approach to managing workloads.

Index Terms—Edge/fog, healthcare, load balancing, software-
defined networking (SDN).

1. INTRODUCTION

HE integration of healthcare with technology has led to
T the development of healthcare systems that aim to pro-
vide real-time monitoring and effective management of patient
health. Edge and fog computing have emerged as promising
solutions for healthcare applications due to their ability to handle
large amounts of data, provide low-latency communication, and
support real-time decision making [1].
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However, the deployment of these systems in real-world
healthcare scenarios requires addressing several technical
challenges, one of whichisload balancing. Load balancing refers
to the distribution of workloads evenly among multiple nodes
in a network to ensure efficient processing and communication
[2]. This approach has several key benefits, including increased
system efficiency, faster performance, and lower latency. By
reducing the load on each server, load balancing minimizes the
risk of network failures and improves the overall responsiveness
of applications by distributing the workload evenly [3]. Further-
more, load balancing increases the availability of systems to
consumers, making it an essential component for applications
in fields such as healthcare and weather forecasting that require a
reliable load-balancing algorithm to introduce new features over
time [4]. In edge and fog-based healthcare systems, efficient load
balancing is critical to avoid overloading of some nodes, which
can result in delays and degraded system performance.

There are two main types of load-balancing algorithms: static
and dynamic. Static load-balancing algorithms divide tasks
without considering the current state of the servers. These al-
gorithms use predefined information such as the execution costs
and/or arrival times of tasks and distribute tasks according to
a predetermined strategy, such as round-robin or client-side
random. While static load balancing can be quickly set up, it
can be inefficient and unable to adapt to short-term fluctuations
in loads. Dynamic load-balancing algorithms, on the other hand,
make decisions during execution based on the current state of the
servers, including their health, workload, and availability. They
monitor the health of each server through routine health checks
and redirect traffic from overloaded or underperforming servers
to those that are less used. This keeps the distribution balanced
and effective. However, these methods can be more challenging
to set up and often have high computational overhead, which
makes them impractical for large-scale edge/fog-based systems
with limited resources [5], [6], [7], [8].

SDN-based load-balancing algorithms are a type of dynamic
load-balancing algorithm that utilize software-defined network-
ing (SDN) capabilities to manage and distribute network traf-
fic. These algorithms provide centralized control and real-time
visibility of the network, enabling dynamic reconfiguration in
response to changes in network conditions and traffic patterns.
This results in a more flexible and efficient system than tra-
ditional hardware-based load-balancing methods. By utilizing
SDN technology, SDN-based load balancing algorithms can
offer a more dynamic and effective way to balance network
traffic and optimize network performance [9], [10], [11].
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The growing global population has placed significant strain
on urban healthcare systems, resulting in 2.6 million annual
fatalities attributed to inadequate management [12], [13]. These
challenges are further compounded by inefficiencies in patient
transfers and fragmented care, leading to suboptimal health
outcomes and increased burden on healthcare providers. For
instance, delays in accessing specialized care and difficulties
in coordinating treatment across multiple providers hinder the
delivery of timely and effective healthcare services.

Previous studies [24], [25] have explored the potential of
edge/fog computing to address these challenges by establishing
healthcare systems for monitoring patients in need. However,
one significant obstacle faced by such systems is the increased
response latency experienced as the workload grows, primar-
ily due to inadequate load balancing in the underlying algo-
rithms. With urban populations expected to continue growing
rapidly, urgent action is imperative to adapt healthcare systems
and ensure they can meet the evolving needs of urban resi-
dents. Integrating edge/fog computing solutions with efficient
load-balancing mechanisms holds great promise in improv-
ing healthcare delivery efficiency, enhancing patient outcomes,
and alleviating the strain on healthcare providers. This study
aims to enhance the system by incorporating load-balancing
mechanisms into the algorithms. This strategic improvement
seeks to optimize resource utilization, minimize response time,
and build upon the achievements of the previous study. This
article presents a novel load-balancing method that integrates
the strengths of static and SDN-based approaches, offering a
practical and scalable solution to the load-balancing challenge
in edge/fog-based healthcare systems. The contributions of this
article are as follows.

1) A load-balancing framework is introduced for healthcare

systems in urban areas, leveraging edge computing, and
SDN technology.

2) The load balancing of optimal edge-servers placement
(LB-OESP) algorithm is proposed, an enhanced version
of the OESP algorithm proposed in [24]. While the OESP
algorithm achieved its primary objectives successfully, it
might encounter challenges, especially in heavy loads, due
to a lack of emphasis on load balancing. Acknowledging
this drawback, the LB-OESP algorithm efficiently selects
optimal locations for placing edge servers (ESs), surpass-
ing the approach in [24]. In addition, it ensures a balanced
connection of other facilities to these servers, aiming for
an optimal distribution of the expected load.

3) The SDN-greedy heuristic (SDN-GH) algorithm is pro-
posed as an SDN-based approach. This algorithm dy-
namically balances the load and facilitates efficient data
offloading within the network.

4) Simulation-based evaluations are conducted to assess
the performance of the proposed algorithms. The re-
sults demonstrate favorable outcomes, including a cost-
effective system and reduced latency compared to previous
work.

Paper Organization: The structure of this article is orga-
nized as follows. In Section II, we review the related work.
Sections III and IV present the proposed system model and
problem formulation. In Section V, we introduce the LB-OESP

IEEE SYSTEMS JOURNAL, VOL. 18, NO. 2, JUNE 2024

and the SDN-GH algorithms. The performance evaluation of
the proposed algorithms is discussed in Section VI, where we
present and analyze the results. Finally, in Section VII, we draw
conclusions based on the findings of this study and discuss
potential avenues for future research.

II. RELATED WORK

Edge computing has garnered significant attention for enhanc-
ing cloud computing systems by enabling data processing at the
network edge, closer to the data source. The advantages offered
by edge computing, such as reduced latency and improved user
experience, have sparked substantial research interest, resulting
in a significant body of literature in this field. In this sec-
tion, we review recent advancements in edge computing and
load balancing, with a particular focus on the crucial issue
of load balancing in edge/fog-based applications due to the
growing demand for real-time data processing and low-latency
communication.

Various load-balancing approaches have been proposed to
address this challenge. For instance, Chen et al. [14] proposed a
task allocation model to address load balancing at the server level
in fog computing. By treating tasks offloaded by other servers as
a single large aggregation task, they calculated the completion
time of large aggregation tasks on each server. These studies
demonstrate the diverse strategies proposed for load balancing
in edge/fog-based environments. Wang et al. [15] developed a
distributed city-wide traffic management system and proposed
an offloading algorithm for real-time traffic management in fog-
based Internet of Vehicle (IoV) systems. Their focus on minimiz-
ing the average response time of the Traffic Management Server
highlights the importance of efficient offloading and real-time
management in IoV environments. Ning et al. [16] investigated
a joint computation offloading, power allocation, and channel
assignment scheme for 5G-enabled traffic management systems.
Their integrated approach aimed to enhance system performance
and efficiency, showcasing the growing research interest in
load-balancing techniques for emerging network paradigms.

A dynamic load-balancing approach with multiple objectives
was proposed by Cabrera et al. [17]. Their dynamic load balanc-
ing approach, utilizing the Ull multiobjective framework, aims
to optimize application performance and resource efficiency.
By separating metric gathering, objective functions, and load
balancing algorithms, they provide a flexible and cost-effective
solution. Similarly, Li et al. [18] addressed the load-balancing
problem by proposing a strategy for task allocation based on
intermediary nodes. Their multistep process, involving classifi-
cation, evaluation, and task assignment, contributes to improved
load balancing and resource utilization.

Considering the resource optimization aspect, Nayyer et al.
[19] developed the load balancing for resource optimization ap-
proach. It tackles both resource scarcity and under-provisioning
issues in cloudlets, maximizing resource utilization at the
cloudlet level. Their approach ensures stable resource utilization
without compromising application performance, demonstrating
the potential for enhancing resource efficiency in edge comput-
ing systems. Similarly, He et al. [20] introduced an enhanced
constrained particle swarm optimization algorithm within the
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Fig. 1. Proposed edge/fog healthcare architecture based on SDN technology.

context of a software-defined cloud-fog network. Their algo-
rithm improves performance by leveraging the opposite property
of mutated particles and reducing the inertia weight linearly.
Dong et al. [21] proposed HEELS, a task deployment strategy
for load balancing in edge computing combined with cloud
computing. By leveraging clustering analysis and an improved
GSO algorithm with SCA, they achieved efficient task deploy-
ment and long-term load balancing. This study aligns with the
goal of optimizing resource allocation and performance in edge
computing environments.

Furthermore, Shahrbabaki et al. [22] proposed an SDN-
enabled scheme for load balancing in edge nodes used for real-
time IoT video data analytics. By utilizing incoming and out-
going traffic load measurements, the scheme estimates the load
at each server and assigns a load score to determine workload
distribution. Through periodic rerouting of IoT video streaming
flows based on load scores, the proposed solution achieves a
balanced workload distribution. The effectiveness of this scheme
is demonstrated through simulation results, showcasing its po-
tential in reducing the average video frame data analytics at edge
nodes through workload balancing. Chen et al. [23] proposed
a novel method called TDBEC for load balancing in multi-
edge collaboration in WMANs. TDBEC employs a two-stage
decision-making approach using DNN-based and DQN-based
models to optimize task scheduling and adjust operations. The
method achieves load balancing through centralized and decen-
tralized decision-making based on global and local information,
respectively. By incorporating these decision-making models,
TDBEC provides an efficient load-balancing mechanism for
multiedge collaboration in WMAN:Ss.

In summary, the existing methods in the literature can be
mainly categorized into static, dynamic, and occasionally cen-
tralized or/and decentralized load-balancing techniques. The
majority of existing research in this field has primarily focused
on addressing the load balancing problem through separate uti-
lization of these methods. However, this approach has revealed
limitations in terms of adaptability, real-time responsiveness,
and the requirement of significant resources. In contrast to
previous research, the proposed algorithm integrates these
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diverse approaches, combining the simplicity of static methods
with the adaptability and responsiveness of dynamic methods
while utilizing fewer resources. Moreover, it incorporates lo-
calized decision-making centralization and network collabora-
tion or decentralization across different areas. The proposed
approach employs a load-balancing algorithm to make initial
load-balancing decisions and subsequently utilizes an SDN-
based algorithm to offload data within the network, either locally
within the areas or between them. This combined approach
offers a practical and scalable solution to the load-balancing
challenge in edge/fog-based healthcare systems. To the best of
our knowledge, this study is the first to propose such a combined
static and SDN-based load-balancing method specifically for
edge/fog-based healthcare applications.

III. PROPOSED SYSTEM MODEL

Fig. 1 presents a conceptual framework for healthcare sys-
tems in urban areas that leverages edge computing and SDN
technology. This model embodies a modern approach to health-
care, utilizing edge computing and SDN technology to deliver
fast, efficient, and reliable healthcare services to patients. The
framework comprises various components, including Medical
Centers (MCs), Hospitals (Hs), and Cloud, in conjunction with
patients located throughout the entire region.

SDN technology is used to manage the network and make
intelligent decisions about how and where to process data.
This is facilitated through a centralized SDN controller, which
maintains a global view of the network and can make informed
decisions about data flow.

The urban environment is conceptualized as a 3-D grid
that comprises three distinct entities, namely, Hs, MCs,
and Patients (users). Each H is responsible for provid-
ing medical services to a group of MCs located within
a particular geographic region. Similarly, each MC is
responsible for providing medical services to patients within
its local vicinity. Patients, on the other hand, are dispersed
throughout the entire region.
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To simplify system representation, a set of assumptions has
been established. First, we assume that every MC situated within
the grid can potentially serve as a suitable candidate for the
placement of edge-servers. Second, we postulate that all MCs
are connected in a virtual sense only when the distance between
any two MCs, as computed by the distance function d(a,b),
is equal to a predetermined value K. This K value represents
the maximum distance that can be utilized for establishing
connectivity between neighboring MCs. Finally, we assume that
each MC has a distinct historical load, i.e., a unique volume and
distribution of user requests over time.

Consequently, the collection of MCs in the system is denoted
as MCs = {mc, mco,...; mc,, }, where each mc denotes a feasible
placement location within the 3-D grid, and noMCs represents
the number of MCs within that specific region. The set of ESs
required for complete coverage in this area is represented as ES
= (esy, €S2,...; €s), with Nes denoting the total number of ESs
necessary. It is important to note that all ESs are considered
identical (i.e., homogeneous). The patient population is denoted
by P = (p1,p2,-..; pm), Where m corresponds to the total number
of patients in the region.

IV. PROBLEM FORMULATION

According to [24], the MCs in the system can be classified
into two distinct categories, namely MCs-Best and MCs-Others.
MCs-Best are identified as the optimal placement sites for ESs,
with the constraint that at least three MCs must be designated as
such to enable efficient data offloading to neighboring MCs,
specifically, the MCs directly connected with it. Conversely,
MCs-Others are designated as serverless nodes that must be
directly connected to MCs-Best to prevent multihop transfers
and minimize latency. The tasks in the system can be accom-
plished through one of two methods. The first method involves
offloading and processing tasks within the local network, ir-
respective of load balance. However, if the computational re-
sources of the existing network are insufficient, the data may be
processed in the cloud through offloading operations, as noted
in [25]. It is worth noting that the increased response latency
observed in the system when the number of tasks increases
is attributed to the fact that the proposed algorithms did not
take into account load balance. Load balancing is an important
factor that affects the performance of distributed systems, and
it is essential for achieving efficient utilization of resources and
minimizing response time. Therefore, this study should consider
incorporating load-balancing mechanisms into the algorithms to
improve system performance and reduce response latency.

To address these problems, two main approaches have been
proposed. First, the utilization of SDN technology has been
suggested, which involves granting decision-making authority
to the SDN controller in each region. This approach allows for
optimal offloading decisions to be made for tasks, taking into
account a global view of the network and compute resource
allocation. By leveraging SDN technology in this way, the
proposed approach aims to reduce response latency and improve
system performance. Second, the proposed approach involves
improving the OESP algorithm for selecting the best server
sites and reducing them if possible. This approach aims to
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minimize the number of MCs designated as MCs-Best, while
still ensuring full coverage for all MCs-Others. By optimizing
the placement of MCs-Best, the proposed algorithm aims to
reduce deployment costs while also enhancing the network’s
load balancing capabilities.

By combining these two approaches, the proposed solution
aims to enhance the performance of edge-based healthcare net-
works, improve load balancing, and reduce costs. This approach
has the potential to make a valuable contribution to the field
of edge computing research, as it addresses some of the most
significant challenges facing the development and deployment
of edge computing networks.

To achieve these tasks, a multiobjective optimization model
has been developed, with the following decision variables de-
fined.

1) X represents the placement of edge-servers at MCs

X={el1<j<n
where

|1, ifes; placed at mc;
i {0, otherwise
2) Y represents the assignment of patients to MCs
Y ={y;l1<i<m1l<j<n}
where
|1, if p;is assigned to mc;
Yij = {O, otherwise
3) E represents the links between MCs
E={ewl|, 1 <a, b< n,a # b}
where

1, if mc, and mcy are directly connected
€ab = .
0, otherwise

Let Aqum be the set of task arrival rate of patients A;

b =3 (1)
1=1

The system response time (SRT) represents the average sys-
tem latency required to deliver patient data to a health facility
within the architecture [25]. It is calculated as follows:
Z?: 1 tpi

n

SRT = @)
where
tpi = Twi + EAP*TAP + (Cl + ]_) *tMC + Cl*V + C2

xS + coxty + 3 * L+ csxtg+ca*xB + caxtcioud

(€)
K1 Jomcsa
tme = fo (KiAvcsm) + ——— )
Hmc
K 'A’ sum
ty = fo (Kadmam)+ ——t, (5)
HH
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The t,; is the average latency of the offloaded tasks by a pa-
tient, tyc, and ¢ are the latency at the MCs and Hs respectively.
The cl, c2, ¢3, and ¢4 represent the counters to count the number
of times to reach a certain unit in the system.

The objective of this study is to improve the proposed archi-
tecture in [24] and [25] for all tasks generated by patients within
the network while considering the delay requirements of task
execution in healthcare systems. The optimization problem can
be formulated as follows: given a system model with parameters
(G, noMC:s [points], K, Nes, m, T',;, T'ap, AMAX), the goal is to
find X among the best MCs and balance the system to enhance
the response time SRT as described in [24] and [25]

min Z Cost (esj, mck) . Xj (6)
min SRT (7

Subject to

d(mc,, mcp) = K :to ensure a shorter distance between a
patient and an MC and to avoid the colocated problem.

> E;j = 1or2:to ensure that a patient either connects
directly with an edge-servers site or through only one MC to
minimize the latency.

Y yij = 1 (1 <j<mn):toguarantee that all patients are
served, and each patient should be served from exactly one
candidate MC.

By formulating the problem in this way and applying the
proposed algorithm, the response time and load balancing in the
healthcare system can be improved. The results of this study
are expected to make a valuable contribution to the field of
healthcare systems and edge computing research.

The solution to the optimization problem involves two al-
gorithms that collaborate to tackle the challenges of diminish-
ing edge computing expenses and minimizing network latency.
Algorithm 1 focuses on reducing the number of ESs, thereby
minimizing the associated cost, while simultaneously executing
load-balancing tasks on the chosen nodes. Building upon this,
Algorithm 2 utilizes a greedy heuristic method to manage data
flow across the network, ensuring balance in load distribution
and optimal resource utilization, thereby further diminishing
latency. By integrating both algorithms, this solution presents
a well-rounded approach, effectively addressing cost manage-
ment, latency reduction, and resource allocation optimization
through proficient load balancing.

V. PROPOSED LOAD BALANCING ALGORITHMS

The key objective of the previous study [24] was to effectively
deploy ESs to MCs within a region to suit the demands of all
monitored patients. The study employed the OESP algorithm,
which demonstrated success in identifying the optimal place-
ment of ESs in MCs-Best. The number of MCs-Best selected was
determined by the shape and size of the network. Each MC-Best
was tasked with providing services to several MCs-Others (i.e.,
serverless) based on specific parameters defined by the OESP
algorithm. Consequently, the proposed algorithm succeeded in
identifying a cost-effective network with reduced latency but
exhibited an imbalance in workload distribution.

Algorithm 1: Load Balancing of Optimal Edge-Servers

Placement (LB-OESP) Algorithm.

Input: A map of MCs-Best and MCs-Others, K =40 km
Output: Optimise the Cost (4) and SRT (5)

Combine all MCs-Best in a one matrix called MCs_Best.
Combine all MCs-Others in a one matrix called
MCs_Other.
for ecach MC_Best, do

Plot a circle with a radius of K =40 km.
End

Generate an MCs_Best_details matrix = 0.

for each MC-Best, do
Find MC_Best Group matrix.
MCs_Best details = MCs_Best_details +
MC Best_Group.

End

for each MC-Best, do
if MC_Best Groupi € MC Best Groupj
Delete MC Best from MCs-Best.
Add MC_Best to New-Other.
end
Best-MCs-Best = updated (MCs_ Best).
MCs-Others = MCs_Other + New-Other.

Generate ConnectivityBest = 0;
for i < 1 to size-of(Best-MCs-Best), do
for k < 1 to size-of(Best-MCs-Best), do
if i ~=k, then
if distance between (Best-MCs-Best)i and (Best-
MCs-Best)j <= 40, do
ConnectivityBest(i,k) = 1;
Connected MCs = Connected MCs + (Best-
MCs-Best)i.
else
ConnectivityBest(i,k) = 0.
Not Connected MCs = Not Connected MCs
+ (Best-MCs-Best)i
end
else
ConnectivityBest(i,k) = Null,
end
end
end
if Not_Connected MCs == Null, then
Goto7
else
Goto5
end

for each Not Connected MCs, do
if distance between Not Connected MCs and New-
Other <= 40, then
Add New-Other to Best-MCs-Best
end
end

Repeat 4 to test connectivity again.

Re-plot the MCs position in the map.
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Find new connections between the MCs-Best
for i € 1 to size-of(Best-MCs-Best), do
8 for k € 1 to size-of(Best-MCs-Best), do
if i ~=k, then
Find the nearest Best-MCs-Best.
If the nearest MC connection < 3
Connect this MC to (Best-MCs-Best)i.
end
end
end
end
Plot the new links between Best-MCs-Best.
Find the number of MCs-Others that should connected to
each MC-Best with load balancing.
No_Other BestMC = No_Other/No_Best.
R1 =int(No_Other_BestMC). % The minimum number
R =RI1 - No_Other BestMC.
if R ==0, then
R2 =RI1.
else
R2=R1+1. % The maximum number

end
Distribute R1 or R2 of MCs-Others to MCs-Best to achieve
the best load balancing.
Plot the final map based on each found connection between
the Best and Other,

10

The primary aim of this article is to propose a novel load-
balancing technique that can effectively address the issue of
load imbalance in similar networks. The main steps involved in
designing such an algorithm can be summarized as follows.

Step 1: Apply the OESP algorithm [24] to identify the optimal
sites (MCs-Best) for placing ESs among several other sites
(MCs-Others) in a specific area.

Step 2: Implement a static load-balancing algorithm to reor-
ganize and manage the connections between the MCs within the
local area. This task involves linking MCs-Others to MCs-Best
in a manner that balances the loads among MCs-Best. The
technique is based on the number of sites and historical data
on facility loads. To achieve this, the MCs-Others should be
distributed as evenly as possible among the MCs-Best. The
proposed algorithm for accomplishing this is called LB-OESP
and can be summarized in the following stages.

1) Define the maximum coverage of each MC-Best to gain
a better understanding of the network.

2) Determine the MCs-Best details matrix, which includes
each MC-Best and its corresponding set of MCs-Others.

3) Identify the Best-MCs-Best (the most optimal MCs-Best
sites) to eliminate any redundant or substitutable MCs-
Bests.

4) Test Connectivity 1) between the new MCs-Best to deter-
mine if they can be connected or if additional MCs-Best
needs to be added.

5) If the result of 4) is false, identify New-MCs-Best that
need to be added to the MCs-Bests to achieve complete
connectivity between them.

6) Test Connectivity 2) between the final best sites and
update the MCs-Best.

Algorithm 2: SDN-GH Algorithm for Data Offloading in
Healthcare Architecture.

Input: The final map of the architecture (MCs, H,, SDN, Cloud)
Output: Optimise the SRT and load balancing
The respective SDN controller receives periodic state reports
from each MC and H.
for each MC at a certain time, the SDN do

Calculate Cy;c(capacity) of each MC.

1

2 Calculate Cy(capacity) of the local H.
end
for each Ag,,, arrived at the same time, the SDN do
if Agym < Cpc then
Execute Ay, at the local MC
Terminate the process.
Record the response time.
else
3 Execute Cp;¢ of data.
Calculate Aorf = Asym — Cuc-
Record the response time.
Go to 4.
end
end
for each A,y arrived at the same time, the SDN do
4 Calculate toff10ading-

Calculate t;o¢q;.
end
According to Equation §:
set the value of T¥'between the local MCs (x) and MCs
neighbour xi = {x1,x2} and the value of T between the
local MCs (x1) and the local H.
if T} and T, == zero then
5 Execute A, 55 at the local MC.
Record the response time.
Terminate the process.
else
Construct fi = {TX' , TX?, TH}.
end
If f # O then
Determine the MC or H index k = min f3.
Offload A, to k for the execution.

The steps from 1-6 are applied to H with its
neighbours and the cloud.
else
Execute A, 55 at the local MC.
Record the response time.
Terminate the process.
end
7 | Return the total response time.

7) Replot all points without connections to distinguish the
MCs-Best from the other sites.

8) Establish efficient connections between the MCs-Best to
ensure full connectivity with the least number of links.

9) Determine and distribute the MCs-Others that should be
connected to each MC-Best to achieve load balancing.
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10) Identify the final MCs-Best details matrix, which in-
cludes each MC-Best and its corresponding set of MCs-
Others.

Therefore, the proposed LB-OESP algorithm is a comprehen-
sive approach that combines the OESP and static load-balancing
algorithms to effectively balance the loads among the MCs-Best
and MCs-Others, thus addressing the issue of load imbalance
in similar networks. The LB-OESP algorithm is presented in
Algorithm 1.

Step 3: To address the issue of resource scarcity within the
local area, a dynamic load balancer is required. One potential
solution to this problem is to employ a dynamic offloading
strategy based on SDN. This approach considers the real-time
status of the network to identify the most suitable node for
offloading healthcare-related tasks. The SDN controller is re-
sponsible for making the necessary task assignment decisions
required for offloading these tasks. Implementing this approach
is expected to improve the utilization of available resources
significantly, resulting in enhanced processing capabilities and
optimal network utilization.

The proposed algorithm should be simple enough to allow
for rapid decision-making while still meeting the delay require-
ments. However, it is unnecessary to offload a task to another
lightly loaded site if the offloading time is greater than the
local execution time. In certain scenarios, the time required for
communication and remote execution may diminish the benefits
of offloading to a less burdened site. To address this, we can
define a binary decision variable T%? as

r2 ]-7 if tofﬂoading < Tiocal
Tar = {07 otherwise : ®)

The primary function of the SDN controller is to collect data
on the MCs, such as their current workloads, queue durations,
and other relevant metrics. Having a global view of the net-
work allows the controller to leverage Al-based technologies
trained on offline data. This enables the controller to make more
informed predictions, including average propagation delays,
queueing delays, and result delivery times. Such forecasts can be
valuable in assessing a task’s response time if it were executed
on a different site than its local site. To optimize SRT and
load balancing, Algorithm 2 proposes an SDN-GH algorithm.
This algorithm aims to determine whether data offloading is
necessary between the system units based on the workload
received by an MC or H relative to their maximum processing
capacity. The algorithm also takes into account the latency time,
which is calculated using (8).

The processing of the data follows a series of scenarios based
on the processing capabilities of various components of the
system. If the local MC-Best has enough processing power, the
data is processed locally (Scenario 1). If not, the data is partially
processed at the local MC-Best, and the remainder is divided to
be offloaded to the neighboring MCs-Best according to their
available capacities (Scenarios 2 and 3). If the neighboring
MCs-Best do not have enough processing power, the data is
partially processed at those sites, and the remaining portion is
offloaded to the local H (Scenario 4). If the local H does not have
sufficient processing power, the data is partially processed at that
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Fig. 2.  All potential scenarios based on SDN-GH.

site, and the remaining portion is offloaded to the neighboring
Hs, specifically, the Hs directly connected with it (Scenarios
5 and 6). If the neighboring Hs also lack adequate processing
power, the data is partially processed at those sites, and the
remaining portion is offloaded to the cloud (Scenario 7). Fig. 2
visualizes the seven scenarios.

It is worth noting that in the previous study [25], the im-
plementation of the HOSSC algorithm led to the successful
achievement of five data processing scenarios, characterized by
enhanced privacy, elevated computational capability, minimized
system latency, sustained high service availability, and a scalable
system design. In this study, we expanded the number of data
processing scenarios to seven, which enabled us to improve upon
the previously established outcomes while ensuring load balance
and reducing delay time.

VI. PERFORMANCE EVALUATION

The performance of the proposed algorithms was evaluated
using a simulator that combines SDN technology with edge com-
puting for task offloading in the proposed system. The simulation
was conducted on a notebook featuring a 1.8 GHz Intel Core
17-8550U CPU, 16 GB RAM, Microsoft Windows 10 operating
system, and MATLAB R2022b. Table I lists the simulation
parameters, primarily derived from our previous studies [24]
and [25] . In addition, the following assumptions were made.

1) The arrangement of MCs is assumed to be random in terms
of their distribution.

2) The topology is assumed to be known to the SDN
controller, which has access to information regarding
the distances between any two MCs in the front-haul
networks.

3) Valuable information is presumed to be accessible through
the utilization of Al-based learning technologies. Hence,
parameters like the average propagation delay between
MCs are predetermined.

In evaluating performance, the proposed algorithms are com-
pared with those introduced in our previous studies to demon-
strate the improvements achieved through the integration of
new technologies into our foundational system. Subsequent
sections present the results of implementing the proposed
algorithms.
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TABLE I
SRT SIMULATION PARAMETERS

Symbol Parameter Value
Ps Number of patients 100, 200, 300
n Number of servers in 5.6.7
each MC >
m Number of servers in 10,12, 14
each H
Link rate between
Twi IoT device and AP >4 Mbps
link rate between AP
Tap and the local MC 100 Mbps
link rate between the
T'Fib MCs and Hs Up to 10 Gbps
Al Packet size 30 KB
Twi Wireless Delay 4 ms
Delay between AP
Tar and the local MC 2 ms
v Delay between two (1 =Ky Aycsum/10
neighboring MCs Gbps
Delay between the
S MCs and Hs K;. Aysum/10 Gbps
L Delay between two (1—-K). Aysum/10
neighboring Hs Gbps
B Internet Delay 20 ms
Each MC/H server
pUmc/ Bu service rate 100/200 KB per ms
WCloud Cloud service rate 1000 KB per ms
Maximum MC
}MMCmax workload 200xn KB
At Maximum H 200xm KB
workload
TABLE II
LB-OESP SIMULATION PARAMETERS
Symbol Definition value
A Region dimensions 100 km * 100 km
noMCs Number of MCs 12,16, 25
. Randomly
X,y Coordinates created
Dmax Max. d1stapce between two 40 km
neighbors

A. LB-OESP Algorithm

In this section, the results of multiple simulations are pre-
sented to assess the effectiveness of the proposed algorithm.
The evaluations were based on randomly generated MC sites,
depicted as points. Since the output of the OESP algorithm [24]
serves as the input for the LB-OESP algorithm, identical param-
eters are defined for both algorithms, as detailed in Table II. To
demonstrate the effectiveness of the approach, the step-by-step
process of the algorithm is showcased initially with ten randomly
generated, followed by the presentation of final outcomes when
applying the algorithm to 20 and 30 randomly generated points.
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1) Scenario 1-12 Nodes: Initially, a MATLAB code was
used to generate ten points within a geographic region measuring
100 km by 100 km. These points were designated as measure-
ment sites (MC sites), as previously noted. Subsequently, it was
necessary to allocate these points on a virtual map, as depicted
in Fig. 3.

The next step involves using the OESP algorithm to determine
the placement of MCs-Best and MCs-Others, which serve as
inputs to the proposed algorithm. The final map generated by the
OESP algorithmisillustrated in Fig. 4. It is evident that the OESP
algorithm successfully identified optimal locations (MCs-Best),
specifically (6, 11, 8, and 3), for server placement. However,
concurrently, it overlooked considerations for load balancing
by not taking into account the fair distribution of MCs-Others
equally among MCs-Best sites. For instance, certain MCs-Best
are solely connected to one MCs-Others, such as 6 and 11, while
others are linked to three MCs-Others, such as 8 and 3.
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Fig. 6. Established connections between the best sites in the network.

Consequently, the central aim of the algorithm is to achieve
a balanced distribution of load in the network. Prior to this
objective, the proposed algorithm seeks to enhance the network
by selecting the optimal MCs-Best to reduce redundancies and
minimize costs. To accomplish this, the first task involves de-
termining the Best-MCs-Best through the evaluation of mul-
tiple variables and the implementation of several procedures
as detailed in steps 1-6 of the algorithm. Once completed, the
network will be reconfigured, with connections between sites
being adjusted, as illustrated in Fig. 5.

As depicted in Fig. 5, the selection of the Best-MCs-Best
was limited to three sites, which are (8, 11, and 3), rather than
four. MC 6 has been removed from MCs-Best and assigned
to MCs-Others. The subsequent task is to establish optimal
connections between these sites while avoiding duplicated links,
accomplished through step 8 of the algorithm. Fig. 6 illustrates
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the configuration of the network with the connections estab-
lished between the best sites.

Once the MCs-Best were established and connections be-
tween them were in place, the next step involved integrating
the MC-Others into the network. The objective at this stage was
to determine an optimal method of distributing the MC-Others
as evenly as possible among the best sites. This involved deter-
mining the preferred number of MC-Others to be connected to
each MC-Best, considering the minimum and maximum thresh-
old. In this particular scenario, with nine MC-Others and three
MCs-Best, the optimal number was three MC-Others (both as
the minimum and maximum) to be connected to each MC-Best,
taking into account the proximity of the interconnected sites.
Fig. 7 depicts the final configuration of the grid after the im-
plementation of steps 9 and 10. The algorithm has successfully
established a network that is both balanced and cost-efficient in
terms of its selection of sites to serve as servers for other sites.

It is important to note that when the preferred number of
MC-Others is not a whole number, the approach should be to
select the nearest integer values. For example, if the preferred
number is 3.3, the minimum value would be 3 and the maximum
would be 4. The algorithm then determines which MC-Best will
accommodate 3 or 4 MC-Others based on the proximity of the
MC-Others to the respective MCs-Best.

Furthermore, the selection of the MCs-Best is conducted in
two stages. The first stage involves selecting the Best-MCs-
Bestl from the MCs-Best and isolating the remaining elements
in a separate matrix. Subsequently, the connectivity between the
Best-MCs-Bestl is tested. If they are connected, the Best-MCs-
Bestl are considered the Best-MCs-Best. In case of disconnec-
tion, the algorithm proceeds by adding one MC at a time from the
isolated matrix until full connectivity between them is achieved.

2) Scenario (2 and 3)—16 and 25 Nodes: The effectiveness
of the proposed algorithm is further highlighted in Figs. 8 and 9,
which illustrate two distinct scenarios involving 16 and 25 nodes,
respectively. These figures showcase the output maps generated
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by both the OESP algorithm and the subsequent LB-OESP TABLE IIT
algorithm. The algorithm consistently demonstrates its ability COMPARISON BETWEEN HMAN AND OESP CosT
to minimize the number of MCs-Best while achieving optimal :
load balancing. It successfully restructures the network by estab- Number of ES nodes in Deployment
lishing connections between MCs-Best and linking MCs-Others noMCs [ HMAN | OESP LB-OESP Cost
to MCs-Best in an optimal manner, thereby enhancing overall [25] [24]
network efficiency and performance. 12 12 4 3 -25%
In the 16-node scenario, the proposed algorithm successfully 16 16 3 4 20%
decreased the number of MCs-Best from 5 to 4 and then recon- 25 25 7 5 28%

figured their connections. Subsequently, it evenly distributed the
MCs-Others among the MCs-Best.

In the 25-node scenario, while the LB-OESP algorithm suc-
cessfully reduced the number of MCs-Best and reconfigured the
network, it was necessary to connect MC-Best 20 to a larger
number of MCs-Others than MC-Best 3. This was due to the
remote location of MC-Best 3, limiting its ability to connect to
more MCs-Others. This is a prime example of the algorithm’s
positive aspects, as it possesses the intelligence necessary to
construct anetwork thatis optimally connected, incurs the lowest
cost, and experiences the shortest possible delay time.

Table III provides a cost comparison between the proposed
algorithm and previous studies [24], [25], highlighting the dif-
ferences. It is important to note that these percentage variations
may differ depending on the specific network configurations,
as they are influenced by the selection of the best points. The
choice of best points is dependent on the network’s shape and
characteristics. Nonetheless, significant cost improvements are
evident across all scenarios.
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terms of the SRT in the system.

B. SDN-GH Algorithm

The SDN-GH algorithm has been designed to efficiently
distribute workloads among the collaborating units, thereby
alleviating resource constraints and ensuring high availability
within the system. Accordingly, upon receipt of a request
by a node within the local area, the system evaluates whether
the resources on that node suffice for processing the request.
In cases where these resources are inadequate, the algorithm
transfers the request across the cooperating nodes where the
necessary resources are available. If resources are unavailable
across all units, the request is redirected either to another area
or to the central cloud.

The results of the conducted simulation are depicted in Fig. 10,
where the y-axis represents the delivery latency for task pro-
cessing within the system’s facilities and the x-axis signifies
the number of patients. For the purpose of comparison, two
additional algorithms, the OESP algorithm and the HOSSC
algorithm as outlined in [24] and [25] are employed. To facilitate
a more straightforward evaluation of the system’s viability and
benefits, several parameters have been defined and presented
in Table I, which are identical to the parameters used in [24]
and [25].

Itis evident that the algorithm endeavors to minimize process-
ing time by initially involving proximate collaborative facilities.
Subsequently, it gradually extends its reach to facilities situated
farther away, eventually culminating in engagement with the
cloud if necessary. This operational approach aligns with the
fundamental tenets of edge technology. During periods of low
workloads, specifically when patient numbers are less than 100,
the algorithm relies predominantly on the local MC (MCy)
and its neighboring centers (MCy; and MCy2). Consequently,
the delay is kept to a minimum. As the workload increases,
additional collaborative facilities are hierarchically included.
This expansion encompasses the local hospital (H) and its
neighboring hospitals (Hy; and Hpye2), eventually extending
to the cloud. The decision-making process is guided by the
algorithm’s adherence to the seven scenarios delineated in Fig. 2.
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TABLE IV
NUMBER OF PATIENTS SERVED IN EACH UNIT (PURPLE INDICATES UNUSED
UNITS AT A CERTAIN STAGE)

Ps MCL | MChni | MCn2 | Ho | Hni | Hn2 | Cloud
Total Capacity (Ct) =50 Cr=100 Cr=inf

100 50 23 27

200 50 41 33 42 17 17

300 50 35 31 72 | 58 54

400 50 39 32 69 | 59 | 62 89

Furthermore, the results indicate a significant enhancement in
the system’s performance when utilizing the SDN-GH algorithm
compared to the HOSSC and OESP algorithms. This improve-
ment can be attributed to the SDN-GH algorithm’s broader scope
of data processing within the network, offering six scenarios for
local network data processing and only one scenario involving
data transmission to the cloud, resulting in reduced response
time. This confirms the efficacy of the proposed algorithm in pro-
moting a more collaborative approach by distributing workloads
among the system units. In addition, this reinforces the privacy
and availability of the system while contributing to scalability
and capacity improvements, as previously reported in [25].
This also marks a considerable enhancement when compared
to the latency of 75 ms recorded in [26], which utilized almost
identical simulation parameters. The noteworthy decrease in
service delay, quantified at over 50%, is ascribed to the pioneer-
ing load-balanced architecture employing the nearest units for
collaborative data processing. This comparison emphasizes the
superior performance of our proposed framework in real-world
healthcare scenarios.

Finally, to corroborate the algorithmic outcomes concerning
efficiency and scalability, Table IV presents pertinent scalar
findings derived from the system, affirming the efficacy of the
algorithm in the prudent allocation of workloads to intercon-
nected health facilities. This allocation is adaptively executed
in accordance with the available capacity at each facility. The
load distribution process is discernibly balanced to a degree that
facilitates the system’s operability under diverse loads, thereby
affirming the scalability of the system, particularly after the
implementation of the proposed load balancing algorithm.

VII. CONCLUSION

This study addressed the crucial challenge of load balancing in
the design of smart healthcare systems. Efficient load balancing
is essential to avoid overloading nodes, which can resultin delays
and degraded system performance. By integrating static and
SDN-based load-balancing algorithms, the proposed method
achieved optimal load balancing in edge/fog-based healthcare
systems. The LB-OESP algorithm minimized the number of ES
deployment locations while ensuring balanced workload distri-
bution. The SDN-GH algorithm dynamically balanced the load,
leading to improved system performance. The results showed a
12% decrease in system latency and up to 28 % lower deployment
costs compared to prior studies, highlighting the effectiveness of
the proposed method. Furthermore, the implementation of the
SDN-GH algorithm enabled seven data processing scenarios,



1150

enhancing privacy, computational capability, system latency,
service availability, and system design adaptability. These find-
ings emphasize the significance of efficient load balancing in im-
proving system performance in healthcare applications. Future
research directions could explore the scalability of the proposed
method for larger networks, investigate its resilience to network
failures and security threats, and extend its applicability to other
domains beyond healthcare. Overall, this study contributes to
advancing the field of smart healthcare systems and provides
valuable insights for designing efficient and reliable edge/fog-
based healthcare networks.
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