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Abstract

The Open Radio Access Network (ORAN) technology has been developed to pro-

vide efficient spectrum sharing and cost-effective solutions, but it also increases net-

work infrastructure and power usage. To evaluate the performance of the power

consumption (PC), a model was proposed to quantify the compromises associated

with virtualizing a server within an ORAN infrastructure, considering factors like the

quantity of virtual machines, allocation of system resource blocks, and bandwidth.

However, virtualization of the network has resulted about 50% reduction in the total

PC in comparison with traditional cloud networks. However, the ORAN paradigm

has produced more PC compared to the virtualization case, about 30% in the total

PC and 10% in the cooling PC. Unless the advantages of ORAN are fully realized,

the addition of extra units within the ORAN, specifically the DU servers, may result

in more PC that might advocate against the ORAN.

Subsequently, a work was proposed to examine the criteria and evaluations for

prospective quantum solutions in conventional ORAN networks, focusing on entan-

glement phenomena to enhance the efficiency of the X2 application (X2-AP) protocol.

This approach reduces the overhead of X2-AP signaling, reducing time and power con-

sumption associated with standard cloud-based systems. As a result, increasing the

number of photons has decreased the delay to about 40% compared to the traditional

ORAN network. In addition, the energy efficiency in the quantum case has been

increased while decreasing the power consumption by about 10%.

This study also investigates the use of quantum entanglement-based approaches

and their influence on conventional ORAN architecture’s signaling among the central

units (CUs) and distributed units (DUs) by replacing the traditional method with

entangled photons. The results showed that the proposed method has promised about

45%, 40% and 10% reductions in the EE, PC and delay, respectively, when compared

to the traditional ORAN.



Finally, a novel methodology for addressing problems in ORAN and implement-

ing load balancing algorithms is presented, focusing on selecting ORAN servers with

lower energy efficiency for quantum load balancing. This comparative analysis of-

fers valuable insights for developing power-efficient ORAN implementations. This

nonlinear problem was solved using Lagrange multiplier method to solve the prob-

lem mathematically, and using the Matlab (fmincon) software to solve the problem

numerically. In which, two algorithms are used, sequential quadratic programming

(SQP) and active-set. It was shown that the SQP model exhibits superior energy

efficiency compared to the active-set model, with a difference of approximately 45%.
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Chapter 1: Introduction

1.1 Overview

As we go through the fast developments in telecommunications, the increasing

number of networked devices continues to rise, fueled by the growing need for ap-

plications and services that need a large amount of bandwidth [1]. By 2024, it is

projected that the global number of internet-connected devices will surpass 50 bil-

lion [2]. The extensive network of devices drives a rapid growth in mobile data traffic,

posing intricate issues that need inventive solutions in network architecture and ad-

ministration [3, 4].

The introduction of 5G technology has brought about a crucial shift in dealing

with these difficulties, offering far improved capabilities compared to its predecessors.

5G networks are designed to support a wide array of applications, from enhanced

mobile broadband (eMBB) to ultra-reliable low-latency communications (URLLC),

and massive machine-type communications (mMTC). These technologies enable in-

novative applications in industries like as autonomous driving, industrial IoT, and

urban infrastructure management, establishing a higher level of connection and de-

pendability [5, 6]. The telecoms sector is currently preparing for the development of

6G, in anticipation of future developments. Anticipated to launch approximately in

2030, 6G seeks to incorporate nascent technologies like artificial intelligence and quan-

tum computing into the network infrastructure. This integration has the potential

to significantly improve network security, data transfer speed, and user connection,

enabling a broader array of applications and services. In order to meet this demand,
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additional base stations (BS), including Macro, Pico, and Femto, are deployed, lead-

ing to an increase in power consumption (PC).

The Long Term Evolution (LTE), commonly known as 3GPP Release 17, is the

most recent iteration of the Third Generation Partnership Project (3GPP). The ob-

jective of this version is to address the limitations observed in previous generations

of mobile communication technologies, like GSM, UMTS, HSPA, and others. These

systems engage in competition for a minimum duration of 10 years prior to the emer-

gence of LTE. The primary distinctions among these systems lie in the utilisation of

IP packet design by LTE and the introduction of a novel air interface known as or-

thogonal frequency division multiple access (OFDMA). Moreover, it establishes novel

quality of service (QoS) bearers in order to ensure the fulfillment of user equipment

(UE) criteria. The Long-Term Evolution (LTE) system has been introduced with

the objective of establishing a competitive presence in the market for a minimum

duration of ten years. The primary goals of this system were:

• Less latency.

• Network architecture for communication that is packet-oriented.

• Adjustable frequency ranges of 1.25 to 20 MHz.

• Higher data speeds, including transmission at up to 100 Mbps downlink and 50

Mbps uplink.

• Using single carrier-frequency division multiple access (SC-FDMA) for uplink

transmission and OFDMA multiple access for downlink.

1.2 Long Term Evolution paradigm

The evolved universal telecommunication radio access network (E-UTRAN) has

emerged as a result of the evolution of the UMTS legacy system in LTE. The evolved

packet system (EPS), which is made up of this and the system architecture evolution
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(SAE) that includes the evolved packet core (EPC), is referred to as the LTE network

architecture. The segmentation of data into smaller units known as packets is a com-

ponent of the packet system. The designated host will then receive these packets after

they have been transferred over the network. Routing algorithms make it possible for

each packet to take a unique path through the network during transmission in order

to get to its intended location. This contrasts with circuit switching systems, where

the path is established and decided upon before the connection is made. According

to Figure 1.1, the UEs, E-UTRAN, and EPC make up the core three elements of the

LTE architecture [7]. The UEs and the network are connected through a number of

eNodeBs, which make up the E-UTRAN network. These eNodeBs are in charge of

controlling the resource allocation needed for communication as well as processing

the data received from the UEs. The S1-U interface enables the user equipment’s

data plane to be routed from the eNodeB to the serving gateway (SGW) and then

back to the eNodeB where the other user equipment is located once the call has been

initiated. The S1-MME control plane interface is used by the eNodeB to update the

mobility management entity (MME), in contrast. The SGW relies on the MME to

update its database, facilitate critical mobility functions, and provide updates re-

garding the location of the UE to the SGW. UE packets are forwarded and routed to

their intended destinations largely by the SGW. The SGW enables the transport of

packets to the Packet Gateway (PGW) in the event that the UE demands connection

to additional networks or the Internet. PGW is in charge of a number of duties, such

as inter-operator pricing, packet filtering, and IP distribution [8].

The second component comprises a multitude of evolved NodeBs that are inter-

connected and communicate with one other over the X2-interface to facilitate essential

handover procedures. Additionally, the S1 interface is utilised to establish connec-

tions between these eNodeBs and the EPC. The eNodeB serves as an intermediary

to establish a connection between the UE and the core network, while also offering

the essential protocols. The eNodeB assumes the responsibility of resource allocation,

namely in terms of time and frequency dimensions, for multiple UEs. This allocation
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is carried out while maintaining the necessary QoS standards for the UEs. Further-

more, the eNodeB possesses mobility management capabilities, including handover

signaling and radio link metrics [8].

1.2.1 Core Network

The core network, alternatively referred evolved packet core, EPC, comprises three

primary entities: the MME, the SGW, and the PGW. In addition, certain logical en-

tities, such as the policy and charging rules function (PCRF) and the home subscriber

server (HSS), may be regarded as components of the CN. Each individual entity is

accountable for distinct functions. The MME assumes the responsibility of facilitat-

ing inter CN mobility signalling with other 3GPP networks. Additionally, it oversees

tasks like as authentication, authorization, time zone signalling, and bearer manage-

ment. The latter include operations related to the activation and deactivation of

bearers. An EPS carrier refers to the manner in which UE communication is handled

as it traverses the network [9].

Fig. 1.1. The network architecture of LTE [10].
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1.3 Long Term Evolution Advanced

To improve the functionality of the Long-Term Evolution (LTE) system, a number

of different techniques have been developed, which has led to the creation of an

improved iteration known as LTE-Advanced (LTE-A), which is also referred to as 3rd

Generation Partnership Project (3GPP) Release 10. These techniques were utilised

by LTE in order to raise data transfer rates, broaden coverage, improve throughput,

and decrease latency, all of which contributed to an increase in user satisfaction (LTE

Advanced: Next Generation Mobile Broadband, n.d.). In addition to this, LTE-A is

able to offer support for heterogeneous networks, in which the layout of the Macro

cell integrates low power nodes such as Pico cells, Femto cells, and relays. On the

other hand, these technologies fall under the following categories:

1.3.1 Voice over Long-Term Evolution

Voice over Long-Term Evolution (VoLTE) is a technology that enables the trans-

mission of voice calls across the 4G LTE network, offering superior voice quality and

faster call setup times compared to traditional circuit-switched voice communications.

VoLTE provides high-definition audio, less background noise, and enhanced audio

clarity, making it an ideal choice for internet browsing, application usage, and data

exchange during telephonic conversations. VoLTE also offers expedited call setup du-

ration, enhancing responsiveness and efficiency during the calling process. It allows

simultaneous voice and data transmission, enabling users to use data services while

engaged in a call, which is particularly beneficial for internet browsing, application

usage, and data exchange. Additionally, VoLTE has been found to exhibit greater ef-

ficiency compared to conventional voice services, potentially prolonging mobile device

battery life [11]. Seamless handover between LTE cells and Wi-Fi networks (VoWiFi)

is another advantage of VoLTE. Wideband audio codecs like Adaptive Multi-Rate

Wideband (AMR-WB) are often used to expand the audio frequency spectrum and

enhance conversational authenticity. VoLTE also offers expanded capabilities, in-
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cluding video calling and real-time multimedia content sharing. Compatibility with

previous 2G and 3G networks ensures effective voice communication even in regions

with limited LTE coverage. VoLTE calls include encryption, providing a higher level

of security compared to conventional calls.

The Quality of Service (QoS) feature in VoLTE networks prioritizes voice traffic,

ensuring consistent call quality even in high data usage situations. VoLTE has gained

widespread prevalence in numerous nations due to the maturation of LTE networks.

To use VoLTE technology, mobile devices must have necessary compatibility, be ex-

tended by their service provider, and enable VoLTE functionality within their settings.

However, availability may vary depending on geographical region and mobile network

provider [12].

1.3.2 Advanced multiple-input multiple-output

The term "Multiple-input multiple-output (MIMO)" refers to a type of communi-

cation system in which both the transmitter and receiver are equipped with multiple

antennas. The utilisation of MIMO technology played a pivotal role in the triumph of

LTE and several competing systems. In the case of LTE, the MIMO system employed

was capable of accommodating up to four layers. Moving on, the progression involves

Long-Term Evolution Advanced (LTE-A). Based on the specifications outlined in

LTE-A standards, the attainment of maximum spectrum efficiency necessitates the

utilisation of 8 × 8 spatial multiplexing. In contrast to LTE, LTE-A has uplink MIMO

technology, which allows for the utilisation of up to four layers for a single UE [13].

1.3.3 Carrier aggregation

The objective of the suggested approach is to achieve a peak rate of around 1

Gbps by combining various frequency bands to produce a wider bandwidth. This



7

bandwidth is designed to serve the needs of a single piece of UE. For example, if

a SP holds a bandwidth allocation of 10 MHz in the 800 MHz spectrum and an

additional 20 MHz in the 1900 MHz spectrum, it is possible for these two bands to

be combined to generate a consolidated bandwidth of 30 MHz. This would be the

case in a scenario where the SP possesses both of these spectrums. The numerical

value has the ability to increase until it hits a maximum threshold of 100 MHz, at

which point it will be considered to have reached its maximum. There are two main

sorts of CA strategies, as described in carrier aggregation for LTE reference. The

first is continuous CA, in which the carrier components are positioned adjacently.

The second type is called non-continuous CA, and it refers to situations in which the

multiple carrier components are separated by gaps across the bandwidth [14]. The

first type, in general, is the one that can be carried out in a manner that is somewhat

simpler. Backward compatibility with the LTE system does not need the texture of

the LTE physical layer to be altered in any way. This is because there is no need for

such an alteration. Utilising a single module for the fast Fourier transform (FFT)

and a single radio frequency (RF) component is all that is required to accomplish this

goal. In addition to this, this has an effect on how easy it is to manage algorithms

and allocate resources in the first form of data, in comparison to the second kind

of data. However, due to the restricted resources that are available, the practical

implementation of continuous cellular automata is made more difficult in settings

with low bandwidth. Therefore, the second category is the one that shows to be more

realistic as it allows operators to successfully use their existing spectrum resources.

These resources include both fragmented and unutilized frequency bands, in addition

to those bands that are now assigned for outdated systems [15].

1.3.4 Coordinated multi point

Coordinated multi point (CoMP), as defined in the 3rd Generation Partnership

Project (3GPP) Release 11, is a significant technology in Long-Term Evolution-
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Advanced (LTE-A) that enhances the average capacity of cellular networks, enhances

the signal-to-noise ratio (SNR), and optimises the utilisation of system resources and

spectral efficiency. The Coordinated Multi-Point (CoMP) technique facilitates com-

munication between numerous eNodeBs by dynamically mitigating the interference

caused by transmission signals. As a result, the efficiency of the downlink is signifi-

cantly improved when the signals transmitted by several eNodeBs work together to

mitigate the interference between cells [16]. The utilisation of the same frequency

spectrum across all BS sectors results in heightened interference experienced by user

equipment located at the periphery of a cell, particularly when receiving signals from

many BSs simultaneously. The utilisation of CoMP enables the collaboration of sec-

tors within a single BS through intra-site coordination, while inter-site coordination

occurs among numerous or neighbouring eNodeBs. The application of COMP is

observed in both the downlink and uplink. However, the deployment of All (Coordi-

nated Multipoint) technology brings up a number of challenges in terms of backhaul

demand. These challenges encompass various aspects such as low latency, high cell

capacity, increased synchronisation, higher complexity, as well as increased channel

estimate and PC [17].

1.3.5 Heterogeneous networks

Relay nodes are strategically positioned at the periphery of cellular networks in

order to enhance network capacity and improve coverage. The function of these low

power stations is to serve as repeaters, with the primary objective of rebroadcasting

signals that have been received or transmitted, so enhancing the quality of the sig-

nal [18]. The relays establish connections with the eNodeBs over wireless networks.

The presence of such entities provides significant cost savings in comparison to the

implementation of new eNodeBs. This concept is closely related to the notion of a

heterogeneous network (HetNet). In order to enhance the capacity and coverage of

networks, HetNets facilitate the integration of cells with diverse sizes, each equipped
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with distinct radio access technology and output power, to operate in cooperation.

The deployment of small-sized cells within the coverage area of large-sized cells allows

for the simultaneous servicing of a greater number of UE and enhances the quality of

SP to UEs located at the periphery of the cell.

In addition to the aforementioned technologies, several other evolutionary pro-

posals have been offered for LTE-A. These include self-organizing networks, cognitive

radio, and enhanced inter-cell interference coordination [19].

1.4 Fifth Generation

Mobile operators are consistently in search of novel concepts, architectures, pro-

tocols, and advanced digital signal processing (DSP) methods to efficiently manage

the rapid increase in data demand. This is done while also ensuring scalable and

expedient connectivity [20].

According to [21], by the year 2030, the 6G wireless and mobile communication

systems would be capable of delivering approximately 1000 times greater capacity

than 5G networks. This advancement would be accompanied by a reduction of up

to 90% in energy consumption. Furthermore, less than 1ms of end-to-end latency

will be achieved. Furthermore, it was anticipated that the battery life of connected

devices would increase by a factor of 10, and the end-to-end latency would be re-

duced by a factor of 5 when compared to the existing fourth generation (4G) system.

Nevertheless, the majority of futuristic algorithms commonly depend on the practise

of over-provisioning resources in order to guarantee the fulfilment of specified needs.

This includes techniques like spatial densification and spectral aggregation [22]. Con-

sequently, this results in elevated PC and thus, increased expenses for the network

providers. In order to surpass these expenses, it becomes imperative to use novel

paradigms and network designs [23]. The aim of these new technologies is diverse.

In this context, a concise description of some essential technologies for 5G is pro-

vided [24].
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1.5 Cloud radio access networks

The C-RAN design has been proposed by various operators, including NTT, KT,

and France Telecom/Orange. The companies involved in the telecommunications in-

dustry include Telefonica, SoftBank/Sprint, and China Mobile, together with equip-

ment vendors such as Alcatel-Lucent, Light Radio, Nokia-Siemens, and Liquid Radio.

C-RAN is recognised as a fundamental technology that is essential for the imple-

mentation of high-performance 5G networks [25]. The C-RAN architecture represents

an enhanced iteration of conventional network paradigms, incorporating the principles

of cloud computing into mobile systems [26], [27]. C-RAN is a network architecture

that comprises several remote radio heads (RRHs) and a baseband unit (BBU) pool,

as shown in Fig 1.2. The RRHs, which operate at low power, are spread and in-

terconnected to the BBU pool either over high-bandwidth optical fibres or wireless

links. The latter, in this case, serves as the primary location where numerous BBU

servers are hosted, including those in the cloud and data centre. The adoption of this

technology ensures a decrease in both operational (OPEX) and capital (CAPEX) ex-

penses. This is achieved through the reduction of site visits, maintenance, and leases,

resulting in a perpetual decrease in the overall cost of operating the network [28]. In

addition, this technology facilitates dynamic allocation of resources between BBUs

and RRHs, so enabling off-loading algorithms to distribute processing load among

adjacent BBUs. Consequently, certain BBUs can be deactivated in order to conserve

energy. The cooperative efforts within the aquatic environment contribute to the

improvement of the system’s overall data transmission capacity, as well as its abil-

ity to efficiently utilise the available frequency spectrum and energy resources [29].

Additionally, the cooling demand can be minimised in the context of C-RAN due to

the presence of a limited number of distributed pools spanning a significantly vast

geographical region. Within each pool, there will exist a limited number of cooling

units to accommodate a large number of BBUs. at contrast, at typical BS sites, each

BBU need an own cooling unit.
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Fig. 1.2. The CRAN architecture [30].

1.6 Open RAN

The introduction of ORAN has led to a significant transformation in the field

of wireless communication infrastructure. Traditional cellular networks often exhibit

distinct features of closed, integrated structures, where many components obtained

from a single supplier are closely interconnected, hence restricting flexibility and inno-

vation. However, the ORAN design presents a new method that involves separating

and organising different components inside a radio access network [31].

Open RAN is primarily based on the concepts of disaggregation and standardisa-

tion, which enable the separation and independent scalability of the core component of

the network. This architecture strategically segments the network into three primary

elements:



12

Fig. 1.3. The Open RAN architecture [32].

1. Radio Units (RUs): These units are responsible for managing the radio fre-

quency signals and are essential for the transmission and reception of data across

the network. In an Open RAN configuration, Remote Units (RUs) are inten-

tionally built to be agnostic to any one manufacturer, enabling them to function

smoothly with hardware provided by several providers. Interoperability is es-

sential for increasing the adaptability of systems and expanding the range of

technology implementation.

2. Distributed Units (DUs): DUs play a crucial role in the baseband pro-

cessing layer by overseeing the real-time execution of network activities. They

have a strong integration with the RUs but may be easily installed at other

geographical locations. The distribution is facilitated by open interfaces that

allow Dynamic Units (DUs) to seamlessly interact with Remote Units (RUs)

produced by various manufacturers, hence enhancing the operational efficiency

and reaction times of the network.
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3. Centralized Units (CUs): CU’s serve as the central processing unit of the

network, responsible for managing the control plane operations of the Radio Ac-

cess Network (RAN). They provide communication and synchronisation among

many DUs, consolidating the control signals and guaranteeing seamless network

operation. By separating CUs from DUs, it becomes possible to centrally control

and scale network resources. This is crucial for effectively managing large-scale

network operations and meeting the demands of modern applications.

The architectural design prioritises openness and flexibility by including unique

components, enabling network operators to seamlessly connect and use equipment

from different manufacturers. ORAN facilitates a competitive atmosphere by using

open interfaces, which leads to reduced costs and faster implementation of cutting-

edge technology. This technique not only improves the adaptability and expandability

of network installations but also enables the quick incorporation of new technologies

into the RAN [32–34].

Cloud RAN aims to centralise the baseband processing in a centralised pool, or

cloud, to achieve benefits in terms of operating costs and efficiency. ORAN, however,

incorporates open interfaces and virtualization (VM), enabling more flexibility and

interoperability across equipment from various suppliers. ORAN open interfaces allow

for more flexible and cost-effective installations compared to Cloud RAN, which may

use proprietary interfaces.

The ORAN promotes interoperability and fosters the participation of various ven-

dors through the adoption of open interfaces and adherence to defined standards.

Moreover, this approach aligns with the broader movement towards the deployment

of software-defined and virtualised networks. The employment of software modules

on commercially accessible hardware offers a potential avenue for conducting network

operations, leading to reduced deployment costs and enhanced scalability [35,36].

However, akin to every groundbreaking concept, the ORAN faces numerous hur-

dles. This thesis addresses and examines several of the aforementioned difficulties,

providing analysis and proposing solutions.
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1.7 Motivation of the thesis

The telecommunications sector is being transformed by the emergence of 5G and

subsequent generations of wireless communication technologies, which provide signif-

icant advancements in terms of data speeds, latency, and device connectivity. The

Open Radio Access Network (ORAN) paradigm is important to this transformation,

as it provides a software-centric, disaggregated, and open method to constructing

wireless networks. This thesis seeks to examine the significant importance of QoS in

the context of 5G, 6G and subsequent generations of wireless communication tech-

nology. It also aims to explore the intricate nature and diverse characteristics of

ORAN architectures, as well as the potential for enhancing performance optimisa-

tion. QoS assumes a pivotal part in the effective implementation and functioning

of these networks. Consequently, comprehending and enhancing QoS inside ORAN

designs is important for their triumphant deployment and operation. The ORAN

strategy promotes the establishment of a vendor-neutral interoperability framework,

which facilitates the deployment of several vendors’ equipment. Gaining a compre-

hensive understanding of QoS in the context of ORAN holds the potential to foster the

advancement of novel solutions aimed at augmenting network performance, reliability,

and efficiency.

1.8 Aim of the thesis

One of the primary concerns within the realm of 5G paradigms is the optimisation

of several factors, including enhancing EE, optimising radio planning, minimising la-

tency, and lowering processing complexity. The costs associated with electricity bills

for SPs and call charges for customers exhibit a linear relationship with respect to

the quantity of data delivered and the specific type of service utilised. SPs are mo-

tivated to enhance the QoS for UEs through the development of novel technologies

and algorithms, as well as the expansion of cell deployment. Nevertheless, the act

of upgrading their PC contributes to an escalation in their monthly expenses, thus
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leading to detrimental consequences for the environment, including the exacerbation

of global warming. This also pertains to the implementation of increased client costs

as a means of compensating for such losses. Hence, it is imperative to direct attention

on the PC in forthcoming hybrid and heterogeneous networks. According to a study

by [29], the BS accounts for 80% of the energy consumption in network operations. In

order to address this issue, future power reduction strategies are being explored, such

as C-RAN, SDN-based C-RAN, virtualised networks and quantum mechanics based

methods. These technologies fit into the broader network architecture by enabling

more efficient resource management and reducing the overall energy footprint. In the

context of these networks, it is of utmost importance to prioritise the reduction of

PC and latency through the use of cooperative BBUs, PC reduction methods, and of-

floading mechanisms. Nevertheless, the validity of these strategies remains uncertain

unless their practicality and associated compromises are thoroughly understood.

1.9 Challenges and Objectives

The primary objective of research endeavours is to advance and innovate upon

existing state of the art (SotA) methodologies, hence enhancing network performance.

Enhancing the EE and delay is seen as a significant component that influences the

overall performance. This involves a dual approach of increasing the bit rate of

the system while simultaneously reducing the PC. In recent years, there has been

significant interest in developing a dependable approach for measuring the PC of

networks, as opposed to introducing novel algorithms aimed at reducing PC. The

subsequent items succinctly illustrate the significance of doing such an evaluation:

1. If there is a proposal to include new components into the SotA network de-

sign, such an addition has the potential to improve the network’s flexibility,

programmability, or system bit rate. Simultaneously, it could potentially con-

tribute to a significant increase in energy usage. Hence, it is imperative to do

an EE evaluation in order to ascertain the cost and assess the PC.
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2. The implementation of advanced strategies that enhance coordination and co-

operation within the network includes dynamic allocation of network resources

in response to traffic demand, enabling the integration of new services, dis-

tributing the workload evenly across servers within the cloud, and implement-

ing sleep mode for certain units within the network. The implementation of

these technologies necessitates the utilisation of a dedicated device or server,

which subsequently introduces a significant energy overhead to the system and

diminishes its EE. The potential for unforeseen energy expenses to surpass the

anticipated benefits of the proposed technology necessitates the evaluation of

these costs prior to its adoption.

3. In order to improve the EE of SotA systems, it is advisable to provide a compre-

hensive platform for evaluating the performance of these systems on PC. This

platform would facilitate the comparison of PC measurements between differ-

ent proposed systems, thereby enabling a clear understanding of the power gain

achieved. However, the integration of quantum mechanics into communication

systems represents a significant advancement. Therefore, it is imperative to

assess the enhancements it brings in terms of latency and PC.

4. Certain improvements have the potential to improve EE but may have a negative

impact on network performance. Nevertheless, by a thorough assessment of the

PC, one may determine whether it is fair to sacrifice network performance in

exchange for a decrease in PC.

5. Gaining a comprehensive understanding of the PC patterns exhibited by VMs

might facilitate the development of novel approaches aimed at optimising re-

source allocation and enhancing the hypervisor (HV) scheduling mechanisms

employed among these VMs. In the context of ORAN, it is important to note

that the VMs are not exclusively owned by a single SP. Instead, each VM is

intended to cater to several providers. It is crucial to comprehend the power

and delay aspects of such design.
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SPs tend to avoid allocating excessive time and resources towards assessing net-

work PC and delay, as it can be properly inferred from their monthly electricity

payments and witnessing lack of excellent service. Furthermore, they allocate supple-

mentary resources towards the advancement of innovative algorithms and optimisa-

tion methodologies aimed at reducing PC and efficiently controlling the energy usage

of their appliances and network, as well as providing high speed communications.

It is recommended that these tactics be adopted in any situation when there is a

rise in network or device usage. Nevertheless, it is imperative to assess the power

and delay attributes of components and devices driven by a specific requirement, as

this information is necessary for identifying areas of innovation. In this context, the

effectiveness of models for power and delay assume paramount importance.

Not to forget, in order to tackle the computational complexity associated with

power and delay calculations in the field of literature, it is necessary to develop

models that are more brief, precise, and parameterized.

To exceed these challenges, the following objectives have been concentrated on:

1. Offering a model for assessing the PC of the ORAN paradigm is of utmost

importance. This model plays a critical role in calculating the potential decrease

or increase in PC compared to networks, as well as in evaluating future tactics

aimed at reducing PC.

2. Developing a model for quantifying the PC associated with the implementation

of quantum devices in the ORAN paradigm. This modelling approach is essen-

tial for assessing the extent to which the integration of quantum devices laser

and detector) affects the overall PC in ORAN. Moreover, it provides a compre-

hensive framework for assessing the emerging field of quantum computing and

its novel algorithms in a cloud-based environment.

3. The utilisation of the entanglement phenomenon is proposed as a means to

enhance the performance of the X2 application (X2-AP) protocol, which is a

communication protocol used between eNodeBs in LTE networks to manage
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functions such as load balancing, handover management, and inter-cell interfer-

ence coordination, enhancing overall network efficiency and connectivity. This

enhancement is achieved by reducing overhead signalling, which is typically

associated with time and energy consumption in traditional cloud systems.

Our objective was to minimise delays by incorporating quantum techniques

into ORAN, achieved through the analysis and comparison of latency in both

paradigms.

4. The addition of new devices, protocols, standards, and modifications to the

legacy network by ORAN leads to an increase in PC and latency costs for both

distributed units and central units. The study presented an approach based

on quantum entanglement to demonstrate its influence on the signaling of the

standard ORAN architecture. Quantum entanglement is a phenomenon where

particles become interconnected so that the state of one particle instantaneously

affects the state of another, regardless of the distance between them.

1.10 Thesis Contributions

1. In Chapter 3, the ORAN technology has undergone significant development

as a means to provide efficient spectrum sharing and cost-effective solutions.

Nevertheless, this system will lead to an increase in both network infrastructure

and power usage. In order to evaluate the performance of a PC, it is necessary to

employ a model that quantifies the compromises associated with virtualizing a

server within an ORAN infrastructure. Various criteria, including the quantity

of VMs, the allocation of system resource blocks (RBs), and the bandwidth, have

been employed and contrasted with both bare virtualization and conventional

cloud networks.

2. In Chapter 4, this work examines the essential criteria and evaluations required

for prospective quantum solutions in the context of conventional ORAN net-

works. Specifically, the utilisation of entanglement phenomena is proposed as a
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means to enhance the efficiency of the X2 application (X2-AP) protocol. This

enhancement is achieved by reducing the overhead of X2-AP signalling, which

encompasses the time and energy consumption often associated with standard

cloud-based systems. Our objective was to minimise delays by incorporating

quantum techniques into cloud computing, achieved through the analysis and

comparison of latency in both paradigms.

3. In Chapter 5, the implementation of ORAN introduces more devices, proto-

cols, and standards, resulting in a transformation of the existing design. This

transformation, however, leads to an increase in PC and latency costs. The ex-

penses arise throughout the signalling procedure of several components within

the ORAN framework, including the distributed unit (DU) and central unit

(CU). This work aims to investigate the utilisation of a quantum mechanics-

based approach, particularly entanglement theory, and examine its influence

on the conventional ORAN architecture’s signalling. Furthermore, this study

presents a comprehensive analysis of the performance metrics, including pro-

cessing capacity, latency, and EE, for both conventional and quantum-based

ORAN systems. The comparison of these systems takes into account many net-

work parameters, including the quantity of signalling messages and the given

bandwidth.

4. In Chapter 6, a novel methodology was presented for addressing problems in

ORAN and implementing load balancing algorithms. The optimisation chal-

lenge involves the selection of ORAN servers with lower EE for the purpose

of quantum load balancing. This is achieved through the utilisation of the La-

grange multiplier approach and the numerical problem-solving technique known

as ’fmincon’. This chapter conducts a comparative analysis between sequential

quadratic programming and active-set approach methodologies, with the aim

of offering valuable insights for the development of power-efficient ORAN im-

plementations.
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1.11 Thesis Organization

In Chapter 2, the available literature was presented. In Chapter 3, ORAN power

model was presented. Chapter 4 depicts the quantum based X2-AP signalling over-

head is analysed. Subsequently, in Chapter 5, CU-DU signalling procedure is anal-

ysed. Subsequently, Chapter 6 presents a quantum load balancing technique assisted

optimisation algorithm is proposed. Moreover, in chapter 7, the thesis was finalized

and the findings were concluded. In addition, the subsequent trends and potential

areas of research are deliberated.
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Chapter 2: Literature survey

The ORAN architecture represents a versatile, modular, and interoperable strat-

egy for constructing wireless networks. The system comprises several essential ele-

ments, namely the radio unit (RU), distributed unit (DU), centralized unit (CU),

open interfaces, network controller, orchestration Layer, management and orchestra-

tion framework, virtualization and cloud-native elements, service management and

security elements [37]. The radio unit is responsible for the transmission and recep-

tion of radio signals. On the other hand, the DU is tasked with processing these

signals, carrying out functions such as digital processing, beamforming, and mod-

ulation/demodulation. The CU is responsible for overseeing and managing many

advanced operations within the network, such as network control, administration,

and orchestration. Open interfaces play a crucial role in facilitating interoperabil-

ity among diverse components within a system. These interfaces, such as fronthaul,

midhaul, X2, O1, A1, and policy management, enable automatic resource allocation

and optimisation [38]. The network controller, alternatively referred to as the RAN

intelligent controller, is responsible for the implementation of network policies and

the allocation of resources in an intelligent manner. It utilizes real-time network

conditions to make dynamic choices. The orchestration layer is responsible for the

management and automation of the provisioning of Open RAN resources. It inter-

acts with the CU and other network management systems in order to carry out its

functions [39]. The management and orchestration unit is responsible for managing

the resources within the ORAN system. It performs essential functions such as re-

source allocation, scaling, and service chaining. ORAN facilitates the virtualization
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of network services, hence enabling the deployment of cloud-native systems. Service

management and application programming interfaces (APIs) facilitate the integra-

tion of services and the interaction with higher-level applications. This allows for the

provision of a diverse array of services and applications to end-users [40].

The incorporation of security measures within the ORAN design is of paramount

importance, encompassing encryption, authentication, and the implementation of se-

curity policies. These measures serve to safeguard the network from potential vulnera-

bilities and threats. The ORAN design facilitates the establishment of vendor-neutral

interoperability, hence augmenting adaptability, mitigating the risk of vendor lock-in,

and fostering innovation within the RAN domain [41].

2.1 Power consumption

The power consumption of ORAN exhibits significant variability due to several

factors, encompassing the network’s architectural design, scale, technological prefer-

ences, and operating circumstances. The following are several factors to be taken into

account in relation to power consumption within the context of ORAN.

1. The first aspect to consider is the size of the network. The power consumption

of the ORAN network is strongly influenced by the quantity of base stations,

remote radio units, distributed units, and central units. In general, networks

that possess a greater number of network pieces tend to exhibit higher power

consumption [42].

2. Architecture of radio access network: The implementation of ORAN facilitates

the incorporation of flexible network typologies. Virtualized or cloud-native ra-

dio access network designs have the potential to exhibit greater energy efficiency

in comparison to conventional radio access networks. This is primarily due to

their ability to facilitate dynamic resource allocation and scaling [43].
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3. Hardware Efficiency: The energy efficiency of the hardware components utilised

in ORAN is of paramount importance. The implementation of power-efficient

hardware has the potential to effectively mitigate and decrease the overall power

consumption [44].

4. Power Management: The implementation of effective power management mea-

sures, such as the capability to transition network devices into low-power or

sleep modes during periods of reduced traffic, has the potential to decrease the

overall power consumption [45].

5. Spectrum efficiency refers to the ability of a wireless communication system to

utilise the available frequency spectrum in an efficient manner. The optimisation

of spectrum allocation can have a significant influence on power consumption.

The utilisation of radio resources can be optimised by the implementation of

dynamic spectrum sharing and interference management strategies [46].

6. Impact of Environmental Conditions: The cooling and power demands of net-

work equipment can be influenced by several environmental elements, such as

weather conditions and temperature. The exacerbation of environmental con-

ditions may result in a corresponding rise in energy demand [47].

7. optimisation of Software: The implementation of software optimisations, such

as the utilization of intelligent algorithms for the purpose of managing resources,

can effectively mitigate power consumption by dynamically adapting power lev-

els and configurations [48].

8. Load balancing refers to the process of distributing workloads across many com-

puting resources in order to optimize resource utilization, improve performance,

and ensure high availability of services. Efficient load balancing facilitates the

equitable distribution of traffic and workloads among network parts, hence mit-

igating the risk of overload and minimizing superfluous power consumption in

localized regions [49].
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9. The integration of renewable energy sources, such as solar or wind power, into

ORAN networks has the potential to effectively mitigate their carbon footprint

by partially or completely offsetting power usage [50].

More specifically, in [51], a power model was proposed to evaluate the PC based on

the network loads. The power model pointed to a nonlinear variation of the PC while

increasing the load, this model was also suggested to beyond LTE networks. In [52]

the ORAN architecture was suggested to execute the network functions in virtualised

CUs and DUs using general purpose CPUs to create a processing pool. This pool

may then be distributed to various geographical networks and have specific processing

capacity, which impacts network energy consumption and performance. In [53] the

study has offered an exhaustive review of various PC models, including virtualised

and non-virtualised servers and data centres. These models have been categorised

as invasive, machine-learning, and software-based. In additional. Intrusion-based

models require the installation of invasive tools and events counters, which make PC

measurement costly and complicated. Software-based models require an additional

software to operate; this method is also powerhungry and complicated. Algorithms

for machine learning are based on heuristics, although this method is time and power

intensive.

In [54] virtualizing the core network has resulted in a huge reduction in the total

PCs. A parameterized PC power is provided to investigate the different components

of the cloud radio access network based on the number of VMs. The model assesses

the PC and tradeoffs of a server undergoing virtualisation. Using differentiating

characteristics, such as the amount of bare-metal BBUs and the number of VMs.

In [55,56], the Energy Aware Radio and Network Technologies (EARTH) PC assess-

ment project presents parameterized PC models. These have been used to linearize

the SotA BSs’ PC (i.e. macro, micro, picoetc.). The condition under which the PC

of the base station is proportionate to the provided bandwidth. Nevertheless, these

models were unable of estimating the number of PC in future and hybrid networks,



25

such as virtualised and ORAN networks. In [57], the investigation on the level of

power reduction that may be attained by deploying CRAN instead of conventional

BSs. In [58]. A CRAN PC model based on SDN is analysed based on the processed

bandwidth. In [59] experiments are conducted to determine the impact of virtuali-

sation on the PC of a single server while running certain packages and applications.

This work considers a single-server case study, but does not provide a mathematical

model-based platform for measuring the PC’s components or system level, similarly

in [60,61].

One notable constraint observed in the majority of PC models discussed in the

literature pertains to their specificity in terms of case selection, data type, and net-

work configuration. Furthermore, the provided models are developed using exclusive

intelligent software that is comprehensive and tailored to specific platforms, making

it often inaccessible on an on-demand basis. Consequently, the utilisation of math-

ematical models that are both straightforward and capable of satisfying the needs

of the general reader is the most effective approach for assessing the performance of

power consumption. In general, there are some major falls within the existing works,

first they are not suited for the ORAN design. In addition, some of the literature

is based on the functions of each component, which leverage complexity. The other

type are mathematical based models, but the model has no upper limits when the

server is overloaded, such as in [62] and [63]

2.2 Quantum networks

The exciting world of quantum networks is a fascinating part of the field of quan-

tum information science, which serves as a topic for both research and development.

The transmission of quantum information, also known as quantum bits (qubits), over

vast distances is an integral part of the protocols that underpin quantum communi-

cation. Quantum networks have the potential to completely revolutionise not only
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secure communication but also distributed quantum computing and the fundamen-

tal underpinnings of quantum mechanics. The following items are some of the most

fundamental components of quantum networks:

1. Quantum entanglement distribution is going to be the focus of the conversa-

tion. The propagation of entangled qubits from one remote node to another

can be facilitated via quantum networks. Entanglement is a peculiar quantum

phenomenon that can be identified by the formation of correlations between

different particles. These correlations lead to a state of interdependence that

is unaffected by the physical distance that separates the particles. It is possi-

ble that this technology will make secure communication easier to achieve and

permit the spread of quantum keys [64].

2. Quantum repeaters play a crucial role in expanding the reach of quantum com-

munication by reducing the impact of signal loss and decoherence. Quantum

communication systems function by partitioning the communication distance

into smaller sections, use entanglement switching and quantum error correction

techniques to connect these sections and maintain the integrity of the quantum

information. Quantum repeaters utilise methods such as heralded entangle-

ment generation, entanglement purification, and quantum error correction to

facilitate the dependable transfer of quantum bits across extensive distances.

This capability is crucial for constructing extensive quantum networks and en-

abling applications like highly secure quantum communication and distributed

quantum computing [65].

3. In quantum communication systems, devices known as quantum repeaters are

deployed to extend the range of quantum signals so that more users can re-

ceive them. The control of quantum information loss across extended distances,

which is principally caused by the processes of decoherence and attenuation, is

one of the most significant challenges faced in the field of quantum networks.

Quantum repeaters are protocols or devices that have been designed expressly
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to extend the range of entanglement and offer reliable quantum communication

over enormous distances. Quantum repeaters can be used to increase the range

of entanglement. This is accomplished by breaking the transmission down into

its component components and creating entanglement amongst the nodes that

serve as intermediaries [66].

4. Teleportation at the quantum level is a phenomenon that can be studied under

the umbrella of quantum physics. As was said earlier, quantum teleportation is

a set of operational guidelines that makes use of the phenomena of entanglement

in order to transmit the quantum state of a particle to a location that is physi-

cally distant. Teleportation can be used in quantum networks to communicate

quantum states from one node to another without the need for the qubits to

be physically moved. This capacity is made possible by the fact that quantum

networks have the ability to use teleportation [67].

5. Quantum cryptography is a subfield of cryptography that focuses on the design

and implementation of cryptographic protocols that make use of concepts de-

rived from quantum physics. This subfield of cryptography was first developed

in the 1990s. Quantum networks have the potential to facilitate communication

that is extremely secure thanks to the utilisation of quantum cryptography. The

no-cloning theorem and the uncertainty principle are two of the fundamental

rules of quantum physics that are utilised by quantum cryptography in order

to ensure the integrity of the protocols used in the field. These ideas offer a

built-in defence against listening in on private conversations [68].

6. The term "distributed quantum computing" refers to the process of carrying out

computational endeavours by utilising a system that is comprised of multiple

quantum computers that are linked together. Distributed quantum computing

is a type of computing that could be provided by quantum networks. In this type

of computing, individual quantum processors located in different nodes of the

network work together to solve complex computational problems. This strategy



28

has the potential to make distributed quantum simulations, optimisation jobs,

and other applications that need a significant amount of computational power

easier to carry out.

7. The idea of a "Quantum Internet" refers to a fictitious network that would

make use of the principles of quantum mechanics to facilitate safe and effective

communication between quantum devices. This would be possible through the

use of a "Quantum Internet." The creation of a global network that paves

the way for quantum communication and processing on a massive scale is the

ultimate goal of quantum networks. This internet-like network would connect

all of the world’s computers. For this to be possible, links would need to be made

between quantum processors, quantum memories, and quantum communication

devices in a way that is not only consistent but also scalable [69].

8. In spite of the extensive research that has been done on the theoretical under-

pinnings of quantum networks, there is still a considerable obstacle regarding

the deployment of these networks in practise. This is mostly attributable to

the delicate nature of quantum states as well as the necessity of using high-

quality qubits. Despite this, there have been major developments in quantum

communication and the spread of entanglement over extremely small distances.

Quantum networks hold a tremendous amount of potential for revolutionizing a

variety of different fields, including the world of large-scale quantum computing and

the field of encrypted communication. However, the creation and maintenance of

these networks also involve considerable technological and engineering challenges. It

is possible that the continued development of the field of quantum networks may result

in substantial breakthroughs, open the door to novel applications, and stimulate the

emergence of novel communication paradigms. These outcomes have the potential to

be achieved simultaneously.

In [70], the adaptive cost that is originated from using quantum technology in

classical communication has been discussed. The cluster head selection policy is solved
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by using the quantum approximate optimisation algorithm to achieve an energy-

efficient network.

In [71], the technical aspects of quantum computer based systems such as quantum

memory, quantum gate, quantum control, and quantum error correction have been

introduced. The entropy of quantum channels is studied in [72]. In [73], a quantum

repeater was proposed to reduce network errors while evaluating the channel capacity.

In [74], a satellite has been utilised to exchange entangled photons over one hundreds

of kilometers channel long. In [75], as well as in [76], models are proposed to provide

a solution by using entanglement security in quantum internet networks. Moreover,

the authors of [77] have proposed a multi-layer process for optimising internet based

quantum networks. This technology limits the processing time of the node’s quantum

memory, improves the connection performance, and reduces the amount of signaling.

In [78], entanglement theory is used to protect network security by enabling quantum

based key distribution. Following, the researchers in [79] have used the free space

to distribute entangled photons over 13.5 km experimentally. The authors showed

that these photons can always survive such a long distance. Subsequently, classical

data is transmitted between parts through quantum teleportation channels [80]. In

[81], the progressive bits are encoded using optical fiber by using a transmission

connection, and the transmitted photonic array is used to improve the final network

throughput. The author of [82] showed that traditional data and quantum data could

be transmitted cooperatively.

In [83], the authors have distributed high-dimensional quantum states over 2 km

of multi core fiber. They demonstrated how their implementation would benefit from

quantum bits’ advantages, e.g., their higher noise resilience and greater information

power. However, in [84], it was found that the communication costs in quantum

networks are at least twice the cost of traditional networks using the same number of

parameters. Furthermore, Table 2.1 provides updated protocols and improvements

related to quantum communications.
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Quantum mechanic can boost the performance and security in several technologies,

such as quantum sensing [85], quantum metrology [86], navigation and timing [87],

state discrimination [88], quantum communications [89], and computation [90]. These

technologies started as theoretical marvels but have made significant progress, and

are now widely applicable. Improved quantum sensors are enabling the first main-

stream use of quantum technologies. Quantum correlations in probe states provide

precise limits for physical signal measurements [91]. QKD methods have also ac-

celerated secure quantum communications [89]. Early adoption of specific quantum

technologies has increased interest. Concentrated efforts have improved performance

across all quantum technologies, but they have not met the technological need. Most

applications require numerous quantum technologies. Quantum entanglement, the

main resource in networked quantum technologies, can be disseminated directly [92]

or via photons swapping [93] and purification [94] actions on topologies of quantum

nodes that can be completely arbitrary [95]. Two quantum entanglement features

guide networked quantum devices. Quantum connections between entangled nodes

initially allow remote processors to coordinate. This simplifies quantum clock syn-

chronization [96]. Quantum communication was developed because quantum comput-

ers threatened crypto-systems. Quantum computers are more powerful than classical

computers and can use publicly available quantum processors remotely. High-speed

global quantum communications networks are needed for delegated quantum com-

puting. Networked quantum computation and quantum communications are shap-

ing a quantum Internet [97]. Like the Internet, this is anticipated to change our

world. Quantum networks’ distance-limited range precludes this idea’s implementa-

tion. Quantum communications research is increasingly aimed towards circumventing

this constraint. Photonic losses doom the optical fiber only quantum Internet. En-

tanglement routing using quantum repeaters improves this capability [98]. Quantum

networks have established connecting major cities, such as in China [99].

Some other works can be found in Table 2.1, which shows some methods and

applications related to quantum communications and quantum computing.
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Table 2.1
Related works for quantum computing.

Method Applications Research

quantum networking wireless communications [100]

private quantum mobile communications [101]

super-dense coding decoding the quantum bit [102]

non-cloning ciphering [103]

compression coding [104]

entanglement quantum broadcasting [105]

optical communications communication protocols [106]

key distribution quantum security [106]

unique numbers generation quantum coding [107]

channel capacity quantum channels [108]

concentrating entanglement transformations [109]

2.3 load balancing and optimisation

When it comes to ORAN, the usage of load balancing schemes is an extremely

important factor in the optimisation of resource utilisation, the improvement of net-

work performance, and the preservation of a consistent QoS for UEs. Because ORAN

architectures typically includes features that are centralized and virtualized, the de-

ployment of load balancing algorithms is required in order to properly distribute

network traffic over a variety of network components. Within the scope of ORAN, it

is possible to single out a number of load balancing strategies that are currently in

use.

1. User association and cell selection:
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-Proximity-based association: The method of associating UEs with the base

station or cell that is physically located the closest to them is utilized in order

to reduce the amount of signal loss that is caused by path distance.

-The load-based association: The method involves assigning users to cells based

on the load that is now being experienced, with the goal of fostering more

distribution of the resources [110].

2. Frequency and spectrum management:

-Frequency load balancing: The practice of effectively distributing frequencies

and spectrum resources to cells or sectors is carried out with the intention of

lowering the amount of interference and congestion that occurs.

-Dynamic spectrum sharing: It refers to a method that allows for the dynamic

allocation of spectrum to individual cells. This method takes into consideration

the fluctuating demand for spectrum. This strategy makes the most of the

spectrum resources that are at our disposal, which results in an increased level

of spectrum utilization efficiency [111].

3. Traffic steering and steering policies: This means directing specific type of traffic

or users into certain cells or paths, while taking into consideration the QoS

requirements and the conditions of the network. Subsequently, policy-based

steering is the practice of utilizing established policies to determine the routing

of network traffic. This approach is also known as "steering based on policies."

These policies are decided upon after taking into account a number of factors,

such as the type of application that is currently being utilized, the intended

levels of latency, and the priorities of particular users [112].

4. Dynamic resource allocation: is the process of allocating resources in a network

such as bandwidth, power and processing capacity depending on real-time net-

work situations and traffic demands. This process is referred to as the method

of dynamic resource allocation [113].
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5. Cloud and edge load balancing: The allocation of edge computing resources is

balanced to effectively share processing and storage needs among edge servers.

In centralized cloud computing, the degree of demand serves as the determining

factor in the distribution of central cloud resources [114].

6. Traffic Offloading and Redirection: The process of transferring network traffic

from one network node to another in order to alleviate congestion and max-

imize network performance is referred to as the idea of traffic offloading and

redirection. The term "traffic offloading" refers to the process of rerouting traf-

fic to different paths, cells, or network elements in the event that congestion or

network problems are detected. Subsequently, the term "redirection policies"

refers to a collection of guiding principles that are established in order to make

the process of rerouting network traffic easier. These policies are intended to

establish the right course of action for redirecting traffic based on a number of

criteria, some of which include, but are not limited to, load distribution, latency,

and specific service requirements [115].

7. Machine learning and artificial intelligence: these are two of the components

that load balancing algorithms make use of. In order to assist judgments re-

garding load balancing, techniques from the field of machine learning are used

to examine both historical data and the conditions of the network in real time.

Subsequently, artificial intelligence employs complex decision-making systems

to dynamically optimize load balancing in order to achieve optimal perfor-

mance [116].

8. Network slicing: is the act of logically splitting networks into separate slices,

each of which is designed to cater to a certain set of services or applications.

Network slicing is also referred to as "virtualization" This makes it possible to

apply individualized load-balancing algorithms within each unique slice of the

system [117].
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The coherent approach is guaranteed by the incorporation of a variety of tech-

niques in network management, which ensures alignment between various areas.

Real-time adjustments are facilitated by the monitoring and adaptation of network

conditions and performance metrics in real time. AI-driven optimisation continu-

ously learns and enhances decision-making processes by analysing data across all

techniques to find the optimal balance. Traffic steering, resource allocation, and redi-

rection policies are enforced by policy enforcement to ensure that they are consistent

and that they meet the quality of service (QoS) requirements. Network manage-

ment can achieve high efficiency, flexibility, and user satisfaction by integrating these

techniques, which enable it to adapt to altering conditions and demands in real-time.

A number of factors, such as the network architecture, the deployment environ-

ment, and the particular QoS needs, all play a role in determining whether or not

adequate load balancing solutions can be successfully implemented. By utilizing a

combination of these tactics, it is possible to accomplish efficient load distribution as

well as network optimisation, which will ultimately result in an improved experience

for the end user.

Given the inclusion of load balancing and optimisation problem in ORAN as a

primary focal points, it is uncommon to encounter comparable studies in the context

of ORAN. Consequently, the existing literature is segregated into several categories

corresponding to these themes. The authors’ objective was to investigate the most

closely related research to the subject under consideration.

Regarding ORAN, there are still ongoing technical inquiries that seek to tackle

its simultaneous obstacles and resource allocations. The existing body of study is

constrained in its scope to encompass the examination of several aspects such as the

difficulties encountered, progress made, structural framework, valuable perspectives,

and proposed remedies. For instance, in [118], the ORAN architecture is presented

to facilitate multi-vendor interoperability by utilising disaggregated, virtualized, and

software-based components that are interconnected through open and standardised

interfaces. The conventional RAN services are commonly characterised by their pri-
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vate and closed nature, leading to elevated expenses and a dearth of transparency for

network operators. To effectively manage the limitations and minimise expenses, it is

crucial to initiate a network redesign process that focuses on improving the efficiency

of RAN installations and streamlining the operational aspects of RAN network ser-

vices, as proposed in the study by [119]. The authors of [120] proposed an end-to-end

network slicing method in multi-cell system. Nevertheless, the application of this

technology in the RAN continues to provide significant challenges. In the study con-

ducted by [121], it was shown that ORAN adopts cloudification and network function

virtualization as methods for processing baseband functions. it showed that using

heuristics enhances the economic efficiency and optimises the network resource in

comparison to traditional greedy resource allocation algorithms. Furthermore, in [38],

the authors shed light on the existing constraints of the present ORAN standards and

proposes potential technological solutions to address these restrictions, while the pre-

sented study of [122] focused on the development of a near real-time RAN intelligent

controller service by the open networking foundation. The study also presents sim-

ulation findings pertaining to this service. Trends and opportunities are discussed

in [39], advances in [123], and programmability of ORAN in [37].

In accordance to load balancing, the study conducted by [124] focused on the

development of load balancing techniques within the RAN in the context of network

slicing. In the study conducted by [125], an optimisation problem was presented with

the objective of selecting the optimal split points for the ORAN. The primary aim is

to achieve load balancing across CUs and midhaul links, while also taking into account

the delay criteria. The formulation that arises from this problem is classified as NP-

hard, and it is addressed using a heuristic algorithm. In a previous study [126], a load

balancing technique was introduced with the aim of improving the overall sum-rate

performance of the ORAN. Two sub-approaches were described that have the ability

to function independently in a non-realtime RAN intelligent controller and a near-

RT RIC, respectively. The findings demonstrated an improvement in the effective

network sum-rate, along with enhanced load balancing among the radio units. A
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reinforcement algorithm was proposed in [127] for ORAN radio intelligent controller.

load balancing in cloud radio access network can be found in [128], [129] and [130].

However, neither of these studies incorporated a quantum domain in their work, nor

did they address the EE of ORAN.
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Chapter 3: Power Consumption Eval-

uation of Next Generation

Open Radio Access Net-

work

ABSTRACT

ORAN executes network functions in three types of units: central units (CU),

distributed units (DU), and radio units (RU). ORAN has evolved as a tool to deliver

spectrum sharing and cost-effective solutions. However, this will result in a rise in

network infrastructure and power consumption (PC). To assess the PC, a model is

required to measure the trade-offs of a server undergoing virtualisation in an ORAN

infrastructure. Different parameters, such as the number virtual machines (VMs),

system’s resource blocks (RBs) and bandwidth have been used and compared with

bare virtualization and traditional cloud networks. The term bare metal refers to

the fact that there is no operating system between the virtualization software and

the hardware. Virtualised network (VRAN) has resulted about 50% reduction in the

total PC in comparison with traditional cloud networks. However, the ORAN has

produced more PC compared to VRAN, about 30% in the total PC and 10% in the

cooling PC. Unless the advantages of ORAN are fully utilised, the addition of extra

units within the ORAN, specifically the DU servers, may result in more PC that

might advocate against the ORAN.
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3.1 Introduction

Because of the increased number of users and network devices, mobile operators

and equipment suppliers have prioritised adopting the open RAN (ORAN) concept

due to the necessity to deliver at least 10 times more spectral and energy efficiency in

6G networks [63,131,132]. In ORAN, networks are constructed with completely open

interfaces, protocols, hardware and software, that operate on commercial, off-the-shelf

(COTS) servers [133]. Mobile networks have always been built using closed, propri-

etary software and purpose-built hardware. However, it may now be decentralised and

based on the ORAN concept. In this instance, this refers to the separation of hard-

ware and software. This concept was introduced in Release 14 of the 3GPP standards,

which separates the control and user planes of evolving the nodes, whilst developing

the ORAN specifications [134]. In 3GPP Release 15 and beyond, the service-based

architecture continues this separation with the development of distributed techniques

such as the virtualised RAN (VRAN) and edge computing. Consequently, the RAN

functions are divided into a number of modules that can be distributed across different

units, possibly located in distinct locations: the RU located as close to the antenna

as possible, the DU located further away, and the CU at the edge of the network, as

presented in Fig. 1. [135]. It is essential to recognise that virtualisation and ORAN

are not synonymous. Virtualisation is the separation of hardware and software by

decoupling the application software from the hardware that runs on, while ORAN

means that the hardware is virtualised and these virtualised softwares may serve dif-

ferent network vendors and operators [38].

Recently, the research community has embraced the use of network function virtu-

alisation (NFV) techniques in the cloud for a variety of reasons including [62]: flexible

allocations for the available network resources, enabling automation in the servers’ op-

eration and configuration, reducing the cost of maintenance, and saving more power.

NFV enables the operation of fewer processing units in the cloud while still meet-
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ing the quality of service requirements of the users (UEs) by installing many virtual

machines (VMs) on a single server, each operate as an individual server [136] [137].

However, in order to operate several VMs on a single host server hardware, a su-

pervisor or manager is required. This is also called as a hyper-visor (HV). It is a

software that dynamically control and share the host with guest VMs. Then, each

VM seems to have exclusive use of the server’s memory (RAM), processors (CPU),

network interface card (NIC), and hard drive (HDD). However, each VM shares these

resources with other VMs. The HV ensures that the hosted VMs may not interfere

with one another while accessing these resources.

However, a RAN may be virtualised but not open, meaning that the software and/or

hardware may be proprietary and/or the interfaces may be closed. Being completely

"open" necessitates the existence of reference designs and standards for hardware

and software, so that the RAN has only open interfaces and no proprietary interfaces

and/or hardware [138, 139]. In which, a radio head (RRH), or also called radio unit

(RU) belongs to operator/vendor A is able to communicate with (proprietary) soft-

ware operating on a COTS server from vendor/operator B through open interfaces.

Note that "openness" does not imply that all hardware and software for mobile net-

works will be similar. Vendors will compete to supply all hardware and software so

that operators have a diverse range of options in terms of size, scope, features, and

price, yet these devices are compatible and adaptive with any open software. Vir-

tualization has the potential to offer legacy vendors/operators a number of benefits.

They are not required to adapt their hardware or software interfaces with other ven-

dors, but they are allowed to comply to the 3GPP release requirements [140, 141],

yet, their hardware is proprietary built. Therefore, they continue to push and supply

only closed, proprietary technologies that serve only their best interests and do not

establish a future-proof network for their clients, despite the fact that doing so relies

within their capabilities [142]. One of the motivations for ORAN has been the need to

extend the radio system, since there are currently relatively few radio vendors. One

of a mobile network’s most important elements is the radio interface since it connects
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the UE to the network. It was believed that expanding the radio environment is

essential for the success of the ORAN evolution [143–145]. In contrast to current cel-

lular networks, ORANs are remarkably capable of adopting cooperative algorithms,

dynamically using the available spectrum, leveraging load variation to run less com-

puting resources, and integrating with the latest 6G enabling technologies with least

cost [35,146]. It is worth mentioning that the ORAN network include separating the

legacy BBU hardware by proposing central unit (CU), connected to distributed unit

(DU), the latter is connected to the RU. The DU is responsible for MAC/RLC and

High-PHY processing, while the CU is responsible for RRC/Control plane process-

ing and Transport/S1 [140]. Nevertheless, increasing the number of deployed open

devices, changing the network architecture design and installing new protocols may

sustain a substantial amount of PC, that has to be estimated [147]. There are many

reasons that causes the PC variations: installing more softwares within the server,

adding new devices to the network, removing/adding some functions from/to the

server, increasing/decreasing the number of UEs allocated to each software, increas-

ing/decreasing the number of resource blocks of each UE, etc [57]. This chapter then

establishes a model to calculate the PC of the ORAN while considering the above net-

work parameters, such as bandwidth, number of VMs, modulation and coding schemes

(MCS) and number of UEs. The proposed model is mathematically-oriented, easy to

follow, and represents a general tool for the researchers that require a power model in

their evaluation as a main or side measurement. It further defeats the complexity of

other models that are based on the functions of each units, rather than the network

parameters. As far as the authors know, there is no power model that estimate the

PC of the ORAN network.
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3.2 Contributions

1. There are huge demands in the next generation’s specifications pushing towards

reducing the PC and carbon footprint by reducing the PC. This cannot be

achieved unless PC model is existing to measure the reduction for the long

range scenario, and the evolved network architectures.

2. The proposed model is different than the other models that are complex and

functions based. It is mathematical-wise that is simple to use. Yet, it main-

tains the accuracy level by considering the most effective parameters such as

bandwidth, resource blocks,number of VMs and MCS type.

3. The researchers that propose PC reduction strategies, algorithms, optimisation

techniques and machine learning based methods require simplified and easy to

adapt PC model to evaluate their results. The proposed model facilitates such

enquiry.

4. A comparison amongst the PC of ORAN with cloud radio access network and

VRAN has been accomplished to show the effectiveness of the model.

3.3 PC model

When developing 5G, the 3GPP first took into consideration the split concept of

the BBU server into DU and CU. Practically, some functions of the BBU have been

migrated to the DU in different servers and different locations. The other functions

are left in the legacy CU, as shown in Fig. 3.1. In spite of the fact that CUs continue to

have features comparable to lagacy BBUs, DUs will have great processing capacities.

3.3.1 CU model

The CU is able to perform a wide variety of functions, including broadcasting

information, establishing and releasing connections to user equipment, data transfer,
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Fig. 3.1. Block diagram of ORAN power component
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performing quality of service functions, and compressing and decompressing IP data

streams. The PC of the CU is typically calculated as the total sum of active CUs

included within the CU pool. The CU’s digital computation and processing may be

evaluated by Giga operations/second (GOPS), and this metric can then be translated

into power [148].

It is possible to link GOPS with a collection of multiple CU’s functions. However,

this representation is complex and intractable due to its high subsequent scaling,

parameters and function’s measurement. However, it is possible to express the PC of

the CU as:

dPCU

dBW
= αPCU (3.1)

Where the change in PC of the CU server is proportional to the change of band-

width (BW), meaning, proportional to the number of processed resource blocks, pack-

ets or coming load. This concept has been previously mentioned in [149] as the dy-

namic PC is based up on the load variation. After solving this equation, the result

is

PCU(BW ) = P initial
CU eαBW (3.2)

Where α is increasing constant, and the Pinitial CU is initial PC of CU in idle

mode of operation. In addition, the CU consumption is affected by the type of

modulation and coding scheme. Using the same style, we can formulate the change in

the PC is proportional to the change in the modulation and coding scheme, denoted

as modulation coding scheme (MCS), which is usually describes the number of bits

transmitted within each resource element. This means the higher MCS, the more

data are transmitted.

dPCU

dMCS
= λPCU (3.3)

When this equation is solved, it yields:
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PCU(MCS) = λP initial
CU eλMCS (3.4)

The total CU server consumption P T
CU is the joint addition of the BW and MCS

effects, as follow:

P T
CU = PCU

initial(eαBW + eλMCS) (3.5)

It is worth mentioning that the ORAN only has bandwidth and MCS effects, but

the virtualisation of the CU also increases the consumption when several VMs are

found and compete within the same server, for example, in the CPU, they boost its

PC as each VM has its own packets to process. Hence, the effect of virtualisation can

also be added to the total consuumption of the CUP Pl
CU as follows:

P T l
CU(BW,MCS,N) = PCU

initial(eαBW + eλMCS + (eαN) (3.6)

Where N is the number of VMs. The Hypervisor also consumes an amount of

energy within the server. If we assume the PC of one task (t) per VMn is Pn,t, then

the PC of the HV may be modeled as:

PHV =
N∑

n=1

T∑
t=1

Pt,n (3.7)

where Pt,n is the PC of the t-th work given to n-th VM, in addition, T is the total

number of tasks. Finally, the total PC of the CU unit is updated, as follows:

P Total
CU = PCU

initial(eαBW + eλMCS + (eαN) + PHV (3.8)

3.3.2 DC-DC power consumption

In order for an electronic chip to function properly and satisfy the requirements

outlined by the manufacturer’s specification, the device has to be supplied with a

certain DC voltage. This unit is in charge of converting high levels of DC voltage
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to an operational voltage. Because the DC-DC converters have a level of efficiency,

its power model may be described in terms of losses. These losses are directly linear

with the number of power components that use DC voltage [56]. The PC of the

CU’s DC, denoted by (P cu
dc ), is modeled by taking into account the DC-DC losses

(ℓcudc) as a function of the efficiency (ηcudc ). This is done in conjunction with the power

requirement of every other component.

P cu
dc = ℓcudc(η

cu
dc )[P

Total
CU ] (3.9)

3.3.3 AC-DC power model

This unit is in charge of converting the power coming from the mains supply grid

from alternating current to direct current. When modelling the overall PC of AC-DC

(P cu
ac ), the same way is used as when modelling the DC-DC power conversion. This is

modeled thus in order to take into account the losses that occur during the AC-DC

conversion. It is possible to model the PC of the CU’s AC conversion in CU, by taking

into account its losses, which are denoted by the symbol (ℓcuac), as a function of the

efficiency, which is denoted by the symbol (ηcuac). This is done while simultaneously

taking into account the power requirements of each and every component. The power

model is able to be summarised as follows:

P cu
ac = ℓcuac(η

cu
ac)[P

Total
CU P dc

cu ] (3.10)

3.3.4 Cooling power model

A PC model for a CU that needs cooling may be modeled as a constant power

loss that scales linearly and in proportion to the amount of power consumed by the

unit. If ℓcucool represents the consumption of cooling loss in the CU, then P cu
cool may be

derived as the amount of cooling power consumed.
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P cu
cool = P cu

ac ℓ
cu
ac(P

Total
CU )(P dc

cu )(P
ac
cu ) (3.11)

Finally, the total PC of the CU unit P T
CU is as follows:

P T
CU = P Total

CU + PHV + P cu
ac + P cu

dc + P cu
cool (3.12)

3.4 Distributed unit

The DU is a COTS edge layer server that may function as a BBU to manage

high layer PHY, MAC, or RLC functions [140]. First, a VM layer software may be

installed to serve several RUs. Subsequently, these VMs make it possible to fully

utilise the server’s resources. On top of such layer, the DUs software that the vendors

provide may be installed and controlled by the HV, similarly to the CU unit. By

reducing raw performance, reducing the required number of CPU cores, and lowering

PC, hardware acceleration has the potential to significantly enhance the efficiency

of any ORAN [150]. When the value of N is increased, the PC of each DU server

increases. Because of this, the model has to include a description of an increase in the

PC in order to allow the virtualised server to be driven to achieve its maximum PC.

However, the PC of this unit is modeled the same way as the CU unit, as follows:

P T
DU = P Total

DU + PHV + P du
ac + P du

dc + P du
cool (3.13)

3.5 Radio unit

The RU converts radio signals from/to the antenna into a digital signal that may

be transferred through the fronthaul from/to the DU, the RU consists of the following

components:
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3.5.1 RF unit

The RF transceiver unit mainly comprises of an interface with intermediate fre-

quency and base band modulation/demodulation. RF unit is accountable for several

functions that are described in [57]. Its PC was modeled as a constant value that

12.9 W, which was the simplest way to model such consumption. However, in [151], it

was mentioned that RF PC is slightly influenced by the bandwidth. Hence, RF’s PC

(PRF) is modeled as a load affected unit that its PC increases when more network

UEs are connected. Here the linear model was used to describe RF PC, as follows:

PRF = BW × P int
RF (3.14)

It is worth mentioning that the value of the bandwidth cannot be multiplied

directly to the initial PC of the RF, otherwise, the PC will be boosted greatly. Hence,

it is preferred to normalise the value of the bandwidth or convert its value to a

normalised number of resource blocks to obtain valid outcomes.

3.5.2 Power amplifier (PA)

The PA is a primary concern in the RU since it uses the majority of the RU’s

power. The electrical signal that was recovered from an O/E converter is amplified by

the PA before being delivered to the air interface through the antenna, and vice versa.

The PA usually has low efficiencies at low transmission power (Pout); nevertheless,

if significant transmission power is desired at the antenna, its efficiency may reach

up to 54% or less due to the significant variation in transmission power of OFDM

signals [152]. The amplifier PC, denoted by Pamp, is influenced by the its efficiency,

denoted by ηamp, which is a function of the transmitted power of the antenna PT .

The Pamp might be modeled as

Pamp =
PT

ηamp(PT )
(3.15)
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The PC of RU is the addition of the amplifier and RF unit:

PRU = Prf + Pamp + P ru
dc + P ru

ac (3.16)

Where P ru
dc and P ru

ac denote the PC of the DC-DC and ac AC-DC, respectively.

These powers are modeled the same style of the CU or DU units. It is worth men-

tioning that the RU unit does not include cooling unit because its low PC. Therefore,

the total PC of the ORAN (PORAN) is expressed as follows.

PORAN = P T
CU + P T

DU + PRU (3.17)

3.6 Results

To correlate the findings of this work with a real-time measurements, the resulting

parameters were selected from [54, 57], as shown in Table 3.1. We have assumed the

number of CUs, RBs and VMs are up to 50. However, because of how easily the

model may be adapted to new circumstances, this number is subject to change. It

is possible to replicate the configurations of the servers sold by a variety of vendors

by changing the values of the different parameters and observing how the end model

varies as a result. For example, the initial PC of some servers are different than others,

this means these results vary, the new results can be simply produced once applied to

the model. Moreover, the maximum PC of the server is not the same for all of them,

this means changing the tuning parameters, such as ℵ and λ, is necessary to control

at what number of VMs the server reaches the maximum power. Another obstacle is

that this model assumes that 50 VMs drive the server to its maximum power, where

in practice, may be not. The servers’ behaviour to the VMs is different, hence, it is

required to physically measure the maximum PC and compare it to the data sheet

of the server to estimate the exact number of VMs. After, the model parameters can

be easily adjusted to such a specific type of server.
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Table 3.1
Model Parameters I

Component Unit Value Component Unit Value

P int
RF W 12.9 MCS, 16 W 9.5

P initial
CU W 26.5 α - 0.003

P initial
DU W 29.6 η - 0.008

Pamp W 6.1 λ - 0.1
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Fig. 3.2. The PC of a server showing the effect of the number of RBs or
VMs.

Fig. 3.2 shows the effect of RBs and VMs up on the server PC, the latter drives

the PC of the server to its maximum. However, the number of VMs can be reduced

to as many as practically installed VMs while keeping the maximum PC the same.

The model allows to tune such case by using the model’s different parameters. It was

assumed that each VM runs up to 50 RBs.

Fig. 3.3 shows the PC comparisons of the ORAN with CRAN and VRAN while

running 10 and 20 virtualised CU servers in the CU pool. The highest two values

show the initial PC of the pool without virtualisation, i.e. CRAN, with and without

the effect of RBs. The number of RBs is assumed equal to 50. Meaning, that each

VM is responsible for processing 50 RBs. However, as the number of RBs increases,

the PC will be increased too in the CU pool. Subsequently, the other indicators

show the PC comparison of the virtualised and ORAN case. Yet, the ORAN has

produced more PC compared to VRAN, about 30% of the total PC. This is due to
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Fig. 3.3. Comparison of total PC of ORAN with CRAN and VRAN.

the addition of the DU server to the ORAN architecture. Moreover, the DU itself is

also virtualised. In contrary, the VRAN case uses only one server, that is BBU server.

Both ORAN and VRAN show less PC than the traditional architecture, where no

virtualisation can be found. Although the PC of ORAN is more than the VRAN.

However, the sharing nature of the former can manipulate such matter as this cost

can be divided/shared amongst the sharing network operators that utilise the server

resources. Not to mention the delay cost. However, in the pure VRAN, only one

network operator endures the complete cost.

In terms of accuracy, the results of the model will be affected in a manner that

is proportional to the degree to which each piece of equipment maintains unique

operating conditions. These conditions include initial and maximum PC, cooling

requirement, and efficiency. However, the model can be relied upon to accurately

appraise the PC since it is based on concepts and assumptions that are derived from
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and ORAN of 100 BBUs or VMs while processing 100 RBs.

actual data measurements. Subsequently, Fig. 3.4 shows the cooling PC comparison

of the CRAN, VRAN and ORAN when 50 VMs are hosted by 10 and 20 servers. In

both cases, this is due to the cooling requirements at the DU and CU servers. The

ORAN shows about 10% more PC than VRAN, however, less than CRAN.

3.7 Conclusions and future aspects

In this work, the cost of increasing the number of VMs and the number of RBs

on the ORAN servers is evaluated. In addition, a comparison for cooling and overall

PC of ORAN with CRAN and VRAN is presented. The proposed model is flexi-

ble enough to accommodate the changing in the values associated with any type of

servers. Intuitively, virtualisation results in a decrease of network PC compared to

the traditional CRAN. However, due to the addition of the DU servers within the
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ORAN, it scores more PC compared to VRAN, about 30% in the total PC and 10%

in the cooling PC, but far less than the CRAN. However, this study has accomplished

the PC comparisons without considering the multiple vendors gain in terms of PC

and delay. Moreover,the PC increment in ORAN case can be compromised by the

gain of DU servers, where DU functions become closer to the user, which lessen the

end to end delay. Another gain can be added to the ORAN when measuring the gain

of each vendor individually. Finally, there are new advantages that can advocate the

ORAN, such as sharing the resources, sharing the power cost, inter and intra servers

load balancing.
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Chapter 4: Quality of Service of Quan-

tum Entanglement in Mo-

bile Networks

ABSTRACT

There are many problems in cellular communications that cannot be resolved

traditionally. The quantum communications can add new dimensions, safety, encryp-

tion and solutions to the traditional networks because of its robust physical strength.

However, it is not entirely realised how to adapt the quantum into traditional com-

munications because it is not entirely utilised. This chapter addresses the necessary

guidelines and assessments for future quantum solutions to the standard mobile cloud

networks. In particular, using entanglement phenomenon to increase the performance

of the X2 application (X2-AP) protocol by minimising the overhead signalling, rep-

resented by the time and energy consumption the conventional cloud encounters. We

intended to offer a delay reduction while adapting the quantum technique into the

cloud by modelling the latency of both paradigms. Finally, increasing the number

of photons has decreased the delay to about 40% compared to the traditional net-

work. In addition, the energy efficiency in the quantum case has been increased while

decreasing the power consumption by about 10%. The application of quantum en-

tanglement concept can lead to reduced power consumption by reducing signalling

overhead. This is based on the assumption that this technology is currently available,

with a mathematical framework providing a model for its behavior.
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4.1 Introduction

Some work has been done to maximise the usable bandwidth resource blocks.

However, occupying the stingy amount of resource blocks shall come to an end due to

the inherent low available bandwidth, and maximising these will no longer increase the

spectral performance [153]. As per the definition of resource blocks, the stingy amount

of bandwidth means that these resource blocks are only available in a few amounts

each ms. Therefore, the struggles continue in the classical communication even when

the most effective technologies are used [154]. As per the definition of resource blocks,

the stingy amount of bandwidth means that these resource blocks are only available

in a few amounts each ms. Not to mention the inherently unsolvable delay problem

that is physically related to the distance between the transmitter and receiver, and

processing delay. This causes the communication calls to be blocked and UEs outage

[155]. Hence, the quantum domain may offer the required solution [156]. Generally,

applying quantum methods to mobile communications is unusual. The truth is that

quantum computation is incomplete itself [157]. Moreover, classical behaviors and

quantum behavior vary tremendously [158]. Optical communications technologies

have several quantum features represented by optical fibers, laser sources for photons

to be produced, and the light on the receiver side to be sensed [159]. However, only

one wave property is utilised and seen in the classical sense out of the two photon

characteristics. The photon operates based on how a photon is measured and modified

in both wave and particle properties [160]. Recently, quantum computing applications

and advances have been spreading, such as quantum entanglement, quantum routing,

quantum repeating, quantum relay and encoder/decoder, quantum synchronisation,

quantum memory and quantum cryptography [161].

In the literature, the upcoming cloud networks has been a candidate for next gen-

eration, especially 6G, to reduce the power consumption of the traditional networks.

By combining the base band units (BBUs) of the legacy sites in one place, leaving the

cell site as simple as it contains the antenna, amplifier and radio frequency unit, called
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remote radio head (RRH). This requires less cooling, less total power consumption,

less renting cost, and more cooperative and collaborative procedures will be gained.

However, some disadvantages have been assured such as the need for more complicated

algorithm to run the network. In addition, more channel delay that is originated due

to shifting the data plane processing to far-away data centers. Furthermore, a more

significant number of signalling control planes contributes to higher power consump-

tion, complexity, latency and increases the rate of blocking calls [162]. In contrast,

the ideal handover must overcome the traditional procedure and offers less power

consumption and less delay. In this work, we proposed a power and time delay saver

approach that uses quantum entanglement to reduce the inherent signalling delay of

the X2-AP protocol, classically used for the handover process. For that purpose, we

have proposed a time delay model to measure the classical and quantum delays. The

latter has caused some power consumption and energy efficiency trade-offs within the

quantum method compared to the traditional network. Nevertheless, a simplified

power model has been proposed to calculate both classical and quantum network

consumption. We may summarise the contributions of the proposed work as follows:

1. The already used X2-AP handover protocol causes a large amount of signalling

represented by the time and power consumption [163]. Subsequently, quantum

entanglement phenomena has been used as a handover process instead of the

traditional method. The former can utilise a hidden channel amongst the gen-

erated photons to transfer the information amongst the mobile radio heads with

zero delay. A hidden channel in quantum communication is a covert pathway

used to securely transmit information, leveraging quantum mechanics to conceal

the data and detect eavesdropping.

2. The proposed method has replaced the successive classical signalling, each with

a corresponding entangled photon. Classically, when the remote heads try to

communicate with each other asking for handover, the destination and source

remote head uses classical signals with time and energy perspectives. The quan-
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tum method has replaced such communication by changing the behaviour of one

of the entangled photons (suppose in the source remote head) to pass the infor-

mation without delay to the other photon (supposed in the destination remote

head) to reduce the overall latency of the network.

3. Passing information without delay means the power consumption can also be

reduced. Classically, such power consumption originates from generating the

classical signalling and transmit to the other network parties. In the quantum

method, the power consumption of generating the signals has been ignored.

Rather, it was replaced by a consumption that is originated from generating

the entangled photons, circuit drivers and receivers. These consumers have

been compared with the classical method by deriving power models for both

methods. Based on the latter, and the UEs data rates, the energy efficiency has

been compared by assuming the network is serving an amount of UEs aimed to

move from one cell to another.

As far as the authors know, there is no similar work that tackled reducing the delay

and power consumption by using the quantum method that is adapted within the

mobile network.

4.2 Quantum fundamentals

4.2.1 Qubit

The quantum bit, also known as a qubit, is the most fundamental component of

quantum information. It is a representation of quantum state in quantum computing.

The mathematical representation of the state of a qubit can be given as:

|ψ⟩ = α|0⟩+ β|1⟩ (4.1)
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Where the normalization criterion |α|2 + |β|2 = 1 is satisfied, and α and β are

complex numbers that denote the probability amplitude of the photon being in the

state |0⟩ or |1⟩, respectively [164]. The core difference with classical bit is that the

latter can be in the state 0 or 1 independently, while the qubit rises the probability

of being 0 and 1 at the same time. Some of the applications of qubits include, but

not limited to:

1. Quantum computing: In order to perform computations, quantum computers

make use of qubits, which allow them to solve certain kinds of problems in a

significantly shorter amount of time compared to traditional computers [165].

2. Quantum cryptography: Qubits can be used to transmit information securely

using QKD, a method that ensures the confidentiality of the communication by

utilizing the properties of quantum mechanics [166].

3. Quantum simulation: Researchers can use qubits to mimic sophisticated quan-

tum systems, such as molecules and materials, in order to improve their under-

standing of existing materials and come up with new kinds of substances [167].

4. Quantum optimization: Qubits are utilised to find the cost functions in the

optimization problems, which can be used to solve problems in finance, energy,

and logistics [168].

5. Quantum sensing: Qubits can be used to measure various physical properties,

such as magnetic fields and temperature, with higher precision than classical

sensors [169].

4.3 Quantum entanglement

Quantum entanglement is a phenomenon in quantum mechanics where two or

more quantum qubits become correlated in such a way that it is mathematically im-

possible to explain the condition of one qubit without simultaneously describing the
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state of the other, even when separated by large distances. The concept of quantum

entanglement has been central to the development of quantum information theory

and has many practical applications. Some examples, including quantum computing,

quantum communication, and quantum cryptography. In particular, research in the

field of quantum random number generators has shown the entangled photon pairs

can be used to deliver actual random numbers, which are important to various cryp-

tographic protocols [170]. These are just a few examples, but there are many other

potential applications for quantum entanglement in classical networks. In entangled

systems, the system’s wave function cannot be factorized into the wave functions

of the individual components. This implies that the states of the two components

are connected to one another. Mathematically, this correlation is described by the

Schmidt decomposition, which expresses the wave function of an entangled system

as a product’s sum of the states. The coefficients of these product states determine

entanglement degree between the entangled bits. A system of two entangled qubits

can be described by the following joint wave function [171]:

|ψ⟩ = 1√
2
(|0A0B⟩+ |1A1B⟩) (2)

where |0A0B⟩ and |1A1B⟩ are the basis states of the two qubits, i.e. A and B. The

|0⟩ and |1⟩ represent their respective polarization states (horizontal or vertical, for

example) A wave function for a system of three entangled photons can be written as:

|ψ⟩abc =
[

1√
3
(|1⟩A|1⟩B|1⟩C + |1⟩A|0⟩B|0⟩C + |0⟩A|1⟩B|0⟩C)

]
(3)

Where A, B, and C represent the three photons. However, the probability am-

plitude of measuring any single photon in the state |1⟩, or |0⟩ is 1
√
3. This wave

function represents an entangled state as each photon’s state is correlated with the

other photon’s state, meaning that measuring the state of one photon will instantly

affect the state of the other photons, seamlessly. In other words, the information can

be transferred amongst the entangled photons with the speed faster than the speed

of light. This phenomena can be utilized in the new coming generations to save time
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and power. As one classical bit drives the laser that pumps the BBO crystal, not only

multi photons can be generated, rather, these photons own a hidden channel that also

can be utilised. Subsequently, entanglement has the potential to be used in ORAN

networks to reduce signaling costs. For instance, using entanglement to transmit and

share information amongst the DUs using less amount of power compared to tradi-

tional network, which reduces the overall signaling costs. Additionally, entanglement

can be used to provide secure communication in ORAN networks, which is impor-

tant for protecting sensitive information. This can help to mitigate security risks

and reduce the need for expensive security measures, which can also help to lower

signaling costs. Based on the above advantages, this chapter proposes entanglement

based method to reduce the cost of power and delay in ORAN networks by exploiting

the use of hidden variable property. The latter manifest transferring the information

amongst the entangled photons of the CUs and DUs.

4.3.1 Quantum cloud networks

A laser can be derived by the classical bits of a specific classical UE; the laser

then pumps the nonlinear crystal, producing the entangled photons. These photons

are transmitted to the RRHs where this UE resides, using an optical fiber or wireless

channel. Subsequently, the photons are detected at the RRHs, each with a specific

photon state, and the classical bits are recovered. As a result, this process has dupli-

cated the classical bit to several bits at no additional expenses. When the UE travels

to the neighbouring RRH, the information is served immediately using these redun-

dant bits (already sent to the destination RRH at the time of photon generation).

The need for an X2-AP framework protocol for handover signalling then is mitigated.

The legacy problem of the cloud radio access network is that it allows the UE to con-

nect to the cloud center so as its data to be processed, then these data are sent to the

UE through its RRH. The network delay is consequently increased since the distances

to the UEs are increased. Moreover, further delay will be caused by the control plane,
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mostly the handover process. If the handover takes place, multiple packets will be

exchanged between UE, destination BBU, source BBU, serving and packet gateways,

and mobility management units, this causes the cost of delay and power consumption

to be at high levels [172]. Therefore, the proposed approach uses entangled photons

as direct transmission signals between the associated handover units to reduce these

costs. However, this study utilises the hidden channel between the interconnected

photons, where changing the polarization state of one photon directly affects the

others.

4.4 Quantum handover

The classical handover procedure can be described, as follows:

1. The UE receives a power level from a target RRHs and reports these to its

existing RRH (source RRH), the UE uses RRC control signals for all possible

target RRHs.

2. The target RRH is selected to be the based on which one the UE receives higher

power from.

3. The source RRH sends a handover request to target RRH to plan the handover

method with the required information (e.g., RRH detail, UE context, resource

blocks mapping).

4. The target RRH shall track the availability of necessary resource, and sends a

confirmation to the former RRH.
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5. In the meantime, the UE will aim to access the target RRH, transmitting the

message to its target RRH ’RRC Link Setup Complete.’ The latter then sends

to the MME a message telling the UE that its RRH has been updated.

6. The MME sends UE details and the current position to theSGWandPGW. Sub-

sequently, theSGWsends downlink packets to the target RRH rather than the

source RRH and recognizes the MME.

7. Finally, the target RRH calls on the source RRH to finally release the UE. This

led to the end of the transition process.

It is worth mentioning that the handover process in the cloud architecture happens

in the cloud center, where the source and target BBUs are all together in the same

place. In contrast, the quantum handover happens amongst remote parties. Below is

some of the features for the quantum method.

1. Let us assume BBU1 serving RRH1 and BBU2 serving RRH2. While the RRH1

UE transferred to RRH2, after all, it serving (BBU1) could still be used, like

photons (converted into conventional bits at RRH) are rendered from one bit of

UE information. Again, The UE data is then doubled and directed to RRH2,

saving power and time in the pool.

2. This means the UE can be moved to target RRH2 and still be served by BBU1.

This matter is very important as the target RRH is not always ready for the

handover, not supported by X2-AP or does not own the required resources on

time. However, the UE’s requirement for the status transfer is not requested to

provide additional control signals with the target BBU.
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3. It provides free channels to transfer photons between RRHs and Cloud Centers

using optical fibers.

4. The study has shown that the X2-AP protocol faces a significant loss in classical

communications, which can be described as unreliable and scalable [173].

5. Classically, the X2-AP interface can be upgraded to the latest in both BBUs,

which is tedious and costly [174].

6. Some BBUs have no X2-AP interface within the network architecture tradi-

tionally; the S1 protocol is a replacement in this case. Two BBUs carry out

the handover along with the MME. In this case, the interconnection approach

applies to an optimal relief of X2 and S1 to carry out the switch.

4.5 System evaluation

In more details, the classical handover can be described in Fig.4.1:

The quantum handover is relying on performing each of the steps of fig 4.1 but

utilising the photon states of the entangled photons, where |ψ1|, |ψ2|, |ψ3| and |ψ4|

are the final photon states (after detection) offour entangled photons, as shown in fig

4.2.

In Fig. 4.3, when the UE of RRH1 moves to the next RRH2, the cloud sends the UE

data to all the surrounding RRHs of the UE, enabling copy-free of such data, thanks

to the generation process of entangled photons. Meanwhile, if the sending eNodeB

informs the MME about the handover, the former can utilise the hidden quantum

channel to pass the information to the latter. Passing the information can simply

be implemented by changing the polarisation of the former, the latter will change
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Fig. 4.1. Classical Handover.

Fig. 4.2. Quantum Handover.

immediately at no time.

We first examined the UE position, where the UE informs the serving RRH of its

RCC measurements. Once the decision is made, several connections has to be made
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Fig. 4.3. Quantum handover process architecture.

to finally release the UE to the target RRH, as shown in fig 4.1. After receiving

the measurement of the UE, the serving RRH sends communicates with the MME

to inform about the handover process, the MME in turn, informs the target RRH

and finds if it has the required resources, with handover request and acknowledgment

signals. Then the MME commands the RRHs of the handover. The later sends the

UE status to the MME and UE data to the SGW to establish the new channel for

the UE. Then more communications to be done amongst the participants to finally

release the UE. In the quantum handover, presented in the fig 4.2. In the latter, the

classical signals are replaced with state changing procedure. The advantage of such

method is the time reduction. The polarisation of the states, once it is perturbed, the
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other correlated states are all responded and be collapsed. This situation can happen

amongst whatever units that participate in the handover procedure.

4.6 Classical delay

The time delay of this process can be analysed by evaluating the time of each

sub-control operation due to the handover process. Although, the classical han-

dover timing diagram depends on the latest technologies related to manufacturing

the servers responsible for processing, manipulating, and sending the necessary con-

trol signals. However, the overall timing for the classical handover procedure is taking

a remarkable cost that may cause of the outage in the UE’s connection, loss of power,

increased delay and lack of network reliability. The delay is analysed in many steps

before knowing the differences between classical and quantum methods. We have

denoted the MME with m, sending RRH with s, target RRH with t, and gateway

with g. That is Dsm means the delay between the sending RRH and MME, Dmt,

denote the delay between the MME and target RRH. Moreover, the delay between

the MME and serving gateway is denoted by Dmg, and so on.

The overall delay of the classical method is the combination of processing delay

and channel distance delay. The processing delay in the classical handover is known

in the range of several milliseconds. If the handover request operation is evaluated,

the delay of sending, channel and receiving will be evaluated, as follows:

Dsm = Dp
s + dsm +Dp

m (4.2)

where Dp
s represents the processing delay of the sending RRH, dsm is the distance

delay between the sending RRH and the MME, and Dp
m is the processing delay of

the MME. Moreover, the delay of the handover request between the MME and target

RRH (Dmt) is calculated as:
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Dmt = Dp
m + dmt +Dp

t (4.3)

where Dp
t is the processing delay of the target RRH, and dmt denotes the distance

between them. This procedure will continue until the UE is finally released.

4.7 Quantum delay

In the quantum case, there also be a delay that is originated from the process of

generating the entangled photons. The delay in the quantum case mostly happens

in the circuit responsible for synchronising, elaborating and measuring the photons

states amongst the different RRHs. In addition, there is another delay that happens

when the tagged RRH informs other RRHs about its measuring state, classically, so

the other RRHs detect whether their collapse states are correct or not. Accordingly,

the RRHs error-correcting the received states, quantum wise.

The first delay consumer unit is the polarisation measurement at the receiving

side, where the sending RRH measurs its polarisation due receiving a classical signal

revealing the state of the sending RRH. Subsequently, the receiving RRH examined

if its final state was correct or not. If not, correcting this state is mandatory using

quantum error correction by re-sending the entangled photon. Suppose the classical

signal being transmitted at the same time of measuring the state. We have denoted

the delay due to the classical channel at each unit by dc, this delay will be for all

participating units. However, the delay of receiving the entangled photons is divided

by two parts: the first is the delay of receiving detector at each unit, or called response

time, denoted by Dres, second, the delay of translating this photon to a classical bit,

denoted by Dp
dri. Hence, the total delay in the quantum case is summarised as follows:

Dqd = Dres + dc +Dp
dri (4.4)
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4.8 Quantum consumption

We have assumed the total power consumption of the network, denoted as PQT

included two main parts: the traditional power consumption and the quantum. The

power consumption of the traditional cloud is Ptraditional, and the power consumption

of quantum side is Pquantum, given by:

PQT = Pquantum + Ptraditional (4.5)

The former mainly contains the BBUs and the RRHs. The BBUs are responsible

for processing the base band signals and the arrived/transmitted packets of the UEs.

The server power consumption is denoted as Pserver , where a group of servers assemble

the cloud center. There are other consumptions within the cloud such as the power

overhead, and fiber losses. It is worth mentioning that the server consumption itself

is not a fixed value, it is directly proportional to the number of processed packets,

i.e. the bandwidth (BW). The change in its consumption ∂Pserver to the change of

the band-width ∂BW is equivalent to a constant, as follow:

∂Pserver

∂BW
= αPserver (4.6)

when solving this equation, it produces:

Pserver(BW ) = P initial
server exp

ℵBW (4.7)

The server power consumption as a function of the bandwidth is the initial power

consumption that is affected by the constant and the bandwidth. When there is

no bandwidth (no load), the server power consumption is only its initial power con-

sumption, i.e. idle mode of operation. In addition, we assume the total number of

operating servers is C, and the total servers power consumption is represented by

P T
servers. However, the cloud, as mentioned earlier, included other consumptions, that

are also proportional to the total servers consumptions. These losses are summed by,

AC-DC, DC-DC, and cooling power consumptions. Generally, these consumptions
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are due to power losses. For example, the AC power is not efficiently converted to

the DC power (required for operating the servers). As such, the DC power is not

perfectly converted to the required value of DC power (required for each unit in the

server and the cloud). Hence, we have assumed this consumptions as power losses.

The AC-DC is represented by σAC , the DC-DC consumption is denoted by σDC , and

cooling consumption is represented by the factor σcooling. Subsequently, the cloud

power consumption is formulated as follows:

Ptraditional =
P T
servers

σAC × σDC × σcooling
(4.8)

And this is valid for only one cloud. If there is more than one cloud, the above

formula is repeated as many as the cloud centers.

The other part of the cloud consumption is the RRH, we have denoted this consump-

tion as (PRRH). The power consumption of this unit contains the radio unit (PRADIO),

power amplifier (PAMP ). This unit is also submitted to the overhead losses, but not

the cooling, as its consumption is low and does not requires cooling.

PRRH =
PAMP + PRADIO

(σAC)(σDC)
(4.9)

where PAMP = P t
r,ue/σpa

is formulated as the transmitted signal to the UEs Prrh,ue,

to its efficiency ηAMP . Hence, the total power consumption of the traditional part

is updated to the following, as pursues:

Ptraditional =
P T
servers

σAC × σDC × σcooling
+
PAMP + PRADIO

(σAC)(σDC)
(4.10)

The quantum part of the network can also be divided into two parts, the first

part is the quantum cloud part, denoted as PQC . The second part is the quantum

RRH part, denoted as PQR. In the former, there are several components that are

required to perform the necessary quantum computations. It is to be noted that

the uplink communications is always classical, and the downlink is quantum. This

required a laser in the cloud center to pump the BBU crystal that generates the
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entangled photons and send them to the RRHs. The uplink procedure can be done

classically and no need for the detector in the cloud. At the RRH, it is required

several units, a detector to receive the photon, a driving circuit, and a polarisation

synchroniser. Hence, the power consumption of the quantum cloud PQC is equivalent

to PQC = Plaser , while the PQR can be given as follow:

PQR = Pdet + Pdriver + Psynch (4.11)

Hence, the quantum power consumption can be summed as

Pquantum = PQR + PQC (4.12)

4.9 Energy efficiency

Among the different network metrics, energy efficiency is an important metric to

evaluate, considering power consumption as a parameter. In this work, the energy

efficiency gain is evaluated to show the importance of the proposed method. The EE

can be defined as the transmitted data rate (bits/s or bps) to the power consumption

(Watt). This means how much data rate is transmitted when consuming one Watt

of power, i.e. (bps/W). As a matter of the fact, each classical protocol happens at

different bandwidth than the data plane bandwidth, in this work, we have assumed

the bandwidth as 10 MHz.

CRate =
m=1∑
M

BWlog2(1 +
P T
c,mHmrm

AWGN + Im
) (4.13)

Where CRate denotes the classical data rate, M is the total number of RRHs,

AWGN is the additive white Gaussian noise, P T
c,m is the transmitted power of the

m − th antenna, and Hm is the channel gain of the RRH m. The term rm = d−ℵ
m

represents the path loss, where dm is the distance of the RRH m to the target RRH.

Here, ℵ is the path loss exponent, and Im denotes the interference from other RRHs on
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the tagged channel m. Consequently, the EE formula can be derived for the classical

network as follows:

EEtraditional =
CRate

Ptraditional

(4.14)

In the quantum case, the data rate is already embedded within the entanglement

quantum channel that happens instantly without classical considerations. However,

for the sake of comparison, the bandwidth of the laser can be considered as the

required bandwidth for the quantum case, as follows:

QRate =
m=1∑
M

BWlog2(1 +
P T
q,mPr(m,M)

Lossm
) (4.15)

where

Pr(m,M) =

∫
dλρ(λ)Pa1(m,λ)Pan(M,λ) (4.16)

denotes the coincidence probability amongst the measurements of RRH m and

other RRHs M . Pa1(m,λ) is the detection probability of particle a in the direction

of RRH m, sharing the same value of the hidden variable λ. Subsequently, Pan(M,λ)

is the detection probability of particle an in the direction of other RRHs M , where

an is the indication of particle number n, and n ∈ 1 : N denotes the total number

of entangled photons. In addition, ρ(λ) represents the probability of the produced

photon state. PT,q,m represents the transmitted power of the laser of the RRH m.

Lossm denotes the network’s loss budget on the RRHm, which includes the number of

fiber splices, connectors, dispersion, and distance. Subsequently, the energy efficiency

(EE) can be calculated as:

EEquantum =
QRate

Pquantum

) (4.17)
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4.10 System complexity

The complexity of the proposed methods relies upon the continuous moving UEs.

The proposed method is aimed to surround the moving UE with entangled photons so

as its data plane constantly be available and the hidden channels can operate. When

the UE moves to cells that are not within the entanglement zone (where the first set

of photons are distributed), this case causes the UE to shift to the classical handover.

This problem can be realised by predicting the direction of the UE and providing

the extra cells with the entangled photons. Another solution is to provide more en-

tangled photons in all directions around the UE. Another problem is that the RRHs

are practically not uniformly distributed, based on hexagonal or circular shapes. Our

work used the Poison point process to deploy the RRHs, a more practical-oriented

paradigm that conveys real-time cell shapes. This matter requires an optimisation

process to predict which RRH is closer to the UE and represents its surrounding cell.

However, the more entangled photons to be used, the more cells can participate in

the UE perimeter. Non the less, this process must continue to operate as long as the

UE moves, providing a collar coverage for the next direction of the UE. However, gen-

erating more entangled photons is more complex than fewer photons, so the states of

the generated photons become more challenging to distinguish. This matter requires

more caring on the receiving side so that the tagged state will be purified.

4.11 Results and Analysis

There are participant units involved in the handover process, these are source

RRH, target RRH, MME and SGW, we have assumed the distance of the source RRH

to the MME100 km, the distance of MME to target RRH is 100 km, the distance

between source RRH to SGW is 100 km, while the distance of SGW to target RRH

is 100 and finally, the distance of MME to SGW is 50 km. These five distances have

been suggested to show the existing connection amongst these parties no matter how

many repetitive connections happen during the handover process. These distances
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are used to produce the channel delay of these wireless links. This wireless link can

easily be replaced with optical fiber channels to compare and show other results of

this work. In addition, the processing delay of the source RRH is assumed to be 3

ms, the target RRH is 3 ms, the MME unit is 15 ms and SGW is 5 ms. These has

been added to the processing delay to produce the final delay that is shown in Fig

4.4.
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Fig. 4.4. Latency of the networks, quantum and traditional with respect
to the number of entangled photons.

In the two-photon scenario, more delay will be produced than in the three or

four photon cases due to more ping-pong signalling required. This means the more

photons to be generated, the more efficient the system will perform. Note that when

calculating the final delay of the source RRH-MME link, the processing delay in the

source RRH occurs 5 times, so does the MME, as in fig 4.1. Hence, the total delay

of this link is equivalent to the link delay, in addition to 5 times the processing delay.

Similarly with other links, such as MME-target RRH shown in Fig 4.5.
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Fig. 4.6. Power consumption with respect to the number of UEs, when
the X2-AP protocol consumes only 10% of the classical server power con-
sumption.

Subsequently, the total delay of the traditional case is produced by jointly adding

the delays of all links. The delay in the quantum case is also produced the same way,

the processing delay of the laser, detector and the driving units, as shown in Table 2,

have been jointly added to the total quantum delay.

In Fig 4.6, the power consumption has been presented with respect to the number

of UEs. We have assumed the number of BBUs is 20, RRHs is 50. We also assumed

the worst case scenario, where the X2 protocol consumes only 10% of the power

consumption of the classical server, this amount has been deducted in the quantum

case to gain such power. It shows when the number of UEs increases, the amount of

power saving increases too. However, practically speaking, the network may contain

thousands or millions of UEs that move constantly during the day. Hence, this saving

can be further increased.
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Fig. 4.7. Power consumption with respect to the number of UEs, when the
X2-AP protocol consumes 20% of the classical server power consumption.

In addition, Fig 4.7 shows the power consumption of the two networks when the

X2 protocol consumes 20% of the power consumption of the classical server. This

case has gained more power as it reduces the amount of the classical X2 handover

from the quantum case.

Later, the power consumption has been utilised to produce the energy efficiency, the

average data rate was first calculated using the channel capacity formula. In the latter,

the power from the RRH to the UEs was distributed based on the UEs distances to

the tagged RRH, the nearest the UE to the RRH, the less received power. Additive

white Gaussian noise has been suggested, the channel gain is also calculated.

Moreover, Fig. 4.8 shows the energy efficiency of the network when the power

consumption is 10% less in the server compared to the classical one.

Where in the case of 20%, shown in Fig. 4.9, the energy efficiency of the quantum

network will be further increased. However, the energy efficiency and the power

consumption behave differently because in the former, the data rate will drive the
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Fig. 4.8. Energy efficiency with respect to the number of UEs when the
power consumption is 10 %.
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Table 4.1
Model Parameters II

Factor Value Unit Factor Value Unit

Dp
s 3 ms dsm 5 ms

Dp
m 15 ms dmt 5 ms

Dp
t 3 ms Dres 1 -

dc 1 - Dp
dri 1 -

Dp
dri 1 - P T

servers 0.01 W

σAC 0.9 - σDC 0.91 -

σcooling 0.92 - PAMP 29.7 W

PRADIO 12.9 W αAC 0.8 -

αDC 0.8 - Pdet 1 W

Pdriver 1 W Psynch 1 W

BW 10 MHz H 1 -

AWGN -10 dB/Hz P T
q 43 dBm

Loss -3 dB

increment of the power consumption towards exponential and linear behaviours, at the

same time. First, exponential behaviour can happen as the UEs are still bandwidth

and power hungry, which drives the average data rate to exponentially increase from

zero to higher values while serving almost first 50 users in the network. After that, the

scarce resources of the system urge to share the bandwidth and power transmitted

amongst all the 300 UEs, which makes the system increase almost linearly while

increasing the number of UE. It is worth mentioning that the number of UEs may

fluctuate at each Monte-Carlo iteration as Poison point process distribution has been

implemented to generate the UEs and the RRHs. Finally, the cloud centre has been

assumed in the centre of the geographical area.
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4.12 Conclusion and future work

This chapter showed how quantum entanglement can be used in classical cellular

communications to improve the performance of the X2 application (X2-AP) protocol.

We have concluded that the power consumption have been decreased to approximately

20% in the quantum case compared to the traditional network by increasing the

number of UEs. Similarly, the delay has decreased while increasing the number

of entangled photons used to connect the RRHs and other network parties. It is

worth mentioning that the delay of two photons cases is more than the traditional

case since there will be the enlarged number of background communications and

synchronisation. However, by increasing the number of photons to four and more,

the delay decreases compared to the traditional network by about 40%. Finally, the

energy efficiency increases in the quantum case by decreasing the power consumption

by about 10% as the number of UEs increases.

In the future, the quantum entanglement can be used not only amongst the RRHs,

but amongst the RRHs and the cloud centre. This results in updating the cloud,

MME and SGW without time cost because of the existence of a hidden channel. It

was expected that this method can further improve quality of service regarding the

time. However, the concurrent trade-offs have to be analysed regarding the power

consumption and system complexity. The latter can be realized by the means of

artificial intelligence and quantum computing algorithms to control the procedure of

photon transmission, receiving, purifying the photon polarization’s states, updating

the handover participants and error correcting the undetected photons. Furthermore,

increasing the performance of the proposed method to cover RRHs that are not con-

nected to the same cloud center, this may impose additional complexity. The latter

is represented by initiating more channels for synchronizing and tracking the UEs.
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Chapter 5: Quantum-Enabled Method

for Power, Delay and En-

ergy Efficiency Enhance-

ment in Open Radio Ac-

cess Networks

ABSTRACT

ORAN adds new devices, protocols, standards, and reshapes the legacy design;

which increases the PC and latency costs. These costs occur during the signaling pro-

cess of many units in ORAN, such as the DU and CU. The purposes of the quantum

mechanics based approach, specifically entanglement theory, and shows its impact on

the traditional ORAN architecture’s signaling. It prompts the current state of adop-

tion with traditional networks. In addition, it models the PC, delay and EE for both

traditional and quantum based ORAN. These systems are compared while considering

different network parameters, such as the number of signaling messages and allocated

bandwidth. The results showed that the quantum method has promised about 45%,

40% and 10% reductions in the EE, PC and delay, respectively when compared to the

traditional ORAN. However, these reductions are affected by the number of transmit-

ted messages and used entangled photons. If the latter is increased, more power and
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time saving can be achieved. The application of the quantum entanglement concept

can lead to reduced power consumption by reducing signalling overhead. This is based

on the assumption that this technology is currently available, with a mathematical

framework providing a model for behaviour.

5.1 Introduction

Since there are new functions and advanced units to be added to the traditional

network, the signalling of the ORAN becomes under speculation. Signaling refers to

the process of transmitting control information between different network elements

to establish, maintain, and release connections. Signaling protocols are used to co-

ordinate the various network functions and to ensure that the network is operating

efficiently.

There are several types of signaling services and protocols that will be used in

ORAN, including [34]:

1. Control and UE plane separation signaling: This protocol is used to separate

the UE plane and control plane [175].

2. Session initiation protocol: For establishing, modifying, and terminating multi-

media sessions such as Voice over IP (VoIP) calls.

3. Authentication signaling protocol: It is used to authenticate the UEs and to

authorize accessing network resources.

4. GTP (GPRS tunneling protocol): It is used to manage the tunnels that are

used to transport UE data.

5. S1AP (S1 application protocol): For controlling the S1 interface between the

evolved packet core and evolved NodeB (eNodeB).
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6. Open RAN radio interface protocol: It defines the interface between the DU and

the RRU in the network, allowing for the use of different vendors’ equipment

[176].

7. Intelligent controller protocol: This protocol is used to control and manage

the network, including the orchestration of different network functions and the

management of resources.

8. Service-aware network controller protocol: This service is used to control and

manage the network services based on QoS and security [177].

9. Fronthaul interface (O-FI) protocol: This protocol defines the connection be-

tween the CUs and DUs, allowing for the use of different vendors’ equipment

and software [34].

However, there are main higher level protocols amongst the different units that

can be summarised as follows [34]:

1. X2, or Xn interface: This is the signalling interface between the traditional

eNodBs or green NodeB (gNB) and other gNBs. It’s purpose is to exchange

management information amongst CUs [119]. Note that gNB is the term that

is used in the next generation base station.

2. E2 interface: This is an interface for exchanging control and management in-

formation between the core network and the gNB, specifically the CU, DU, or

even the other eNodeBs, with a focus on energy efficiency metrics.

3. E1 interface: This is a low-latency interface for exchanging control and man-

agement information between the CU-u (UE plane) and CU-c (control plane).

4. A1 interface: The orchestration platform makes use of this interface in order to

connect the non-real time and near-real time units.
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In ORAN, the DU can be virtualized and a single CU is connected to many DUs,

each DU (or virtual DU) is then connected to the RU; that serves the UEs. Several

protocols and connections are established between these two important units, i.e. the

DU and CU. The system’s performance suffers when the cost of processing new func-

tions rises, leading to high energy consumption and longer response times. It is worth

mentioning that for traditional LTE system, the latency of the control plane and the

UE plane must be less than 100 ms and 10 ms, respectively. In addition, processing

at the layer2 and Layer3 levels in the UE and eNodeB accounts for about 54% of the

total latency in the control plane [178]. Although the cost of signalling is affected

by different parameters, for instance, type of processors, number of UEs and type of

service, yet, the cost of signalling is considerably high in the coming generations, see

for example the X2 handover cost in [172], [179], [63]. The CU-DU can communi-

cate to perform different functions, such as integrated access and backhaul, including

UE and control planes, UE to network relay, intra-handover, inter handover, intra

DU-CU centralized re-transmission, etc. On top of that, the virtualisation of the

DUs or CUs within one physical server also increases the time required to process

the packets, more than ever [62]. Hence, it is crucial to mitigate the signalling cost

and establish unbeatable methods. The quantum mechanics has recently evolved as

a unique solution to the legacy problems that came to a limit, those classical meth-

ods cannot solve. Specifically, the cost of signalling is non reducible because they

shape how the network is designed, operated and offers seamless control. This is

in contrast to physical layer, where the full advantage of optimisation techniques are

exploited, including bandwidth and power resource allocations. Consequently, invinci-

ble problems require revolutionary solutions. Quantum capabilities are not fully used

in classical communications due to the current limitations of quantum technology.

Quantum communication systems require specialized equipment and infrastructure

that is not widely available. Additionally, quantum systems are more complex and

difficult to operate and maintain compared to classical systems. However, quantum

technology has the potential to provide certain advantages in communications, such
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as increased security and faster data transfer speeds. For example, quantum key dis-

tribution (QKD) can provide secure communication via utilising the characteristics

of quantum mechanics to ensure transmitting the information is secure and cannot be

intercepted or tampered with. Hence, if well exploited, it can unleash the potential of

classical communications [180] Moreover, the quantum entangled photons are utilized

to replace the classical way of signalling amongst the different units in ORAN. This

method makes use of the spare photons that are generated from one classical bit, and

use those photons to save the power. In addition, the hidden channel amongst these

photons is exploited to transfer the information amongst the DUs and CUs instantly,

and with less cost.

5.1.1 Contributions

1. Since transferring the practical experience of the quantum domain to empower

the classical networks is not fully realised, this work proposed an entangle-

ment based method to mitigate the traditional signaling costs. This method

was adapted to the mid-haul region amongst the CUs and DUs, where a large

percentage of the network costs occur.

2. In ORAN, not only the classical burden is still active, but there are added

protocols, units, and standardization that increase the PC of ORAN. Hence, a

power model is proposed. In addition, a power comparison has been made for

both traditional and quantum based ORAN.

3. The time delay in ORAN is also an important metric to be reduced. This work

modelled and analysed the network time delays of the traditional ORAN with

the quantum based method.

4. Based on the number of transmitted messages, a comparison of the EE is pre-

sented. Beforehand, the channel capacity for both quantum and traditional

systems is analysed.
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5.2 Quantum-Classical procedures

5.2.1 CU-DU procedure

Amongst the CUs and DUs, there are extensive signalling procedures that are

fully occupying the network resources, including control and UE plane. At the same

time, costing the network time and energy. For example, if the UE is establishing a

connection, the procedure shown in Fig. 5.2 is activated to start the cell activation.

However, the CU is responsible for transmitting the data to many DUs at the same

time, composing a fully connected-like topology [181].

To clarify, the signaling costs associated with UE-initiated cell activations, detailed

in Algorithm 1, represent just one component of the broader signaling expenditures

in ORAN. This study comprehensively addresses all signaling costs between CUs and

DUs, evaluating their impact on network efficiency and operational overhead. There

are many signalling procedures between these two units.

Algorithm 1 UE cell initiating
RRC inactive transition procedure.

RRC to other RRC, inactive state procedure.

RRC connection reestablishment procedure.

Managing multiple tunnelling for F1-C.

UE initial access procedure.

Bearer context setup over F1-U.

5.2.2 Quantum Signaling

Traditionally, the number of messages that are transmitted amongst the different

units depends on the number of connected UEs, type of signalling, and number of sig-

nalling messages. However, one example of traditional CU-DU transmitting/receiving
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Fig. 5.1. System architecture of entanglement based open radio access
network.

signals is shown in Algorithm (2), where radio resource control (RRC) signal is used

to resume RRC transmission.

Keeping in mind this procedure only considers one DU, as per suggested ORAN,

one CU is connected to multiple DUs. Hence, the cost of power and delay can be

multiplied. Subsequently, the proposed procedure is shown in the Algorithm (3).

In Algorithm (3), the first photon ψk1 is kept at the sender side (CU), while the

second photon ψk2 is sent to the receiving side (DU), the third photon (not shown

in the Algorithm), is sent to other DUs with ψk3, ψk4...ψkn, where the total number
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Fig. 5.2. Start up and cell activation

Algorithm 2 Classical: RRC state transition, Inactive
CU-DU (Paging)

DU-UE (Paging), UE-DU (RRC resume report)

DU-CU (RRC message transfer)

CU-DU (Context setup request)

DU-CU (RRC message response)

DU<->UE (RRC resume)

Algorithm 3 Quantum: RRC state transition, Inactive
CU ψk1-DU ψk2 (Paging)

DU-UE (Paging), UE-DU (RRC resume report)

DU ψk2-CU ψk1 (RRC message transfer)

CU ψk1-DU ψk1 (Context setup request)

DU-CU (RRC message response)

CU<->UE (RRC resume)

of entangled photons is N . Then in (DU-CU (RRC message transfer)), there is no

need to install another entanglement source to transmit the photons and repeat the

same process as the CU strategy. It is sufficient to alter the polarisation state of
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the received photon at the DU with ψk2, and the hidden channel is responsible for

changing the polarisation state of the receiving CU, with ψk1. At the same time, DU

ψk2 may inform other DUs, with ψk3 or more, about its declaration. Next, at the

(Context setup request), the CU repeats transmitting its photons and informs other

DUs about its photon state, requesting them to reveal theirs. This style continues

until the last step of the protocol ends, i.e, (RRC message response). Nonetheless, this

procedure is only an example of the quantum method. Amongst the CUs and DUs,

there are tens of protocols and messaging. Whenever a different protocol is activated,

the setup is kept the same and the difference will be in the packet construction.

5.3 System model

5.3.1 Power consumption

To calculate the PC of the cloud, we need to take into account the following factors:

• Server hardware: The PC of the physical servers and storage devices used in

the cloud.

• Data center infrastructure: The PC of the data center facilities, including cool-

ing, power distribution, and backup systems

• Network infrastructure: The PC of the network switches, routers, and other

networking equipment used in the cloud.

• Software and applications: The PC of the software and applications running on

the cloud servers.

However, it is crucial to evaluate the PC of the signalling as they contribute greatly

to the dynamic PC of the system. If we assume the power of the CU’s RB is bcurb ,

the power of the DU’s RB is bdurb , the number of RBs that are contained in the BW

of CU and DU are RBcu and RBdu at each time slot, respectively. In addition, the
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transmitted power of the CU and DU are P t
cu and P t

du, respectively. Hence, the power

of the RB at each CU is equal to:

P cu
rb =

P t
cu

RBcu

(5.1)

Similarly for the DU’s RB; is equal to:

P du
rb =

P t
du

RBdu

(5.2)

This power is only consumed by one RB at a time slot, at a known amount of

time when the transmission is continuous, this value is multiplied with as many as the

number of time slots. There is another way to evaluate such power; is by calculating

the number of transmitted messages. In CU and DU, the power transmitted for each

message is given by:

P cu
msg = P cu

rb ×RBcu
msg (5.3)

And for the DU:

P du
msg = P du

rb ×RBdu
msg (5.4)

Where RBcu
msg and RBdu

msg denote the number of RBs in the message of CU and

DU, separately. These are evaluated using the following formulas:

RBcu
msg =

Bitrb
Bitmsg

(5.5)

RBdu
msg =

Bitcurb
Bitcimsg

(5.6)

Where Bitcurb , Bitdurb and Bitcumsg, Bitdumsg, denote the number of bits that are con-

tained in the RB of CU and DU, and the sent bit in each message of CU and DU,

respectively. The former can be obtained by:

Bitcurb = Symboltscurb × Subcarrierscdrb ×BitcuRE (5.7)
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Where Symbltscurb denotes the number of symbols of the CU’s RB, Subcarrierscurb
is the number of sub-carriers per CU’s RB, and BitcuRE represents the number of bits

in each resource element in the CU, which is based on the type of modulation, for

example, in QPSK, the BitcuRE = 2. The same style holds true for the DU, where:

Bitdurb = Symboltsdurb × Subcarriersdurb ×BitduRE (5.8)

Symbltsdurb is the number of symbols of the DU’s RB, Subcarriersdurb is the num-

ber of sub-carriers per DU’s RB, while BitcuRE represents the number of bits in each

resource element in the DU.

Now, it is possible to obtain the PC of the signalling process at the CU and DU,

noted as P cu
sing and P du

sing, respectively, where P cu
sing=P cu

msg × N cu
msg and P du

sing=P du
msg ×

Ndu
msg. Where N cu

msg and Ndu
msg denote the number of messages of the CU and the DU,

respectively. However, this was only the dynamic load evaluation, the power supply

for this signalling is evaluated as follows:

P cu
suply = PCcu ∗

RBmsg

RBcu

+
P cu
msg

ζ
+ PRF

RBmsg

RBcu

(5.9)

PCcu denotes the PC of the CU server, the PCcu
msg/ζ terms represents the power

amplifier’s PC, where ζ denotes the amplifier efficiency. Subsequently, the initial PC

of the CU and RF units are added to the above formula, symbolized as PCinit
cu and

PCinit
RF , respectively. If we assume PCinitial= PCinit

cu +PCinit
RF , then:

PCcu,ini
suply = PCinitial + PCcu

suply (5.10)

Finally, the PC of number of messages is given by

PCdu,ini
suply = PCinitial + PCdu

suply (5.11)

The quantum method’s PC PCQuantum can be calculated using the traditional one,

but with some modifications. First, the quantum devices’ PC is added to the quantum
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case. Subsequently, the amount of classical overhead, i.e. (RBmsg/RBcu), or(RBmsg/RBdu)

is removed from the corresponding CU or DU unit.

PCQuantum = H(ψ)(P − initial − P cu
suply) + Pcost (5.12)

Where H(ψ) is the hidden variable representative, Pcost is the PC of the quantum

devices, which is equivalent to:

Pcost = PLaser + PDet + PDriver (5.13)

The PLaser, PDet, PDriver represent the PC of the laser, detector and driver, re-

spectively.

5.3.2 Quantum latency

It was assumed that the signal message has a duration of τ cumessage message and

τ dumessage second, for the CU and DU, respectively. A number of messages Ncucumsg

during a time interval called ∆cu
t and ∆du

t for the CU and DU, separately. ∆cu
t can

be written as

∆cu
t = N cu

msg × τ cumessage (5.14)

and

∆du
t = Ndu

msg × τ dumessage (5.15)

The instant transmission of the information amongst the CUs and DUs implies

that the network is no longer time restricted. The hidden variable contributes to the

transfer of the state of the entangled states with zero time, while some time occurs

due to the driving circuit of the receivers and the detector’s response time of the

quantum case. The total delay of the traditional method is modeled:
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τ cutraditional = ∆cu,du
t + τch (5.16)

During the signalling, the τch can be neglected in the quantum signalling, the total

delay of the quantum method is modelled:

τquantum = τ cu,dut + τdriver + τdet (5.17)

Where τdriver and τdet denote the time delay of the driver and detector, respectively.

5.3.3 Quantum capacity

The actual bandwidth of a quantum channel depends on various factors, such as

the physical implementation of the channel, the type of quantum state that is utilised

to encode the information, and the communication protocol [182]. The bandwidth in

the classical and quantum systems is different. In the former, it refers to the amount

of transmitted data per unit time. In the latter, it refers to the amount of quantum

data that can be transferred in a certain amount of time, where the relationship

between the bandwidth and qubit transmitted per second is linear.

Since it is possible to generate the entangled photons from discrete time pulsed laser

with high percentage of fidelity [183], [184], it is possible to control the rate at which

the photons are generated. In this section, the capacity of the quantum system

is divided into three distinct categories: 1- The quantum bit capacity that can be

directly under- stood by the number of quantum bits to be transmitted in one second.

This capacity is based up on the bandwidth and number of generated qubits. As far

as the frequency of the generated photons is considered. This frequency is half the

frequency, double the wavelength of the pumping lasers frequency, which is still higher

than classical frequency. Subsequently, the bandwidth is higher in the quantum than

the classical. The quantum capacity Cq can be formulated as:

Cq = Bqlog2(1 +
Pq

Nq

) (5.18)
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where Bq, Pq are the bandwidth and power of the qubit. It is worth noting that

the qubit bandwidth is much higher of the classical counterpart. In addition, Nq

denotes the quantum noise effect, which can be formulated as the joint addition of

the noise effects:

Nq = D(t) + E(j) (5.19)

In this work, only the dephasing and amplitude damping noises are considered.

Subsequently, D(t) is the dephasing noise, it is given by:

D(t) = υi
[
e−Y t/2

]
|0⟩ ⟨0|+

(
1− e−Y t/2

)
|1⟩ ⟨1| (5.20)

where Y is the dephasing rate, t is the time, and |0 > and |1 > are the basis states

of the qubit, and υ is the effect of the entangled photon i. E(j), j ∈ 0, 1 denotes

the amplitude damping noise and can be described mathematically using the Kraus

operator, as follows:

E(0) = ϵi|0⟩⟨0|
√
p|1⟩⟨0| (5.21)

E(1) = ϵi[
√
1− P |1⟩⟨1|] (5.22)

where p is the damping probability.

2- The capacity of the hidden channel that shapes the number of transmitted

information of entangled photons, and can be calculated using the following equation:

CH = max
ρAB

I(A : B) (5.23)

where Ch is the hidden channel capacity, ρAB is the density matrix of the entangled

photons, and I(A : B) is the mutual information between photons A and B. The

mutual information is given by:

I(A : B) = S(ρA) + S(ρB)− S(ρAB) (5.24)
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where S(ρ) is the von-Neumann entropy of the density matrix ρ, defined as:

S(ρ) = −Tr(ρ log2 ρ) (28) (5.25)

The channel capacity can be further simplified for specific entangled states, such

as maximally entangled states. For a maximally entangled state, the density matrix

is given by:

ρAB =
1

d

d∑
i=1

|i⟩A|i⟩B (5.26)

where d is the dimension of the entangled space. In this case, the channel capacity

is given by:

C = log2 d (5.27)

which means that the channel can transmit d bits of information per user terminal.

3- Quantum repetition Rate: Although the quantum band-width can be very high,

it cannot be utilized unless high classical repetition rate is achieved. The classical

repetition rate can affect the rate at which the quantum bits are generated. The

process of generating the quantum bits is based on a nonlinear effect that happens in

the BBO crystal, which is based on the high energy of the laser pulses [185]. These

pulses are previously derived using classical bit rates. Hence, it is possible to write:

Cc = X · frep (5.28)

where Cc denotes the classical capacity, and frep is the repetition rate of the laser

pulses. The non successful generation process is taken into account with the possibility

of X <= 1. frep is responsible for generated the entangled photons’s capacity Cq; with

another probability, denoted as Y. As long as the entangled photons are generated,

the hidden channel with capacity Ch is perfectly existed amongst the photons.

frep = ChY Cq (5.29)
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This means we can write the classical capacity in terms of quantum, as follows:

Cc = Ch[XY Cq] (5.30)

Practically, this expression not only means two types of information are obtained

from single one, in addition, the right term can be multiplied by the number of

generated photons. In terms of EE, now it can be easily calculated for the traditional

case using the following formula

EEc =
Cc

PCdu,ini
suply

(5.31)

and for the quantum case

EEq =
(Cc)(Cq)

PCquantum
(5.32)

5.4 System complexity

• When the transmitting/receiving occurs amongst the CUs and DUs. Some

photons may be spared. In this case, these photons can be exploited in other

protocols that require communications amongst the CUs and DUs to perform

different functions or different protocol.

• Although the hidden channel helps in transferring the information seamlessly,

the holders of the entangled photons must declare the polarization state they

have detected so that all participants are aware whether their state is correctly

detected or not. Revealing this requires a classical channel amongst the partic-

ipants, which is power and time costly. Hence, it is beneficial to evaluate this

cost and consider it within the presented outcomes [186].



96

• The detection of the entangled state requires critical evaluation of the noise

types that affect the entangled states. There are different noises’ behaviours in

the quantum channels that are different from the classical counterparts. Some

common types of noise in the quantum channels are:

1. Decoherence noise: This type of noise results in a loss of coherence in the quan-

tum state, causing the relative phases between different basis states to become

random and unpredictable [187].

2. Amplitude damping noise: This type of noise causes the amplitude of the quan-

tum state to decrease over time, leading to a reduction in the overall strength

of the quantum state [188].

3. Bit flip noise: This type of noise results in a change in the value of the quantum

bit, flipping a 0 to a 1 or vice versa [189].

4. Phase flip noise: This type of noise results in a change in the quantum state’s

phase, causing the sign of the state vector to flip [190].

5. Thermal noise: This type of noise results from the random motion of particles

due to the heat energy in the environment, causing random fluctuations in the

quantum state [191].

Subsequently, understanding and mitigating the effects of noise is crucial for

designing and implementing reliable quantum communication systems.

5.5 Results and discussion

The PC method has been compared with the traditional network from [57] and

[55]. The different behaviours of the two systems require manipulating some of the
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parameters to obtain fair results. For instance, the number of RBs in each bandwidth

might be different in reality as the bandwidth of the quantum system results from

the type of generation process itself, as shown in [192]. Once translated to RBs,

the construction of the produced results might be different. None the less, since

the targeted parameter of comparison is the PC of the two systems, the bandwidth

has been assumed equal for the quantum and traditional. Fig. 5.3 shows the PC

comparison of the two systems, presenting the supply power with regards to the

number of transmitted messages.

It is clear that the more transmitted messages for signalling, the more PC of the

traditional network compared to the proposed method. This result was obtained when

using only 6 entangled photons, 1 CU, and 5 DUs, ζ =32%. It was expected that the

PC saving increases while the amount of photons, CUs, and DUs are increased too.

The exponential shape of the traditional PC is previously verified in [62] that shows

the dynamic load is exponentially increasing the initial PC of the network’s unit.

While in quantum PC, this behaviour is linear due to less affected by the dynamic

load. However, the quantum PC scores more initial PC.

In addition of the Plaser = 1W, Pdet=2W and Pdrivers=2W. In the following Fig.

5.4, the supply power was compared for the two systems in regards to the bandwidth.

The decreasing behaviour comes from the assumption that the number of RBs of

each message RBmsg is less than the number of RBs available in the CU RBcu. This

means when increasing the bandwidth, the model tends to decrease in value. None

the less, this depends on the type of transmitted message and the type of protocol.

Overall, the quantum case showed less PC than the traditional and decreased the PC

to about 40%.

In terms of delay, the distance between each DU and CU has been assumed equal

to 20 Km, while the distance amongst the DU-DU is 5Km. In case of the DUs are

virtualised in one server, the distance amongst the DUs is ignored as they reside

within the same place. However, if the number of DUs is large and some of them

are virtualised, the distance amongst the virtualised servers is considered. Fig. 5.5
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shows the delay comparison of the traditional and quantum ORAN with different

numbers of messages. It was assumed the τdriver and τdet are both equivalent to 1 µsec.

Subsequently, the quantum method has participated in reducing the time of signalling,

including both the time period of the message and the channel time required for each

message. Subsequently, more photons means more time reduction. Although the

presented delay model has given clear indication of the channel latency behaviour,

there still more analysis to be implemented within the ORAN networks. This delay

might involve the CU and DU processing times, the ORAN controller processing

and the virtualisation delay of the DUs.Moreover, the channel delays amongst these

units contribute significantly to the overall end-to-end latency. By doing so, a clear

evaluation of the total latency in the network will be envisioned. However, this work

is limited to the proposed data as it is directly affected by the number of photons.

Another factor that effect the results is when considering multiple cloud scenario.

The signaling costs amongst the multiple clouds can also be further mitigated using

multiple entangled sources.

Finally, Fig. 5.6 shows the energy efficiency comparison of the quantum and

traditional systems considering the number of messages. In the quantum case, the

bandwidth and amount of information transmitted via the hidden channel are greater

than in the traditional case, leading to enhanced data handling capabilities. This has

produced more bit rate in the quantum case, and subsequently, larger EE. The EE is

calculated using the analysis in Section V-C to produce the channel capacity of both

systems, then the capacity is divided by the PC of both systems. It is notable that

the more control messages are transmitted, more EE can be achieved.

5.6 Conclusions and future trends

Entanglement based PC and delay reduction technique is proposed. This work

showed that the potential for quantum networks is far more energy-efficient than

traditional networks. However, its actual PC comparison depends on various factors
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such as the specific implementation, network size, and desired functionality. This

work also presented the PC delay and capacity models, by which, a comparison has

been made between the traditional and quantum based ORAN. These metrics have

been evaluated in correspondence to different parameters, such as the number of en-

tangled photons, number of transmitted messages, system bandwidth and number of

CUs and DUs. The model evaluated the metrics when the case of signaling among

the CUs and DUs is considered. Subsequently, the model has produced noticeable

amount of PC and delay savings, 40% and 10%, respectively. In addition, the EE has

been enhanced by about 45%. Nevertheless, these percentages are subjected to the

above mentioned network parameters.

It is important to note that the future dimension of the quantum domain is unlimited

with new applications and adaptations to the classical field. Here we mention two

interesting theories that can be applied within ORAN architecture, quantum secu-

rity and quantum teleportation. One example of a hidden channel in entanglement

is quantum teleportation. It permits the transmission of any chosen quantum state

between any two particles via using entanglement and classical communication. This

protocol can be utilized among CU, DU and RU, where heavy signaling cost occurs.

In which, it is possible to transfer the quantum information through classical com-

munication while minimal PC and time.

Quantum mechanics can further be used to enhance the security of ORAN in var-

ious ways to ensure its full potential is realized, including:

1- QKD can provide a secure key exchange between network nodes, ensuring the

confidentiality of communication in the network.

2- Quantum random number generation can be used to generate secure random

keys for encryption, providing an extra layer of security to protect against attacks
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such as brute force attacks.

3- Quantum cryptography can be used to ensure the authenticity and integrity of

data transmitted over the network, making it more difficult for malicious actors to

tamper with or steal sensitive information. Quantum technologies can help to address

some of the legacy barriers associated with ORAN, but they also bring their own set

of challenges, such as the need for specialized hardware and expertise, as well as the

difficulties in integrating these technologies with existing networks.
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Chapter 6: Optimizing the Energy Ef-

ficiency Using Quantum Based

Load Balancing in Open

Radio Access Networks

ABSTRACT

This chapter presents a novel approach to address the challenges in ORAN by

including load balancing strategies and leveraging concepts from quantum physics,

particularly by employing entanglement theory in classical communication systems.

The proposed methodology facilitates the production of several quantum information

units from a single classical information unit, with the objective of conserving the

energy. Subsequently, this paper introduces a concise PC model for the ORAN ar-

chitecture that is simplified, yet descriptive when compared to other models. The

model effectively captures the fluctuations in traffic that servers handle and provides

a comprehensive characterization of power usage within a virtualized system.

An optimisation problem is formulated with the objective of selecting ORAN

servers for the quantum load balancing that are less energy-efficient, hence maximis-

ing user benefits. The resulted problem has been identified as a nonlinear problem

(NLPP) with inequality and equality constraints. The utilisation of the Lagrange

multiplier method is necessary when dealing with an objective function that ex-

hibits non-linearity, as it provides a suitable mathematical framework. The numerical
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problem-solving method ’fmincon’ is utilised to compare two strategies, namely se-

quential quadratic programming (SQP) and the active-set approach. These strategies

are specifically built to tackle nonlinear objective functions with constraints, however,

with different convergence criteria. The aim of this study is to perform a compar-

ative examination of energy efficiency (EE) between the CU servers and ascertain

the server that exhibits lower EE, specifically for the purpose of load balancing that

uses quantum theory. This research provides insights into the strategies that can be

employed to achieve power efficient ORAN implementations. The application of the

quantum entanglement concept can lead to reduced power consumption by reducing

signalling overhead. This is based on the assumption that this technology is currently

available, with a mathematical framework providing a model for behaviour.

6.1 Introduction

ORAN architecture is specifically designed to enhance the proximity of some fun-

damental network operations to users by means of the DU unit. This will result in

a decrease in the duration of connection and a decrease in latency. Nevertheless,

the implementation of more DU servers results in an increase in the overall PC of

the network. Furthermore, the virtualization process used within the CU and DU

introduces an additional latency, as each virtual computer contends with others to

process the data of its respective users [62]. Therefore, it is essential to prioritise the

reduction of PC in order to achieve optimal efficiency.

This research presents a three-phase solution within the context of ORAN. The

proposed approach entails the use of load balancing techniques by integrating prin-

ciples from quantum physics into classical communication systems, specifically by

using the theory of entanglement. The latter facilitates the production of several

units of quantum information by the utilisation of a single unit of classical informa-

tion. This method aims to conserve power within the cloud infrastructure. Second,

we have put out a streamlined yet efficient PC model for the ORAN architecture,
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which aims to accurately depict the variations in the volume of traffic handled by

the server. Furthermore, it demonstrates the manner in which PC can be charac-

terised inside ORAN system. Thirdly, by utilising this model, we are able to form

an EE optimisation problem. It was established with the objective of selecting the

least energy-efficient servers for the load balancing process established in the first

phase; for the benefit of the server users. The presence of nonlinearity in the ob-

jective function necessitated the utilisation of the Lagrange multiplier method as a

mathematical approach to solving the problem. In this study, the ’fmincon’ method

was employed to address the problem numerically. Specifically, two strategies were

utilised and subsequently compared. Two algorithms have been considered for solving

the optimisation problems: sequential quadratic programming (SQP) and the active-

set algorithm. Both of these methods are specifically developed to address objective

functions that exhibit characteristics of both nonlinearity and constraint behaviours.

6.2 Quantum based model

The suggested method involves leveraging entanglement to facilitate the exchange

of load balancing signalling information amongst the servers using photons as shown

in Fig 6.1. Traditionally, the act of signalling between servers has been associated

with significant costs in terms of PC and time [163]. Therefore, the suggested quan-

tum approach provides a progressive means of information sharing across servers. In

the proposed method, every server is assigned a photon, which is subsequently trans-

formed into classical information. The state of the photon is then modified in order to

disseminate this information simultaneously to the servers of interest. Traditionally,

this necessitates the transmission of signalling information from each server to every

other server individually to track the processing availability, resulting in increased PC

and network latency. In order to achieve load balancing across the CU servers, we

have measured the EE of the server’s users as our criteria to decide the load balancing
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servers. Hence, it is essential to consider two primary metrics in this process: data

rate and PC.

Fig. 6.1. Proposed quantum based load balancing in ORAN.

6.3 PC model

It was assumed the PC of the network consists of cloud infrastructure that contains

CU servers, DUs, RUs. In ORAN, there are many VMs that are responsible for

enlarging the PC of the server up from its initial value to its maximum. Not only

that, each VM is responsible for processing many resource blocks (RB), translated

to bits, at each time slot. Moreover, the initial PC value of the devices is different

amongst the servers. This usually based on the network vendor, manufacturer and
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device’s characteristic. On top of that, it is not perfectly known how much power the

software itself consumes, driving the idle power of the hardware [193]. Hence, offering

detailed power model is a prerequisite to include the aforementioned parameters.

The modulation type, denoted as x governs the number of bits Lx in each resource

element, for example, in QPSK, the number of bits is Lx = 2. In 16-QAM, Lx = 4,

following the constellation of the modulation type, where modx = 2L, is the number of

bits in the constellation diagram. This number is multiplied to number of sub-carriers

in the RB N rb
sc , and number of symbols in the RB N rb

sym to measure the number of

bits in each RB, as follows:

Lx
rb = Lx ×N rb

sc ×N rb
sym (6.1)

To obtain the number of bits in all the RBs, the Lx
rb is multiplied by the number of

RBs (Nrb), as follows:

Lx
RB = Lx

rb ×Nrb (6.2)

On the other side, the power given in the RB is equivalent to

Prb =
PNB

Nrb

(6.3)

where PNB and Nrb denote the power transmitted of the nodeB and the number of

RBs, respectively. Note this is the power consumed in one time slot Ts. If we assume

the total time of transmission is T , where T = Ts × Nrb where the transmission is

discontinuous. In case of continuous transmission, T =
∫ tl
to
dt, where to and tl are

the beginning and ending time of the transmission. Hence, the time averaged power

allocated to the RB P T
rb over a period of time T , is given by:

P T
rb = Prb × T (6.4)

Which is assumed the total consumption of the VMs when processing a number

of RBs. For one time slot, the VMs’ PC is given by:
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Pvm = γPrb ×Nrb (6.5)

Where γ denotes the share of the VM software of the total PC of the server.

For example, if the hardware consumes 70%, then the software is 30%, where Pvm

impacts. For a group of VMs, the PC can be modelled as:

PVM = Pvm ×N (6.6)

where N is the total number of VMs.

6.3.1 CU PC

Modelling the PC of the CU can mainly based on the existed VMs. However, the

change in the PC of the CU varies according to the change in the number of VMs

(N) and change of the time t at which these VMs are existed. It is worth noting

that at any time instance, there are some VMs that are installed and increased the

PC Pc within the server, and some of the VMs that terminating processing the UE’s

data and spared some power Pr to the total CU server PC PCU . meaning, the more

spared power, the server can adapt more VMs and exploit the total consumption

PCU . Hence, the Pr is a function of PCU , i.e., Pr ∝ PCU or Pr = δPCU , hence:

∂PCU

∂t
= Pc − Pr (6.7)

or
∂PCU

∂t
= Pc − δPCU (6.8)

That is

∂PCU

Pc − δPCU

= ∂t (6.9)

Integrating both sides reveals:



111

ln(Pc − δPCU)

−δ
= t+ c (6.10)

where c is the constant of integration. The above expression can be written as :

Pc − δPCU = e−δte−δc = Ce−δt (6.11)

If the initial condition is applied, the PCU and t are replaced by P o
CU and to,

respectively. Hence:

C = (Pc − δP o
CU)e

δto (6.12)

Substitute Eq. 6.12 in 6.11, yields:

PCU(t) =
Pc

δ
+ (P o

CU − Pc

δ
)e−δ(t−to) (6.13)

it is worth mentioning that the initial consumption is represented by P o
CU . In

addition, the model produces Pc/δ, which is the maximum value of consumption. To

model the effect of VMs up on the CU consumption, replacing the time with number

of VMs produces the same effect upon the P o
CU , as follows:

PCU(N) =
Pc

δ
+ (P o

CU − Pc

δ
)e−δ(N−No) (6.14)

where No is the initial number of VMs.

6.3.2 DU PC

The DU server serves as a crucial intermediary component connecting the CU

server and the RU unit. The responsible components encompass several essential

activities, namely the physical layer, media access control layer, and transport layer.

The rationale behind the proximity of these functions to the users is to minimise

call activation time by avoiding communication with distant cloud centres. The as-

sumption was made that the DU server is also virtualized. Each VM is tasked with
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the responsibility of establishing communication with a single radio unit. In order

to determine the PC of the DU server, we employed a similar methodology to that

utilised for the CU server, as outlined below:

PDU(t) =
Pc

δ
+ (P o

DU − Pc

δ
)e−δ(t−to) (6.15)

and

PDU(N) =
Pc

δ
+ (P o

DU − Pc

δ
)e−δ(N−No) (6.16)

6.3.3 Radio Unit

The radio unit is connected to the UEs from one side, and to the DU from the

other side. It was assumed the RU is a bare device and not virtualized. It includes

two main units, the radio frequency and the power amplifier unit.

The PC of the power amplifier can be evaluated by considering the maximum

transmission power of the NodeB.

PPA =
PNB

η
(6.17)

where η denotes the PA’s efficiency. It is noted that this unit is affected by the

number of transmitted RBs, if we substitute PNB = Prb × Nrb, Equation 6.17, is

written as:

PPA =
Prb ×Nrb

η
(6.18)

This means the more bandwidth allocated to the system, the more PC of the

power amplifier. In addition, the radio frequency unit PRF is slightly affected by the

transmitted RBs [172].

Hence, the radio unit PC PRU is the summation of the radio frequency and power

amplifier units.
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PRU = PRF + PPA (6.19)

6.4 Quantum PC

Modelling the entanglement-wise principal component is of utmost importance.

In practical terms, a laser beam is employed to excite a nonlinear crystal known as a

beta barium borate (BBO) crystal. The semiconductor laser induces the generation of

photon pairs in the crystal, wherein the frequency of each twin photon is halved and

the wavelength is doubled compared to the initial laser beam. The PC associated with

the laser is represented as Plaser, while the PC connected to the detector is designated

as Pdet. Similarly, the PC linked to the driver is indicated as Pdriver. The expression

for the quantum entanglement’s PC, denoted as Pent, is provided as follows:

Pent = Plaser + Pdet + Pdriver (6.20)

If we assume the traditional PC is:

Ptraditional =
(PCU + PDU)

Ploss

+
PRU

PAcDc

(6.21)

where Ploss denotes the PC of the AC-AC PAC , AC-DC PDC and cooling Pcool,

where

Ploss = PAC + PDC + Pcool (6.22)

The cooling PC is excluded in the RU unit, as.

PAcDc = PAC + PDC (6.23)

The quantum PC Pquantum is given by adding Pent to the quantum case while

deducting the power saving value Psave from the traditional consumption, as follows:

Pquantum = (Ptraditional − Psave) + Pent (6.24)
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To formulate Psave, the PC of the messages from the server of interest to other

servers is calculated. Since the number of bits in each signalling message is known

parameter, the number of RBs in each message to be sent to server s; using modulation

type x; can be evaluated as

Nmsg
rb,s,x =

Lmsg,s,x

Ls,x
rb

(6.25)

where Lmsg,s,x denotes the number of bits contained in the message that is sent to

server s using x type of modulation. To obtain the power contained in the message,

Nmsg
rb,s,x is multiplied by the PC of RB, as follows:

Pmsg
rb,s,x = Nmsg

rb,s,x × Prb (6.26)

Hence, Psave is the power consumed for round-trip transmitting the messages with

Pmsg
rb,s,x to a total number of servers S, i.e.:

Psave = S × Pmsg
rb,s,x (6.27)

6.5 Selecting Specific servers

According to [194], the process of generating entanglement is facilitated when

a smaller number of photons are created. This phenomenon has the potential to

impact the necessary optical and electrical equipment, as well as the acquisition of

exceptionally pure photons, a high-fidelity system, and more prominent polarisation

states. The current task necessitates the selection of servers to which these photons

will be transmitted, in order to facilitate load balancing in a manner that minimises

the amount of created photons. This contributes to the reduction in the quantity

of photons created and mitigates the intricacy of the proposed system. The cloud

infrastructure consists of a substantial quantity of servers, which can be partitioned

into smaller subsets. Each subset can then be subjected to an optimisation procedure.
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Suppose a cloud with servers set S, each server s is serving several users, where

the total number of users is U , and us,n is the users that are served by n-th VM

in the server s. It is required to optimise the EE of these servers so as the servers

with minimum EE are selected for the quantum load balancing. In general, the EE

is given by E =
C

PC
The power consumption, denoted as PC, can be represented by

either Ptraditional or Pquantum depending on the system being assessed. The selection

method involves the utilisation of the traditional PC. Upon resolving the optimisation

problem, the PC Pquantum can be employed to facilitate the comparison between the

pre-optimization and post-optimization states. The proposed optimization method

has been implemented for single and two servers, following some assumptions regard-

ing both cases, as follows:

1. The number of VMs that are allocated to each server is proportional to the

number of users U . We assumed that Ns = Us/r, where r is the share of the

VMs is the server s. For example, if server 1 is connected to 4 UEs and server

2 is connected to 2 UEs and r=2, it means server 1 and 2 contain 2VMs and

1 VM, respectively. In addition, Us denotes the total number of users within

servers s; Us ∈ U and U is the total number of users.

2. The maximum consumption of a server is denoted as PCU .

3. The minimum achieved sum data rate is guaranteed via the Cmax constraint.

4. The PC model is reformulated as a linear model to force the effect of the Ns

and RBs variables with in both the PC and the data rate.

5. In case of two servers, the linear PC model is also converted to a linear model

as this has the same effect on both servers.

In a single server, the EE is formulated as follows:
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max

∑Us

u=1B log(1 +
Pts,n,uHs,n,u

No + I
)

PCU,s + (Ns × P s,v,n
vm )

s.t. Ns ≤ N

PCU,s + (Ns × P s,v,n
vm ) ≤ PCU

C ≥ Cthr

Ns, PCU,s, C ≥ 0

(6.28)

If we assume C = x, Ns = y, PCU = z, and substituting Ns = Us/r, P s,v,n
vm = a

the optimisation problem becomes:

max F (x, y, z) =
rxy

z + (ay)

s.t. y ≤ N

z + ay ≤ PCU

x ≥ Cthr

x, y, z ≥ 0

(6.29)

The type of this problem is nonlinear and hence, Lagrange multiplier solution is

used to obtain the optimal values that maximise the problem. In which, the general

expression is given by L = F (x, y) − λ
(
g(x, y) − c

)
, where g(x, y) is the constraint

functions. The full solution can be found in Appendix A.

L =
rxy

z + (ay)
+ λ1(N − y) + λ2(C − Cthr)+

λ3(PCU − z − y)

∂Lx =
ry

z + (ay)
+ λ2

∂Ly =
rx(z + ay)− (raxy)

(z + (ay))2
+ λ1 − λ3

∂Lz =
−rxy

(z + (ay))2
+ λ3
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Solving these equations results the following:

λ1 =
rx

z + ay

λ2 =
−rxy

(z + ay)2

λ3 =
−ry
z + ay

Or can be solved with respect to x,y,z, as follows:

x =
−zλ3
r + aλ3

≤ Cthr

y =
−zλ3
r + aλ3

≤ N

z =
y(λ1a− rx)

rx+−λ1
≤ PCU − ay

Given the values of a, r, N , PCU , Cthr, the values of x,y,z can be obtained.

In the first formulation, the EE problem is presented to maximize the server’s

itself, while in the second formulation, the EE of two servers is presented:

Maximize:
r · y1 · x1
z1 + a · y1

+
r · y2 · x2
z2 + a · y2

x1 + x2 ≥ Cthr

y1 + y2 ≤ N

z1 + a · y1 ≤ PCU1

z2 + a · y2 ≤ PCU2

z1 + z2 = PCU1,init + PCU2,init

L(x1, x2, y1, y2, z1, z2, λ1, λ2, λ3, λ4, λ5) =
r1 · y1 · x1
z1 + a1 · y1

+
r2 · y2 · x2
z2 + a2 · y2

+

λ1 · (x1 + x2 − Cthr) + λ2 · (N − y1 − y2)+

λ3 · (PCU1 − z1 − a1 · y1) + λ4 · (PCU2 − z2 − a2 · y2)+

λ5 · (z1 + z2 − (PCU1ini + PCU2init))
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where

∂Lx1 =
r1 · y1

z1 + a1 · y1
+ λ1 = 0

∂Lx2 =
r2 · y2

z2 + a2 · y2
+ λ1 = 0

∂Ly1 =
r1 · x1 · (z1 + a1 · y1)− r1 · y1 · a1 · x1

(z1 + a1 · y1)2
− λ2 − λ3 · a1 = 0

∂Ly2 =
r2 · x2 · (z2 + a2 · y2)− r2 · y2 · a2 · x2

(z2 + a2 · y2)2
− λ2 − λ4 · a2 = 0

∂Lz1 = − r1 · y1 · x1
(z1 + a1 · y1)2

− λ3 + λ5 = 0

∂Lz2 = − r2 · y2 · x2
(z2 + a2 · y2)2

− λ4 + λ5 = 0

(6.30)

Subsequently, the solution of these equations can be found in Appendix B, where

λ1, λ2, λ3, λ4, λ5, x1, the optimisation variables are obtained. In addition, the proof of

convexity/concavity can be found in Appendix C.

6.6 Results and Discussion

Fig. 6.2 shows the PC comparison of the CU server with respect to different values

of the Pc, while considering P o
CU is 60W, to = 0, and t is up to 2 seconds. The model

shows that the more consumed power Pc, the steady state of the model becomes ideal

due to the overcoming behaviour of Pc value over the static value. In Addition, δ

has been taken as 0.4. However, these values can be adjusted based on the different

characteristic of the servers. Meaning, given the device’s specifications, the maximum
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and static consummations’ can be allocated in the model to present the mediate PC

values with respect to the time or number of virtual machines.
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Fig. 6.2. Effect of Pc on the PC of the CU server.

In the next Figure, the Pc is fixed to 90W, while the values of the P o
CU are changed.

It is shown that the value of the static consumption only affects the total value of the

consumption. The other assumption are kept the same as Fig 6.2.

The following Fig. 6.4 shows the effect of VMs on the PC of the server. Note

that such server might be considered as CU or DU server. The values of Pc and P o
CU

are fixed to 80W and 70W, respectively. This figure shows the different behaviours

of the model with respect to different values of α, which reflects on different servers

specifications.

To linearize and simplify the model, we have assumed the model contains the

static and dynamic consumption, such as P o
CU,s + (Ns × P s,v,n

vm ). Not to forget it is
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Table 6.1
Model Parameters III

Factor Value Unit Factor Value Unit

Pbit 0.3 W Lbit 20 bits

Nrb 2 RBs Cthr 100 bps

P o
CU1 70 W P o

CU2 70 W

PCU1 100 W PCU2 110 W

r1 0.6 - r2 0.4 W

Pdriver 1 W Psynch 1 W

Pdelta 0.4 - P 1 W
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Fig. 6.4. Effect of number of virtual machines on the PC of the CU server.

crucial to decide the number of VMs to be placed in one server based on the coming

load, which is also an optimization problem that contributes to lessen the power

consumed by each server. However, in this work, to hold the objective function

being dependant on the number of VMs in both the channel capacity and the PC.

We have assumed that the number of VMs in the server is based on its connected

users and a weighting parameter r, that is decidable and agreed amongst the network

operators based on their ORAN policy agreement. Subsequently, when the value of r

is decided, it affects the value of VMs, which affects the value of E. Furthermore, the

optimisation problem is further constrained by the involvement of many vendors and

operators. This is because the sharing policy might either involve complete sharing

of cloud resources or be based on a weighing technique. In either case, it is necessary

to develop new optimisation algorithms that prioritise the following issues:
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1. The cloud is shared by network suppliers or operators. The remedy to the

problem can vary depending on the individual’s specific settings of PC for their

devices.

2. The network operator allocates a portion of the cloud resources, either small or

large, depending on its projected user base or through a pay-as-you-go approach.

This implies that the values of PCs undergo temporal fluctuations.

3. In the ORAN architecture, many operators cohabit within a shared server en-

vironment. The current inquiry pertains to whether all of these operators are

in consensus over the utilisation of virtualization technology to facilitate con-

nectivity for their subscribers. In this scenario, it is anticipated that there will

be an increase in latency. Therefore, the inclusion of a delay restriction can be

incorporated into the optimisation problem.

The ’fmincon’ solver has been employed as the preferred optimisation method

due to its ability to effectively handle nonlinear objective functions and constraints,

encompassing both inequality and equality constraints. The active-set approach and

sequential quadratic programming (SQP) are two algorithms that are utilised and

compared. The SQP method is a widely used approach for addressing nonlinear

constrained optimisation issues. The method employed is iterative in nature, wherein

the subproblem is resolved within the confines of the feasible zone. Simultaneously,

the overarching problem is progressively approximated through the utilisation of a

quadratic model. This method is well recognised as a highly efficient and effective

approach for addressing complex nonlinear optimisation problems that involve both

equality and inequality requirements.

The SQP algorithm integrates components from both Newton’s approach, which

involves second-order optimisation techniques, and the Lagrange multipliers method,

which addresses the handling of constraints. The algorithm commences with ini-

tialising and selecting an initial feasible point x(0), followed by setting the iteration

counter k to zero. Next, we will proceed with the construction of a quadratic ap-
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proximation for both the objective function and the constraint, centred around the

point denoted as x(k). Next, the quadratic sub-problem is solved in order to choose a

search direction p(k) that minimises the objective function. Subsequently, the point

can be updated by employing the formula x(k + 1) = x(k) + γp(k), where γ repre-

sents a step size that ensures both feasibility and progress towards the optimal value.

Subsequently, the convergence can be assessed by employing specified criteria, such

as evaluating constraint violation or monitoring changes in the objective function.

Lastly, the counter k is incremented by adding 1, denoted as k = k + 1, and the

process returns to step 2.

In contrast, the active set approach employs the identical criteria as the SQP method,

however with convergence achieved when the solution to the sub-problem satisfies the

Karush-Kuhn-Tucker (KKT) conditions. The two methods have been compared in

terms of their performance using the given parameters. Figure 6.5 shows the different

decision variables with respect to the objective function values of the SQP.

In Figure 6.6, the decision variables were depicted in relation to the objective

function when employing the Active-set algorithm.

In general, the SQP algorithm out perform the Active-set method. A compari-

son has been made between the two methods while adjusting some of the decision

variables, such as Cthr, as shown in Fig. 6.7, when considering 20 users.

The convergence characteristics of the optimisation algorithm can be impacted by

a range of aspects, encompassing the starting solution, the selection of the optimisa-

tion strategy, the attributes of the problem under consideration, and the particular

configurations of the optimisation approach. Certain algorithms may demonstrate

rapid convergence, while others may require a larger number of iterations to achieve

a satisfactory outcome. In the real implementation, the suggested comparison may

not produce favourable outcomes within the specific context of the requested work.

Irrespective of the specific method utilised, it is feasible to ascertain the server ex-

hibiting the lowest or maximum energy efficiency (EE), albeit with differing numbers

for each approach. While heuristics can provide alternative approaches for compar-
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Fig. 6.5. Decision parameters with respect to the objective value using
SQP algorithm.

ing algorithms, the selection criteria for servers does not necessitate comprehensive

knowledge of which method yields higher energy efficiency. Rather, it requires select-

ing certain servers. Therefore, conducting more comparisons is only time-consuming.

6.7 Conclusions and future trends

The installation of a substantial quantity of virtual machines, wherein each vir-

tual machine consumes processing resources, leads to an expansion regarding the PC.

Therefore, it is imperative to optimise the allocation of VMs across several operators

in order to provide a highly efficient network. This study presents a power model

that examines the impact of various network factors, notably the time factor and the
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Fig. 6.6. Decision parameters with respect to the objective value using
Active-set algorithm.

quantity of VMs, on power consumption. This model is considered new because to

its focus on the ORAN architecture. Furthermore, it is characterised by its simpli-

fied and realistic approach, distinguishing it from other models discussed in existing

literature, which may involve complex functions, hardware, or software components.

This model employed in the EE maximisation problem incorporated the proposed

quantum entanglement approach. The process involves a comparison of the servers in

order to determine the most suitable load balancing servers from the available options

within the ORAN cloud. The optimisation problem was solved with the Lagrange

multiplier technique and afterwards numerically solved employing the SQP approach,

which demonstrated superior performance compared to the Active-set methods.
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In the future, the coexistence of several network operators within ORAN servers

necessitates the optimisation of resource allocation to determine which operator can

derive the greatest advantage from the servers’ resources at a certain time window.

The determination of various weights, such as bandwidth and power, is contingent

upon the cost factor, which is ultimately influenced by the concept of infrastructure

as a service.
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Chapter 7: Conclusions and Future Works

7.1 Conclusion

1. This thesis assesses the implications associated with scaling up the number

of VMs and RBs deployed on ORAN servers. Virtualization has been found

to reduce network PC when compared to the legacy CRAN. However, ORAN

achieves higher PC scores as a result of utilising DU servers. Nevertheless, the

research fails to take into account the potential advantages for vendors in terms

of PC and latency. However, this study presented a generalized PC model that

can quantify the PC gain in ORAN and compare it with the legacy architectures.

2. The incorporation of quantum entanglement in cellular communications yields

enhanced performance of the X2-AP protocol, resulting in a notable decrease of

40% in both delay and energy consumption. This reduction is observed as the

quantity of entangled photons grows. These percentages can also be attained

while considering the signaling mechanism between the CUs and DUs. However,

the aforementioned network factors, including the number of entangled photons,

number of transmitted messages, system bandwidth, and number of CUs and

DUs, have an impact on these percentages.

3. The deployment of a significant number of virtual machines results in an in-

crease in the capacity of the personal computer. Hence, it is crucial to optimise

the distribution of VMs across many operators to ensure the provision of a

network that operates with high efficiency. The EE maximisation problem has
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been formulated using the PC model. This approach entails conducting a com-

parative analysis of the EE of the servers to identify the most appropriate load

balancing servers among the servers present inside the ORAN. The optimisa-

tion problem was resolved with the Lagrange multiplier method and afterwards

solved numerically. This approach has the potential to mitigate the expenses

related to the transmission of signals among various organisations inside the

cloud infrastructure.

7.2 Future works

1. Virtualisation is a technique employed to achieve logical segregation of dis-

tinct network services or operations. Each individual slice has the capability to

implement its own resource allocation policies, regardless of the vendor being

used. This enables the allocation of resources in accordance with the unique

requirements of each segment, without being restricted to a singular vendor’s

solution.

2. The implementation of a policy-driven resource allocation system is vital, this

entails the establishment of regulations that delineate the appropriate alloca-

tion of resources in accordance with diverse network conditions, quality of ser-

vice prerequisites, and service-level agreements. The aforementioned regulations

possess the characteristic of being vendor-agnostic, allowing for their consistent

application throughout the network.

3. Quantum entanglement can be employed not only among the RRHs, but also

between the RRHs and the cloud centre. This process entails the efficient up-

date of the cloud, MME, and SGW without incurring any time-related expenses.

It was anticipated that the implementation of this strategy will yield enhance-

ments in service quality with respect to both latency and power consumption.

Nevertheless, it is imperative to do a thorough analysis of the simultaneous

trade-offs in terms of both cost and system complexity. The aforementioned
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objective can be achieved by the utilisation of artificial intelligence and quan-

tum computing techniques, which facilitate the management of several aspects

of the photon transmission process. These include controlling the transmis-

sion and reception of photons, purifying the polarisation states of the photons,

updating the participants involved in the handover, and rectifying errors in

undiscovered photons. Moreover, enhancing the efficiency of the suggested ap-

proach to encompass RRHs that are not linked to the same cloud centre could

introduce additional complexity.

4. The distinctive characteristic of entangled particles possesses the capacity to sig-

nificantly transform network synchronisation. The technology has the capability

to facilitate highly accurate clock synchronisation between two distant locations

within the ORAN network. Moreover, entangled particles provide inherent se-

curity as a result of quantum indeterminacy, hence guaranteeing confidentiality

and resistant timing information against tampering.
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Appendix A: Solution for Lagrange mul-

tiplier

Solving the first objective function with respect to x, y, z.

Given equations:

1. (ry)/(z + ay) + λ3 = 0

2. (rx(z + ay)− rxya)/((z + ay)2)− λ1 − λ2a = 0

3. −(rxy)/((z + ay)2)− λ2 = 0

Equation 1:

(ry)/(z + ay) + λ3 = 0

Multiplying both sides by (z + ay):

ry + λ3(z + ay) = 0

Expanding:

ry + 3λ3z + λ3ay = 0

Isolating y:
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y(r + λ3a) = −λ3z

Dividing by (r + λ2a):

y = −(λ3z)/(r + λ3a)

Equation 2:

(rx(z + ay)− rxya)/((z + ay)2)− λ1 − λ2a = 0

Multiplying both sides by ((z + ay)2):

rx(z + ay)− rxya− λ1((z + ay)2)− λ2a((z + ay)2) = 0

Expanding:

rxz + rxay − rxya− λ1(z
2 + 2ayz + a2y2)− λ2a(z

2 + 2ayz + a2y2) = 0

Collecting for x:

rxz − rxya = λ1(z
2 + 2ayz + a2y2) + λ2a(z

2 + 2ayz + a2y2)− rxay

Isolating x:

rx(z − ay) = (λ1 + λ2a) ∗ (z2 + 2ayz + a2y2)

Dividing by (z − ay):
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x = ((λ1 + λ2a)(z
2 + 2ayz + a2y2))/(r(z − ay))

Equation 3:

−(rxy)/((z + ay)2)− λ2 = 0

Multiplying both by ((z + ay)2):

−rxy − λ2((z + ay)2) = 0

Expanding:

−rxy − λ2(z
2 + 2ayz + a2y2) = 0

Isolating y:

y(−rx− λ2a
2) = −λ2(z2 + 2ayz)

Dividing by (−rx− λ2a
2):

y = −(λ2(z
2 + 2ayz))/(−rx− λ2a

2)

Hence, the solutions for x and y are as follows:

x = ((λ1 + λ2a)(z
2 + 2ayz + a2y2))/(r(z − ay))

y = −(λ3z)/(r + λ3a)
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Solving for z

1. First equation:

λ3 = −(ry)/(z + ay)

2. Second equation:

(rx(z + ay)− rxya)/((z + ay)2) = λ1 + λ2a

3. Third equation:

λ2 = −(rxy)/((z + ay)2)

Eliminating λ2 from Eqs. (2) and (3):

(rx(z + ay)− rxya)/((z + ay)2) = λ1 − (rxy)/((z + ay)2)

Cross-multiplying to ignore the denominators:

(rx(z + ay)− rxya) = λ1(z + ay)− (rxy)

Distributing λ1:

rxz + rxay − rxya = λ1z + λ1ay − rxy

Rearranging and isolating z:

rxz − λ1z = −rxay + λ1ay
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Factoring out z:

z(rx− λ1) = y(λ1a− rx)

z = (y(λ1a− rx))/(rx− λ1)
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Appendix B: Solution of the optimiza-

tion problem

Solving for the second objective function, solving for x1, x2, y1, y2, z1, and z2, the

variables are isolated in each equation and then solving the resulting equations simul-

taneously, as follows:

1. First equation:

r1y1
z1+a1y1

+ λ1 = 0

Solving for y1:

y1 = −λ1(z1+a1y1)
r1

Rearranging and isolating y1:

(1 + λ1a1
r1

)y1 = −λ1z1
r1

y1 = − λ1z1
r1(1+

λ1a1
r1

)

2. Second equation:
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r2y2
z2+a2y2

+ λ1 = 0

Solve for y2:

y2 = −λ1(z2+a2y2)
r2

Rearranging and isolating y2:

(1 + λ1·a2
r2

)y2 = −λ1z2
r2

y2 = − λ1·z2
r2(1+

λ1·a2
r2

)

3. Third equation:

r1x1(z1+a1y1)−r1y1a1x1

(z1+a1y1)2
− λ2 − λ3a1 = 0

Solving for x1:

x1 =
r1y1a1x1−r1x1z1+λ2(z1+a1y1)2

r1y1a1

Rearranging and isolating x1:

(1− λ2

r1y1a1
)x1 =

λ2(z1+a1y1)2−r1x1z1
r1y1a1

x1 =
λ2(z1+a1y1)2−r1x1z1

r1y1a1(1− λ2
r1y1a1

)

4. Fourth equation:
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r2x2(z2+a2y2)−r2y2a2x2

(z2+a2y2)2
− λ2 − λ4a2 = 0

Solving for x2:

x2 =
r2y2a2x2−r2x2z2+λ2(z2+a2y2)2

r2y2a2

Rearranging and isolating x2:

(1− λ2

r2y2a2
)x2 =

λ2(z2+a2y2)2−r2x2z2
r2y2a2

x2 =
λ2(z2+a2y2)2−r2x2z2

r2y2a2(1− λ2
r2y2a2

)

5. Fifth equation:

− r1y1x1

(z1+a1y1)2
− λ3 + λ5 = 0

Solve for z1:

z1 =
r1x1y1

(1− λ3
r1y1

)

6. Sixth equation:

− r2y2x2

(z2+a2y2)2
− λ4 + λ5 = 0

Solving for z2:

z2 =
r2x2y2

(1− λ4
r2y2

)
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Appendix C: Proof of convexity/concavity

In order to examine the convexity of the propsed problem, it is necessary to evaluate

the second derivatives of the objective function with respect to the variables x1, x2,

y1, y2, z1, and z2.

1-The second derivative of the function f with respect to x1 is equal to zero.

2-The second derivative of the function f with respect to x2 is equal to zero.

Given that the second derivative remains constant and non-negative, this does not

yield definitive conclusions on the convexity of the function.

3-The second derivative of the function f with respect to y1 can be expressed as

follows:
∂2f

∂y21
= −2r1x1(z1 + a1y1)

The negative value of the second derivative implies a concave.

4-The second derivative of the function f with respect to y2 can be expressed as

follows:
∂2f

∂y22
= −2r2x2(z2 + a2y2)

The negative value of the second derivative suggests a concave shape.

5-The second derivative of the function f with respect to z1 can be expressed as

follows:
∂2f

∂z21
= 2r1y1x1(2a1y1 − z1)

6-The second derivative of the function f with respect to z2 is given by:

∂2f

∂z22
=

2r2y2x2(2a2y2 − z2)

z2
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The positive value of the second derivative implies the presence of convexity.

Based on the observed indications of the second derivatives, it may be deduced

that the issue does not exhibit global convexity or concavity.
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