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This paper focuses on the optimisation of small-scale micro gas turbines totally powered by the
concentrated solar power to generate electricity in the range of 5e30kWe. The objective of this paper is
to investigate of the potential of such systems for solar power generation at reasonable costs. The
computational model uses a component-based approach for thermodynamic performance simulation
and features an integrated economic model which allows for the evaluation of economic performance
indicators including levelised cost of electricity. The integrated model is coupled to a genetic algorithm
optimisation framework to find system designs with optimal techno-economic performance. Two cases
of fixed 5kWe rated power and 5-30kWe systems are studied. The performance simulation considers the
operation strategy and the safe operation limits. A multi-objective optimisation is performed for each
case to find trade-offs between the performance and cost of the system. The levelised cost of electricity
and annual solar to electric efficiency are considered for comparison purposes. Results show that a
levelised cost of electricity of about 170V/MWh can be achieved for a system installed in Italy. Lower cost
of electricity as low as 85V/MWh could be achieved when considering economy of scale and locations
with higher annual insolation.
© 2022 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Concerns about the environmental impact of burning fossil fuels
have motivated extensive research and development of renewable
energy systems, among themost promising of which is solar power.
The European Commission has recommended a perspective of
increasing the solar electricity production to 12 TWh per year by
2030 and to 42 TWh per year by 2050 [1]. Photovoltaic (PV) panels
are currently well established in the market and their prices have
been reducing over the past years. However, concentrated solar
thermal (CST) systems coupled with efficient thermodynamic en-
gines are expected to contribute a major part of the solar power
sector in the future because of their higher efficiency and power
density compared to PV panels [2]. Additionally, such systems offer
the potential for reasonable power dispatchability due to the
practicality of integration with thermal energy storage as investi-
gated by several work including the InnovateUK funded SolGATS
i).

r Ltd. This is an open access articl
project [3]. There are also rising environmental concerns with the
production of PV panels not only because they involve the use of
minerals with limited sources on earth [4], but also because the
hazardous materials and heavy metals emissions including Nickel,
Mercury, Arsenic and Lead occur in those production processes
[5,6].

A significant volume of the research undertaken on CST systems
focused on the utilisation of the gas turbine engines. Solar powered
gas turbine systems can be divided into two main categories: pure
solar (also called solar-only) systems, where the sun is the sole
provider of the thermal input to the system, and hybrid solar sys-
tems which use auxiliary combustion to compensate for the vari-
ations of solar irradiation. Most of the research projects have used
hybrid arrangements using gas turbines and smaller scalemicro gas
turbine (MGT) technology. This includes the European Commission
funded projects, SOLGATE [7] at rated power of 240kWe, SOLHYCO
[8] which used Turbec100 and SOLUGAS which scaled up the
developed technology to few MW power range [9]. Despite the
progress made in hybrid solar systems, they have some technical
difficulties such as the flame instability when a low fuel flow is
injected into the combustor as discussed by Refs. [10,11]. Solar-only
e under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Nomenclature

Greek letters
a Capital recovery factor
arecv Absorptivity of the receiver
b Auxiliary coordinate, compressor map
g Heat capacity ratio
dw Recuperator wall thickness (m)
Dp Pressure drop (Pa)
ε Recuperator effectiveness
εrecv Emissivity of the receiver
s System Design point indicator
h Efficiency
hopt Optical-to-thermal efficiency
m Viscosity (Ns/m2)
p Pressure ratio
r Density (kg/m3)

Variables
a; b; c Multiplier parameters in cost function
Caux Cost of auxiliary systems (V1000)
Ccom Cost of commissioning (V1000)
Cinst Cost of installation (V1000)
Cinv Cost of investment (V1000)
Cmaint Cost of maintenance (V1000)
Cmax Maximum heat capacity rate (W/K)
CMGT ;m Cost of MGT package (V1000)
Cmin Minimum heat capacity rate (W/K)
Cop Cost of operation (V1000)
cMGT ;m Specific cost of MGT (V1000/kg s�1)
cp Specific heat at constant pressure (J/kgK)
Cr Ratio of the heat capacity rates
CRg Geometrical concentration ratio
Dh Hydraulic diameter (m)
Ean Annual generated electricity (MWh)
G Volumetric flow rate (kg/m2s)
h Enthalpy (J/kg) and heat transfer coefficient (W/m2K)

i Real interest rate
I Electric current (A)
J Colburn factor
L Annual production rate (units/year)
_m Mass flow rate (kg/s)
N Rotational speed (krpm)
p Pressure (Pa)
Pr Prandtl number
PW Power (W)
PWe Electric power output (W)
qH Input heat to the MGT (W)
t Lifetime period (years)
T Temperature (K)
U Overall heat transfer coefficient (W/m2K)
v Flow velocity (m/s)
V Voltage (V)

Subscripts
01…06 Station numbers
amb Ambient properties
c Compressor/recuperator cold side
dp Design point variable
h Recuperator's hot side variables
recp Recuperator variables
recv Receiver variables
ref Reference value
t Turbine variables

Abbreviations
DNI Direct Normal Irradiance (W/m2)
HSA High speed Alternator
IDP Initial Design Point
LCOE Levelised Cost of Electricity
MGT Micro Gas Turbine
MINC Minimum Cost design
NTU Number of Transfer Units
TET Turbine Exit Temperature (K)
TIT Turbine Inlet Temperature (K)
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micro gas turbines have the immediate advantage of 100% clean
power production. Additionally, the investment and maintenance
costs are lower than hybrid systems because of simpler system and
no fuel consumption. However; to the best of authors’ knowledge,
there have been only a few solar micro gas turbine (sMGT) research
projects with solar-only configuration which are the pioneering
work by NASA on a 10kWe MGT coupled with a parabolic dish
system [12], the integration of a 65kWe Capstone MGT to a solar
receiver [13], OMSoP [14,15] and SolGATS. The authors participated
in the last two projects as the lead for the design and development
of the MGT system. A 5kWe pure solar dish-MGT was developed
and testedwithin the EU funded OMSoP system to demonstrate the
potential of the dish-MGT technology as an alternative to dish-
Stirling systems which have not yet been successfully deployed to
the market despite their reasonable efficiencies [16]. Small scale
systems with power ratings below 30kWe, could supply electric
power demands of the individual domestic and commercial
buildings, when grid back up power is available. Such systems have
also the potential to be used as modular dish-MGT units for larger
power plants.

There are still several technical and practical problems in the
development of small MGTs for dish-MGT systems including the
complicated rotor dynamics given the variable insolation effects
2

[17], the advanced power electronics to control the hi-frequency
motoring-generation [18], hi-speed shaft sealings and bearings
and thermal management of the MGT [19]. Nevertheless, apart
from the research undertaken to address those challenges, the key
point for the deployment of solar powered systems is to achieve
competitive cost of electricity which can be sold to the grid or
directly used within the installation. This requires optimisation of
the system design which allows for an effective trade-off between
thermodynamic and economic performance of the system. Ac-
cording to Osborne et al. the dish-Stirling systems can generate
electricity with a cost of about 270V/MWh [20] while for the hybrid
solar powered dish-MGT systems the electricity cost is expected to
be between 124V/MWh to 140V/MWh [21]. However, that cost is
still not very attractive compared to the predictable cost of elec-
tricity for PV or the combustion-only (fossil fuelled) systems. The
former can achieve electricity costs in the region of 55V/MWh to
80V/MWh [22] and for the latter it is between 40V/MWh to 120V/
MWh [23].

Several studies have been done on the design optimisation of
the solar powered systems with many of them focused on hybrid
solar configuration [24e27]. Hybrid solar systems are normally
assumed to work at their design point due to the application of
auxiliary combustion. As a result, their overall performance of the



Fig. 1. Schematic of the dish integrated single shaft recuperated sMGT.

Fig. 2. Diagram of the optimisation framework.
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system is a direct function of rated power [28,29]. However, per-
formance of the pure solar MGT is affected by the variations of the
direct normal irradiance (DNI). Therefore, a reliable off-design
performance model should be used to evaluate the overall gener-
ated power by the system during a given period of operation. A
quick and easy approach is to apply empirical models for the off-
design performance as used in Refs. [30,31]. However, considering
the variations of DNI, it is difficult to use such relations for pure
solar MGT systemswith confidence. These approaches are normally
limited to specified power ranges and do not include the effects of
components performance on the overall power generation by the
system. More importantly, the system performance is highly
affected by its operation strategy and safety limits, and it is difficult
to take such effects into account when a general model is used. The
importance of the chosen operation strategy for the overall
generated electricity and the corresponding control logics have
been already studied [32]. Detailed off-design modelling to eval-
uate the system performance considering the components design
and DNI variations has been performed by Giostri and Macchi [33]
and Semprini et al. [34]. Those two studies resulted inmore realistic
performance evaluation of the system including the annual
generated electricity which is the main performance indicator of a
solar-only MGT. Despite their valuable work of including details of
system design in the performance model, the analysis is limited
either to a single pre-determined design (Giostri and Macchi's
work) or a choice of four initial design points which have been
generated based on the on-design optimisation (the work of
Semprini et al.). As such, the off-design performance of the sMGT
has not been considered in the optimisation procedurewhich is one
of the purposes of the present work.

This paper introduces a comprehensive method which uses a
components-based system model for the calculation of the off-
design performance under the effects of realistic operational con-
ditions including variations of DNI and the operation strategy. A
genetic algorithm multi-objective optimisation is used to achieve
minimum LCOE and investment cost of the system. The challenge of
generating the components performance maps at the design stage
of the system has been addressed by including a scaling method
within the genetic algorithm to generate the maps from existing
initial data. This technique, which has been used before in other
contexts, has provided the added value for the present work to take
realistic working conditions of the dish-MGT system into account
for a techno-economic analysis. The developed method has been
discussed first and then the results for two separate cases have
been presented and discussed. The first case is for a 5kWe solar only
MGT based on the prototype developed in OMSoP project. The
second case allows for the rated power to change between 5kWe to
30kWe to find an optimal size for the sMGT systems. A number of
plans for the further research are proposed at the end.

2. Methodology and system model

The dish-MGT system configuration which is considered in this
paper is shown in Fig. 1 and comprises a single shaft recuperated
micro gas turbine engine, a parabolic dish concentrator and a solar
receiver (RECV). The micro-gas turbine is equipped with a solar
receiver instead of the conventional fuel combustor to use the
concentrated solar radiation from the solar dish to heat the air to
the required turbine inlet temperature (TIT). The generated power
from the turbine is used to drive the compressor and the high-
speed alternator (HSA).

The methodology of this paper is based on building a dish-MGT
system model which can generate components maps and simulate
off-design performance of the system for the full range of operation
3

only by receiving minimum amount of data of the system design
point. The system model also includes a module to evaluate the
economic indicators just by receiving the design point data of the
system. Those economic and thermodynamic performance in-
dicators include elements of the CAPEX (capital expenses), OPEX
(operational expenses), annual generated electricity and LCOE. To
obtain an accurate understanding of the potential of solar-only
dish-MGT systems for solar power generation, a trade-off be-
tween the system costs and performance is required which is
achieved through multi-objective optimisation of the system for
the mentioned parameters.

The calculation and analysis framework of this paper is depicted
in Fig. 2 and is comprised of two main sections, OPTIMISER which
uses a genetic algorithm to generate or modify the values of the
decision variables [c] and MODEL which calculates the objective
functions F[c] for any set of the given decision variables. An opti-
misation module from MATLAB has been used for the OPTIMISER
which is coupled with the performance simulation code in MODEL.
The two sections communicate in MATLAB environment. The
objective functions F[c] are the annual generated electricity, Ean
and specific cost of investment, cinv and the decision variables [c]
are the main system design parameters which affect the thermo-
economic performance and consequently, the objective function
values.



Fig. 4. General structure of the computational model.
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2.1. Multi-objective optimisation

Two objective functions are considered, the investment cost of
the system and the amount of the annual generated electricity. To
avoid the uncertainties associated with weighted functions
approach which converts the multiple objectives to a single func-
tion, the concept of Pareto optimality has been used. As shown in
Fig. 3, for two objectives of the optimisation problem here, there is a
Pareto frontier which represents the optimised systems designs.
Any other feasible design will have at least one of the objectives
worse than the Pareto frontier.

2.2. Performance simulation

Performance simulation of the dish-MGT system at design and
off-design conditions is performed by a computational model
which has been specifically developed for such systems [35]. Fig. 4
shows a schematic of the general structure of the model. The core
includes the thermodynamic model that requires the components
performance maps or sub-models. DNI, ambient temperature,
pressure and relative humidity are supplied to the model through
the climate condition section. System constraints define the safe
operational limits of the system such as the maximum allowable
temperatures for the recuperator and solar receiver. These are
typically related to design specifications of these components. The
boundary conditions determine the electrical load applied on HSA
by the control system to set the operation strategy of the micro gas
turbine as explained later. The design data section provides the
chosen design point data including TIT, compressor pressure ratio,
standard ambient conditions and DNI for the design point. The
design point performance is calculated by the core module for a set
of given design data. This provides enough data for the map gen-
eration section to provide the new performance maps during the
optimisation process. For each component, the new performance
map is generated by appropriate scaling of an existing map. The
scaling is done by matching the characteristics of the design point
at the initial performance map to the new design point. Further
details on the scaling method can be found in Ref. [36].

2.3. Thermodynamic model

The thermodynamic model in the core (Fig. 4) is components
based zero-dimensional model which uses components
Fig. 3. Pareto optimality.
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performance maps and hence does not require geometrical design
data. As such, the model requires a minimum level of data for
generating new performance maps for any chosen design point.
This is beneficial for the developed method here which requires to
run the above sequence for thousands of times when genetic al-
gorithm is used for the optimisation of the system. The perfor-
mance maps of the components are represented by a number of
often non-dimensional parameters which are briefly introduced
here followed by the governing equations used in the thermody-
namic model.

� Compressor and turbine

The characteristics of the compressor and turbine are repre-
sented by their adiabatic efficiency h, and reduced mass flow rate�

_m
ffiffiffiffiffi
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p
p01

�
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For any given inlet total pressure ðp01Þ, total temperature ðT01Þ,
rotational speed ðN) and pressure ratio ðpÞ, the efficiency and mass
flow rate can be calculated from the characteristic maps. To facili-
tate extracting compressor and turbine information from these
maps, the auxiliary coordinate, b which was introduced in
Refs. [38,39] is used here. For any particular speed, it will be difficult
to distinguish between the points close to the surge or chocking
limits because there can be more than one point for any given
pressure ratio (near surge) or mass flow rate (near chocking). With
b lines, only one point can be corresponded to any given speed and
b. Besides, the upper and lower limits of b values for all speed lines
will be the same. This is not achievable if mass flow rate or pressure
ratio are used to represent the map along with speed. Using this
parameter, the compressor and turbinemaps can be represented by
equations (3)e(5).
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Fig. 5. Variation of Colburn and friction factors with Reynolds number [44].
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Once the design point specifications are fixed, the performance
maps can be generated by the scaling of the actual performance
maps from existing compressors and turbines which are close to
the required turbine and compressor, particularly in terms of their
rated power and speed.

A reference point on the performancemap is chosenwhichmust
be matched with the specifications of the fixed design point. This is
done by multiplying the scaling factors to the original map. The
scaling factors are calculated based on the fact that they should
convert the mass flow rate ½ð _m

ffiffiffi
T

p
=pÞref �, pressure ratio ðpref Þ and

efficiency ðhref Þ of the reference point to the fixed design point

specifications ½ð _m
ffiffiffi
T

p
=pÞdp; pdp; hdp� as shown by equations (6)e(8)

[40].

fmass¼

�
_m
ffiffiffi
T

p .
p
�
dp�

_m
ffiffiffi
T

p .
p
�
ref

6

feff ¼
hdp
href

7

fp ¼
pdp � 1
pref � 1
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� Recuperator

The recuperator model represents the effectiveness ðεÞ and pres-
sure losses

�
dp
p

�
across the hot and cold streams against the mass

flow rate ð _mÞ. The relation between these parameters is determined
by the design of the recuperator. The methodology in this paper
doesn't use detailed design of components to avoid too many pa-
rameters being involved in the system model. Ideally, the model
should only use the thermodynamic properties at the inlet and
outlet points of the recuperator system. As such, a detailed design
of the recuperator should not be included because it will require
several assumptions for the geometry of the recuperator. Alterna-
tively, a scaling method is used to generate recuperator perfor-
mance maps for any given design point. The scaling is based upon
the existing performance maps of a recuperator and scaling rules to
match the existing map to the new design point of interest. As a
result, no geometric data is needed for the map generation,
although it will be possible to estimate the design based on the
scaling rules and the geometric design of the existing recuperator.

The chosen recuperator is a crossflow plate and fin type. This is a
compact type of recuperator and has been used for aerospace and
industrial applications for several years [41]. Themethod for scaling
the performance maps of the recuperator is based on the ε� NTU
approach which uses the effectiveness, ε, overall heat transfer
factor, UA, fluid properties and the mass flow rate. It is preferred
over the other methods such as LMTD because it uses ε and mass
flow rate which are the two main recuperator parameters when a
new system design point is decided. For a cross flow heat
exchanger, the number of transfer units, NTU is calculated by
5

equation (9) when ε and the ratio of the flow heat capacity values,
Cr are known [42].

ε¼ 1� e�NTUð1�CrÞ

1� Cre�NTUð1�CrÞ 9

Cr ¼Cmax

Cmin
10

The heat capacity values, Cmin; Cmax are products of mass flow
rate and heat capacity, ð _mcpÞ for cold and hot flows. Utriainen and
Sunden have suggested a method which is used here for the overall
design of the recuperator and estimation of its off-design perfor-
mance [43]. Given that the design point data; the effectiveness,
allowable pressure drop across each side and themass flow rate are
known, a Reynolds number is assumed for the flow inside the
channels of either side of the recuperator. Therefore, the J factor
from Colburn analogy and the fanning friction factor, fF can be
estimated for that Reynolds number and the presumed geometry.
Fig. 5 shows an example chart for the variation of these factors with
Re.

Thus, the heat transfer coefficient, h for each side (hot/cold) is
calculated from equation (11) where G is the volumetric flow rate,
cp is the specific heat and Pr is the gas Prandtl number [42].

h¼ JGcp
Pr2=3

11

UA¼
�

1
hchcAc

þ dw
kwAw

þ 1
hhhhAh

��1

12

Equation (12) will be used to calculate the overall heat transfer
coefficient where the indices }c}, }h} and }w} denote the proper-
ties for the cold side, hot side and interface walls respectively; dw is
the wall thickness. The iteration is controlled by the overall pres-
sure drop when the estimated friction factor is applied to equation
(13) for each side of the recuperator and pressure drop values
compared with the chosen values for the design point. If those
values didn't match, the Re number must be adjusted and the
calculations repeated. In equation (13), f is the flow velocity, L is the
characteristic length and Lh is the hydraulic diameter of the flow
channel [45].

Dprecp ¼1
2
rf v2

L
Dh

13

The off-design performance is calculated using the same set of
equations with Reynolds number and heat capacity of the flow



Fig. 7. Pressure losses in the recuperator.
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ð _mcpÞ varying with mass flow rate. The performance charts of the
designed recuperator for OMSoP project are shown by Figs. 6 and 7
as an example.

When a new design point is set for the dish-MGT system, the
new performance maps will be generated by matching the design
point of the existing maps (like Figs. 6 and 7) to the new design
point value. The same Reynolds number from the iterative design
procedure will be used which results in the same heat transfer
coefficient and friction factor. Nevertheless, the overall shape of the
recuperator's core will be kept fixed.

� Dish and receiver

The performance of the optical system is defined by the optical-
to-thermal efficiency ðhoptÞ which is the ratio of heat transferred to
the air ðqHÞ to the solar thermal power received at the dish area
ðAdishÞ: It can be calculated from the optical-to-thermal efficiency of
the dishðhdishÞ, receiver's emissivity ðεrecvÞ and absorptivity ðarecvÞ
coefficients, receiver temperature ðTrecvÞ, concentration ratio ðCRgÞ
and DNI [28].

hopt ¼
qH

AdishDNI
14

hopt ¼ hdisharecv �
εrecvs

�
T4recv � T4sky

�
þ UðTrecv � TambÞ

CRg DNI
15

Tsky is the effective sky temperature which is about 275 K [42].
The second characteristic of the receiver, the pressure loss is a

function of its geometry, mass flow rate and temperature. Accord-
ing to Shah and Sekulic [46], the pressure loss in a turbulent flow;
which is normally the dominant flow in the receiver, is proportional
to the mass flow rate, density and viscosity of air to different
powers as shown in equation (16).

Dprecv ¼0:023
m0:2

r

4L
Dh

_m1:8

A1:8
o D0:2

h

16

Other parameters in equation (16), the length L, diameter of the
flow path Dh, and the wetted area Ao are all geometrical parame-
ters which are fixed for a particular design. The pressure loss Dprecv
will be calculated in Pawhen all parameters are used in SI units and
therefore the multiplier is dimensionless. The solar receiver
configuration is assumed to be a pressurised volumetric cavity
receiver which was designed for the OMSoP project. The air flow is
Fig. 6. Thermodynamic characteristics of the recuperator.
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in direct contact to the outer side of the cavity. The pressure loss
data for different mass flow rates and temperatures are shown by
coloured points in Fig. 8 [47]. These points are CFD results gener-
ated from a three-dimensional model which is validated against
experimental results [48]. Each colour shows a set of pressure loss
data against mass flow rate for a given receiver temperature and
absolute pressure of 3 bar at the inlet. The dashed lines show the
fitted curves for the receiver temperatures of 723 K and 873 K.

Comparing the fitted curves with equation (16) shows that the
multipliers in the fitted formulae represent the effects of the
receiver geometry and the properties, density, and viscosity. Those
properties are functions of the temperature considering the pro-
portionality of the density with temperature and Sutherland's
equation for viscosity of gases, equation (17) [49]. As such, it can be
said that the pressure loss relation against the mas flow rate for any
given receiver design will be dependent of the air temperature
(average temperature for convenience).

m¼1:5105� 10�6 T1:5

T þ 120
17

Therefore, a relative formula for the calculation of the pressure
loss can be derived from the fitted curve for receiver temperature of
723 K as the reference (equation (18)). In equation (18), Tref is the
reference temperature (i.e., 723 K) and Trecv is the actual average
temperature in the receiver in K.
Fig. 8. Correlation for the pressure loss in a cavity receiver.



Fig. 10. Overall efficiency of the electrical system.
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Dprecv ¼42220
�
Trecv
723

�1:3�723þ 120
Trecv þ 120

�0:2
_m1:8 18

When the inlet pressure to the receiver, precv is also variable (i.e.
during off-design operation), the pressure loss must be corrected
considering the absolute reference pressure for the results in Fig. 8,
hence:

Dprecv ¼42220
�

precv
3� 105

��
Trecv
723

�1:3�723þ 120
Trecv þ 120

�0:2
_m1:8 19

The maximum error in the estimation of pressure loss caused by
using the equation (19) will be less than 1% for the receiver tem-
perature of 873 K which is deemed to be fairly acceptable. For precv
in Pa, Trecv in K and mass flow rate in kg/s, the pressure loss will be
calculated in Pa.

� HSA and power electronics

Fig. 9 shows the architecture of the power generation system.
The mechanical power, PW0 from the micro gas turbine is trans-
ferred to the high-speed alternator which converts it to electrical
power, PW1. At this point, the HAS is connected to an Electronic
Power Conversion System (EPCS). Such EPCS is composed by a
cascade of rectifier (REC) and an active grid connected Inverter
(INV). The net electric power PWe will be fed to the consumer or an
electricity grid after voltage losses in the rectifier and inverter. The
high-speed alternator will be used as an electricity generator dur-
ing the period of power generation. It will be used to run the MGT
mainly for the start-up of the systemwhen the MGT needs to warm
up and reach a certain speed to become self-sustained.

A mathematical model for the high-speed alternator and power
electronics (between 0 and 3 in Fig. 9) is required to determine the
relation among the main characteristics, rotational speed, output
power ðPWeÞ and electrical efficiency ðheÞ. The electrical efficiency
is defined as the ratio between the electric output power and the
mechanical input power.

he ¼
PWe

PW0
20

The model receives the rotational speed and the input power to
the high-speed alternator as the input data. Knowing the electrical
characteristics of HSA like its winding resistance, RHSA and induc-
tance, L, the relation between the no-load voltage and generated
voltage is calculated by equation (21). The angular velocity is simply
calculated from the rotational speed, N. Simultaneous solution of
equation (21) and equation (22) which relates the input and output
powers of HSA, allows for finding its generated current, I and
voltage V1 ½35�. In that equation, kHSA is the power factor of the
Fig. 9. System arrangement schema
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high-speed alternator and is used for the calculation of the induc-
tive losses.

V0 ¼V1 þ I
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2HSA þ ðLuÞ2

q
21

PW0 ¼ PW1 þ 3RHSAI
2 þ kHSAN 22

The power loss in the rectifier is mainly of the resistive type and
can be calculated using the electric current value and its resistance
which is almost constant over its operation range. The losses in the
inverter are normally 3%e5% and can be assumed as a fixed value.
The net output power, PWe is then calculated from HSA's output
power and the mentioned losses in the rectifier and inverter. These
calculations can be done for different rotational speeds and pro-
duce the performance map of high-speed generator combined with
EPCS. Such performance map for OMSoP electrical system is shown
in Fig. 10 [35].

� Governing equations

The governing equations are provided in form of a set of non-
linear equation as represented by equation (23).

FðXÞ¼0 23

For the system configuration shown in Fig. 1, the following
equations build the system of equation (23). The numeric indices
for temperature, T and pressure p refer to the station points in Fig. 1.
In the following equations it is assumed that the flow leakage is
negligible.

Conservation of mass:
tic in power generation mode.



Table 1
Initial design point data for 5kWe system.

Parameter value

DNI 800W/m2

Ambient temperature 288 K
Ambient pressure 1atm
TIT 800 �C
Compressor pressure ratio 3.0
Compressor isentropic efficiency 74%
Turbine isentropic efficiency 80%
Recuperator effectiveness 85%
Concentration ratio 1350
Dish efficiency 90%
Optical-to-thermal efficiency 80%
Electrical efficiency 85%

Dish area 42m2

Mass flow rate 90(g/s)
Rotational speed 130krpm
Overall efficiency (MGT) 20.7%

M. Ghavami, J. Al-Zaili and A.I. Sayma Energy 251 (2022) 123873
_mc � _mt ¼ 0 24

Conservation of energy:

AdishðDNIÞ hopt � _mtCpðT04 � T03Þ¼0 25

Compressor and turbine performances

T02 � T01

"
1þ

�
pc

ðg�1Þ=g � 1
�

hc

#
¼0 26

T05 � T04

	
1� ht

�
1� 1

pt
ðg�1Þ=g

�

¼0 27

Nc �Nt ¼ 0 28

Recuperator performance

T03 � T02 þ εðT05 � T02Þ¼0 29

Pressure losses

p05 � p01

	
1�

�
dp
p

�
5


�1

¼0 30

p04 � p02

	
1�

�
dp
p

�
2


	
1�

�
dp
p

�
4



¼0 31

In the above calculations air is assumed to be an ideal gas and
the temperature dependent properties such as the specific heat are
calculated using the polynomials given by Ref. [49]. Indices t and c
represent turbine and compressor parameters. The relative pres-

sure drops
�
dp
p

�
2
and

�
dp
p

�
5
are for recuperator's cold and hot sides

and
�
dp
p

�
4
is for the receiver. The variables for the above system of

equations are given by equation (32). There are more parameters
used in the above equations which are either given as the input
values such as DNI and the ambient pressure and temperature
ðp01; T01Þ or can be derived from the components models intro-
duced earlier like pressure losses in the recuperator and the
receiver.

X¼

2
66666666664

b

T02
T03

T04
T05

p04

pc�
N
. ffiffiffi

T
p �

t

3
77777777775

32

The parameter, b is an auxiliary coordinate which is used for the
compressor and turbine maps to facilitate the locating of the
working points on these maps. Any point can be represented by a
unique pair of b and speed [39].

Similar to the methodology described by Kurzke, a global iter-
ation approach is used to arrange and solve the equations rather
than the traditional nested loop approach (otherwise, called local
iteration). This allows to have more flexibility in the program for
adding components or changing the cycle arrangement [50].
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2.4. Initial design point

Table 1 shows a set of design point parameters for an example
dish-MGT system. The upper part of the table includes the pa-
rameters which have been assumed for the design point. Those
values have been considered based upon thermodynamic cycle
analysis and the available technology as suggested in the literature
including [51,52] for the turbomachinery, [53] for optical compo-
nents efficiencies, [41,54,55] for pressure losses and recuperator
effectiveness, pressure losses and other component efficiencies.
The lower part of Table 1 are the design point parameters which
have been calculated using the data provided in the upper part. The
nominal system power is set to be 5kWe for this example dish-MGT
system which is in accordance with the focus of this paper to
investigate small micro gas turbine to be combined with concen-
trated solar power.

The overall efficiency of the MGT reaches its peak at the design
point pressure ratio which is shown in Table 1. However, the effi-
ciency of the system decreases with DNI variations. Therefore, the
optimisation of the system is based on the annual performance
rather than the design point. Fig. 11 shows the variations of DNI
over a sample year in Casaccia where the dish-MGT for OMSoP
project is installed.

The performance of the MGT is also affected by the ambient
temperature which determines the inlet temperature to the
compressor. The variation of the ambient temperature for the
chosen area over the course of a year is shown in Fig. 12.
2.5. Operation strategy

It has been already shown that pure solar micro gas turbines can
be controlled through an output power regulation to be operated in
so-called maximum power production (MPP) strategy [32]. This
strategy can be briefly described as a constant TIT operation which
uses additional control loops to keep the systemwithin the system
constraints which determine the safe operational limits. These
limits are:

� Maximum allowable TITmax, which is determined by the receiver
and the turbine materials

� Maximum allowable turbine exit temperature TETmax, which is
determined by recuperator material assuming that the tem-
perature change between turbine exit (i.e TET) and recuperator
hot side inlet is negligible.



Fig. 11. Sample annual variations of DNI, Casaccia, Italy.

Fig. 12. Sample annual variations of ambient temperature, Casaccia, Italy. Graph
generated using the data from EnergyPlus [56].
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� Maximum speed Nmax, which is determined by the rotor-
dynamics

� Maximum current in the high-speed alternator Imax

� Surge margin which is watched during the off-design
calculation
Fig. 13 shows the generated power and overall performance of

the system for different DNI values when the MPP operation
strategy is applied. The results are presented for a system which is
designed based on the design point shown in Table 1. The figure
also compares the generated power and MGT efficiency when the
correlations provided by Gallup and Kesseli are used [30] when DNI
is changing and it shows how the system achieves better perfor-
mance when the MPP operation strategy is considered.

The annual generated electricity for the system is given by the
Fig. 13. Comparing system performance with MPP operation strategy with a simpler
model.
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integration of generated electricity for average DNI value at speci-
fied time intervals.

Ean ¼
X

ðPWeÞDtDt 33

3. Economic model

The economic model provides cost functions required for the
calculation of capital and operational expenses as functions of
system design and operation parameters. Most of the existing
models are developed based on the architecture and cost data for
large gas turbines such as work done in Refs. [57e59]. A modified
version of these models for micro gas turbines for 100e500 kW has
also been developed in Ref. [60]. In this paper, a model which has
been developed as part of the OMSoP project for the dish-MGT
systems has been used [61]. The advantage of this model is that it
includes the optical components for the concentrated solar power
and more importantly, the cost functions for components are
developed based upon the data for small-scale micro gas turbines.
The general structure of the cost functions is briefly discussed here.
The details about the contributing parameters and specific func-
tions for the components are available in Refs. [61,62].

The total cost of investment, Cinv consists of the cost of the main
components, Ccom cost of the auxiliary systems, Caux and the
installation cost Cinst .

Cinv ¼Ccom þ Caux þ Cinst 34

The cost of the whole MGT package including the recuperator
and high-speed alternator, CMGT ;m is given with the equation
(35)e(37). Equation (37) determines the effect of production vol-
ume per year, L. The cost of MGT is assumed to be a function of its
size which is deemed to be decided by its rated mass flow rate _m.
The other parameters that can affect the technology level in MGT
package are TIT and recuperator effectiveness. Those parameters
determine the values of the parameters aMGT _;m; bMGT _;m and cMGT _;m.

CMGT ;m ¼ cMGT ;m$fMGT$ _m 35

cMGT ;m¼ aMGT _;m _m2 þ bMGT _;m _mþ cMGT _;m 36

fMGT ¼ aMGTL
bMGT þ cMGT 37

The same set of equations are used for other main components
in the economic model except that the mass flow rate _m will be
replaced by the rated thermal power for the receiver and dish area
for the parabolic dish. The parameters in the RHS of equation (36)
will be different for other components. For the receiver, those pa-
rameters depend on TIT whereas for the dish and auxiliary com-
ponents such as electrical boxes and firefighting they will change
with dish area. Finally, the installation cost is divided in civil en-
gineering and construction costs, ccivil and the commissioning cost,
ccomm which are given in form of specific costs per dish area.

Cinst ¼Adishðccivil þ ccommÞ 38

3.1. Economic performance indicators

The specific cost of investment for constructing a sMGT plant,
cinv (V/kWe) is an important incentive figure for the investors.
However, it doesn't include the operational expenses and payback
period. As such, the levelised cost of electricity is also considered



Table 2
Parameters used for equation 40.

Parameter Italy Spain

i, (%) 2.7 3.88
t, (years) 20 20

Fig. 14. Representation of parameter s on the compressor map.
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which is the minimum sale price for the generated electricity for
the lifetime period.

LCOE¼aCinv þ Cop þ Cmaint

Ean
39

Cop and Cmaint are the operation andmaintenance costs. a is used
for converting the capital costs to an annual equivalent considering
the lifetime period t and real interest rate i for the country of
installation [63]. Table 2 shows the numerical values for these
parameters.

a¼ ið1þ iÞt
ð1þ iÞt � 1

40

In conclusion to the economic model, the important design
parameters which will affect the capital and operational costs are
the size of the dish, TIT and air mass flow rate (i.e. size of the micro
gas turbine and recuperator). On the other hand, the expected
system life time as well as geographic location affect the LCOE. A
favourable solar income as well as the economic figures can reduce
the LCOE. More importantly, the economy of scale will have
considerable impact on the cost of the system and LCOE. Such ef-
fects have been discussed in the next section.
4. Results and discussion

Thermo-economic optimisation problem has been set for two
different cases. The first case focuses on a pure dish-MGT system
with fixed rated power at 5kWe. Other main design point param-
eters are set as the decision variable and are allowed to change
within their pre-defined boundaries. The objective of the optimi-
sation is to find the numerical values for the system design point
which result in an optimal trade-off between thermodynamic
performance and capital cost of the sMGT. The second case expands
the problem definition of the first case to a wide range of different
powers up to 30kWe. The rated power is chosen as one of the de-
cision variables along with the other system design parameters and
the maximum value is determined by the upper limit of feasibility
for the parabolic dish installations. It should be noted that in both
cases, a single dish-MGT system is considered. Hence, the reciprocal
shading effect that might be considered in farm arrangement has
not been applied in here.
4.1. Problem setup for fixed rated power

Table 3 shows the parameters that are set for the 5kWe solar
MGT. The limits for system constraints, TITmax and TETmax are
Table 3
Problem setup data.

Decision variable pc s ε

Decision space Lower limit 2.5 0.8 0.8
Upper limit 4.0 1.2 0.9

System constraints

Objective functions Ean

10
defined as the decision variables which allow to define the con-
straints in parametric form. The efficiencies of the optical compo-
nents are not included because their effects are monotonic
functions and therefore the maximum values with the currently
available technology are considered.

The parameter, s determines the position of the system design
point (compressor pressure ratio and mass flow rate) on the
compressor map in respect to the maximum efficiency point on the
map. Having (s ¼ 1), means that the mentioned two points are
matching as shown in Fig. 14. In that regard, the parameter s is
essentially representing the ratio of the speeds for the system

design point
�

Nffiffiffiffiffi
T01

p
�
dp

and the original design point on the chosen

compressor map.
The genetic algorithm converges to a Pareto front after 75

generations. Fig. 15 shows the evolution of the generations which
ultimately forms a Pareto frontier for a 5kWe to be installed in
Casaccia, Italy. The Pareto front represents the optimal designs for
the dish-MGT system. Those with higher technology (hence, higher
cost) generate more electricity and vice versa. Given that the LCOE
is a function of the plant's cost and Ean, each optimal design would
result in the lowest achievable cost of electricity than any other
point in Fig. 15 for the corresponding cinv and Ean.
hc ht TITmax TETmax

0.7 0.75 750 �C 650 �C
0.8 0.85 1000 �C 800 �C

TIT < TITmax

TET < TETmax

Ndp < 150krpm
cinv



Fig. 15. Evolution of the optimisation results towards Pareto front.

Fig. 16. LCOE for the Pareto solutions.

Table 4
Specifications of minimum LCOE point on the Pareto front.

pc s TITmax (�C) TETmax (�C) ε hc ht

2.9 1.04 935 727 87% 79% 84%

Table 5
Performance data for the selected points on Pareto front.

Design Ean (MWh) ADish (m2) cinv (V/kWe) LCOE (V/MWh) hsolar

MINC 11.06 29.01 3196 219 23.3%
IDP 10.97 42.06 4570 292 15.9%
IDPx 11.84 34.21 4570 257 21.1%

Fig. 17. Shares of the components in the capital cost of the system a) initial design b)
optimised design.
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The LCOE for the optimal designs on Pareto front is shown in
Fig. 16 and can be used as a determining parameter to choose for
further discussion on the results. The point with minimum value of
LCOE is shown in the graph asMINC. Table 4 shows the values of the
decision variables (design parameters) of this point. The position of
the initial design point (IDP) which was chosen just based on the
on-design efficiency can be also seen in the graph. An interesting
point on the Pareto front is IDPx which has the same cost of the
initial design point but can generate more electricity throughout
the year.

Table 5 compares the thermo-economic performances of these
points. It can be seen that the optimised design, MINC, requires
more than 30% smaller dish area and lower cost with same annual
performance as the initial design, IDP.

It is worth noting that the LCOE value is influenced by un-
certainties in the input data. The cost estimation for emerging
renewable technologies exhibit more variability compared to well-
established fossil fuel energy systems. The same argument also
applies when comparing the cost models for the mature large gas
turbine systems and micro gas turbine that are at the very begin-
ning stages. As such, the solar thermal along with tidal and wave
energy systems exhibit significantly more variability in LCOE
compared to other renewable and fossil fuel technologies [64].

The breakdown of the capital cost of the system for the initial
and optimised design are presented in Fig. 17 which shows how the
share of cost of the dish has been reduced because of more efficient
system. This is partly because of higher temperature tolerance in
the receiver and recuperator which has caused a higher share in the
total cost of the system.
11
4.2. Effect of annual insolation

To take the effect of annual DNI income, same problem setup as
in Table 3 has been done with the environmental data for Seville,
Spain. A similar resolution of 10min data has been used for the
annual performance calculation. Convergence of the optimisation
was achieved after 40 generations as shown in Fig. 18.

With annual DNI income of about 2.25 MWh/m2 in Seville
compared to Casaccia; 1.51 MWh/m2, the optimised systems have



Fig. 18. Evolution of the optimisation results for 5kWe dish-MGT in Seville.

Fig. 19. Comparison of the performance indicators of the optimised designs for
Casaccia and Seville.

Fig. 20. Cost of electricity for larger production volumes of a 5kWe dish-MGT system.

Table 6
Problem setup data.

Decision variable PWe pc s

Decision space Lower limit 5kWe 2.5 0.8
Upper limit 30kWe 4.0 1.2

System constraints

Objective functions LCOE
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very close performance as compared in Fig. 19. This is not very
unexpected result because the systems have the same rated power.
However, the specific cost of the system is clearly lower in Seville
than Casaccia as shown in Fig. 19. This has also direct effect on the
LCOE which increases from 158V/MWh for Seville to 219V/MWh
for Casaccia. Giostri et al. report an LCOE of 175V/MWh for an sMGT
powered by an optimised heliostat field and TIT of 950 �C [65].

Compared to the reported cost of electricity for the dish-Stirling
systems of about 270V/MWh [20], dish-MGT systems show a
promising economicfigure. However, this is still far above the cost of
electricity from PV systems which is in the range of 55e80V/MWh
[22]. One important reason is that PV panels are mass produced. As
such, different production volumes have been applied in the calcu-
lations for a fair comparison. The cost of the system decreases with
the number of units produced per year. The economic model used
here considers the economy of the scale for the system components
[61]. That has been applied for different production rates and the
results are shown in Fig. 20 along with the consequent reduction in
the LCOE for larger production volume. For a production rate of
50,000 units per year, LCOE reduces to 92V/MWh in Seville.
4.3. Variable rated power

To investigate the potential of pure solar micro gas turbine
systems furthermore, a new optimisation set up is defined in this
section to allow for variation of the rated power. As such, systems
with different rated power will be included in the decision space of
the optimisation problem. From the technical point of view, this
results in finding an optimum system size which can generate
electricity with lowest cost (i.e., LCOE).

The problem setup is shown in Table 6. The upper limit of the
rated power is determined by the maximum dish size as its struc-
ture must be strong enough for the wind loads and yet practical to
build. The largest practical dishes allow for a rated power of around
25-30kWe. Here, the maximum power is set to be 30kWe. With the
variable system size, the cost of the investment is not only a
function of system design parameters, but also the system rated
power. Therefore, minimisation of Cinv causes the optimisation al-
gorithm to tend towards small systems. To address this point, the
optimisation task is done with LCOE as the only objective function.

For the above problem setup, the result comes as a single point
instead of Pareto line and is represented in Table 7. Calculation is
done for Casaccia and it can be observed that the LCOE is much
lower compared to the value for optimised 5kWe system. It is also
interesting that the optimal design has a power rating of 24kWe
which implies that larger systems would have higher cost of elec-
tricity. This is because of the parabolic dish which its cost increases
after a particular size.

Fig. 21 shows a wider viewpoint on how the thermo-economic
performance of the dish-MGT system varies with the rated power.
Each point on the LCOE curve, represents the optimised dish-MGT
for the corresponding rated power. Although the LCOE reaches a
minimum value at 24kWe, it is important to note that its variations
at the vicinity of this point is not very substantial. As such, systems
ε hc ht TITmax TETmax

0.8 0.7 0.75 750 �C 650 �C
0.9 0.8 0.85 1000 �C 800 �C

TIT < TITmax

TET < TETmax

NDP < 150krpm



Fig. 21. LCOE and Cinv for optimised dish-MGT system with different rated power from
5kWe to 30kWe.

Fig. 22. Variations of LCOE with production volume for the optimised dish-MGT
system.

Table 7
Specifications of the optimal design for Casaccia.

PWe (kWe) LCOE (V/MWh) Ean (MWh) Adish (m2) Specific cost (V/kWe)

24 170 48.5 113.23 2179.6
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with slightly different rated power can be also considered when a
specific power demand is to be matched. Optimisationwas also run
for Seville, Spain. The optimum rated power of the dish-MGT sys-
tem was found to be 22.5kWe with the same problem setup as
Table 6. At this power, the dish-MGT system can achieve the min-
imum LCOE of 122V/MWh.

The same scenario similar to Fig. 20 is also done here for
Casaccia and Seville and represented in Fig. 22. For each location,
the economy of scale has been applied to the optimal size (i.e.,
24kWe for Casaccia and 22.5kWe for Seville). The shaded area in
Fig. 22 shows the average cost of electricity from PV systems.
Considering data for Seville, the LCOE for pure solar dish-MGT
systems at an annual production rate of 10,000 units per year re-
duces to 85V/MWh. This cost figure may sound very promising and
probably very optimistic. However, it should be noted that the
calculated LCOE is given for relatively large annual generated po-
wer. The equivalent rated power in this case will be 225MWe. An
LCOE of 122V/MWh is calculated for the annual production rate of
1000 units which is equal to a 22.5MWe solar farm. Fig. 22 also
compares the results with the cost of electricity for a similar system
13
in Albuquerque, USAwhich its average annual DNI is close to that of
Seville [30]. Those data are given for volume production of 100,
1000 and 10000 units per year.

5. Conclusion and future work

The thermo-economic optimisation of pure solar dish-MGT
systems has been conducted under different scenarios. The objec-
tive was to investigate whether such systems, if optimised, can
provide electricity at a competitive cost compared to dish-Stirling
systems. Furthermore, the optimisations also aimed to establish
the position of dish-MGT technology with respect to other solar
electric technologies such as hybrid solar MGTs and photovoltaics
from an economic point of view. It was found that dish-MGT sys-
tems, with rated powers as low as 5kWe, can generate electricity
with lower costs than dish-Stirling systems. However, the cost of
electricity remains higher than the photovoltaic systems. This dif-
ference decreases with the increase in the production volume of the
dish-MGT units which could make the technology attractive for
potential consumers. It is also found that the annual DNI income
and the ambient conditions of the installation site, as well as the
local economic figures such as the real interest rate, are signifi-
cantly influential for the dish-MGT system to be economic. From
technical point of view, it was found that there are technical design
parameters pertaining to the compressor (pressure ratio, s) which
are not influential on the capital cost, but have considerable effect
on the overall system performance and hence LCOE.

It is important to note that in addition to the LCOE, other criteria
should also be considered. Although an optimised design results in
lower LCOE, it would require a higher level of technology, partic-
ularly the MGT, high speed alternator and the receiver. As such, a
dish-MGT system may be of more interest for remote or less
developed locations despite the higher LCOE.

The proposed method to take the actual off-design performance
of the system into account substantially increases the computational
time, but adds the value of the optimisation work by taking system
designparameters into account aswell as theeffects of theoperation
strategy and electricity losses for motoring during low DNI periods.
As such, the presented method in this work has the potential to be
integrated with more sophisticated components maps generation.
This will provide the opportunity to run the system optimisation
with more design values particularly the turbine and compressor.
This is considered as the next step to the present work.
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