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Abstract
In healthcare, the use of digital twin (DT) technology has been recognised as essential for
enhancing patient care through real‐time remote monitoring. However, concerns
regarding risk prediction, task offloading, and data security have been raised due to the
integration of the Internet of Things (IoT) in remote healthcare. In this study, a new
method was introduced, combines edge computing with sophisticated cybersecurity so-
lutions. A vast amount of environmental and physiological data has been gathered,
allowing for thorough understanding of patients. The system included hybrid encryption,
threat prediction, Merkle Tree verification, certificate‐based authentication, and secure
communication. The feasibility of the proposal was evaluated by using an ESP32‐Azure
IoT Kit and Azure Cloud to evaluate the system's capacity to securely send patient data to
healthcare institutions and stakeholders, while simultaneously upholding data confiden-
tiality. The system demonstrated a notable improvement in encryption speed, with
27.18%, represented as the improved efficiency and achieved storage efficiency ratio
0.673. Furthermore, the evidence from the simulations showed that the system's per-
formance was not affected by encryption since encryption times continuously remained
within a narrow range. Moreover, proactive alert of probable security risks would be
detected from the predictive analytics, hence strong data integrity assurance. The results
suggest the proposed system provided a proactive, personalised care approach for
cybersecurity‐protected DT healthcare (DTH) high‐level modelling and simulation,
enabled via IoT and cloud computing under improved threat prediction.
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1 | INTRODUCTION

The combination of the Internet of Things (IoT) and so-
phisticated sensing technologies has caused a notable trans-
formation in healthcare, particularly via advancements such as
remote patient monitoring and predictive analytics. These
technological innovations optimise healthcare service provi-
sion, speed data processing, and increase patient outcomes and
well‐being. An innovative and revolutionary contribution to
this particular subject is the emergence of the concept of digital
twin (DT) [1–3]. DT provides an exact virtual representation
of a patient's physiological and clinical features, enabling

accurate diagnoses and customised treatment approaches.
These virtual models mirror the potential reactions of a patient
to various therapies, resulting in healthcare that is more tailored
and efficient. In addition, DT improves predictive abilities by
constantly updating in real‐time with data from IoT devices,
enabling proactive healthcare management [4, 5]. In terms of
cybersecurity, DT plays a vital role not only in healthcare de-
livery but also in network protection. By using simulation and
prediction techniques, healthcare organisations may proactively
enhance their defensive measures against prospective cyber
attacks. This ensures the protection of confidential patient data
and the robustness of healthcare systems against cyberattacks.
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Consequently, the convergence of IoT, sophisticated sensing
technology, and DT is fostering the development of precision
medicine and safe healthcare ecosystems, ushering in a new era
[6–8].

Digital Twin in healthcare (DTH) has the most promising
capability to boost patient care and results by creating a virtual
replica of a physical object. DTH is composed of three primary
parts: The physical object, the digital object, and the link be-
tween them. The physical object represents the real‐world item
or process being modelled, for example, a patient or sensor
device. Meanwhile, the digital object is the digital model that
accurately mirrors the physical object's characteristics and be-
haviours in real‐time. The connection between the physical
object and the digital object involves continuous data ex-
change, ensuring that the digital twin remains up‐to‐date and
accurately reflects any changes in the physical object. This
DTH is fed data from wearable devices, electronic health re-
cords, and other equipment and is kept up‐to‐date in real time
to yield a live model that is able to simulate and predict a
patient's health status. It enables healthcare providers to
forecast disease progression, run treatment scenarios, and
tailor care plans, facilitating personalised healthcare [9, 10].

For example, it can simulate heart function, helping doc-
tors better investigate heart disease and improve their diag-
nostic and treatment decisions. Digital twins could potentially
help in this by providing a representation of drug response in a
given individual, leading to more personalised treatment or
pharmacotherapy. The ultimate goal is to tailor the imple-
mentation away from random drug dispensing practices to-
wards therapeutic paradigms utilising only effective drugs [11].
The four steps of the digital twin operating mechanism are
model construction, data connection, simulation validation,
and model evolution. These DTH models feed actual objects
and service systems with continuous optimisation and iteration
depending on needs and real‐time conditions. Digital twins
also provide a useful platform for carers, family members,
stakeholders, and medical professionals to practise and model
risk‐free difficult medical procedures. Healthcare professionals'
abilities are improved, and their knowledge of current pro-
cedures is maintained through continual professional devel-
opment, which eventually results in better patient care. By
knowing how different people respond to different medica-
tions and therapies, digital twins help personalised medicine by
supporting treatment plans and optimising drug prescriptions
[12]. Therefore, combining DT with immersive healthcare
provides an excellent and low‐cost medical solution as treat-
ments can be customised, tested, and validated before
administration, which in turn reduces associated risks in the
medical sector [13]. Digital Twin is valuable within healthcare
to prevent treatments and model diseases, save money, and
create independence and availability for patients [14].

The use of a DT in healthcare involves the development of
a secular twin in order to simulate different scenarios and
predict their outcomes. Subsequently, any data collected from
physical sensors becomes part of the digital model, which is
processed using the sophisticated analytic capabilities and
machine learning algorithms incorporated into the twin.

Wireless sensor networks (WSNs) and body area networks
(BANs) serve as a channel for transmitting the data between
the digital twin and the patient's body, gathering essential in-
formation, and transferring it to the duplicator. Such a system
ensures continuous and personalised patient monitoring that
allows one to predict deterioration or complications and act on
a timely basis. Thus, the use of a DT in healthcare will help to
prevent extreme conditions and create personalised programs
for every patient [15].

However, in digital twin healthcare (DTH), WSNs and
BANs do not only transmission data and analyse; they rein-
force the cybersecurity of the system. Using complex encryp-
tion policies and secure communication protocols, these
networks protect the data's integrity and privacy as it is sent
from the physical area to the digital field. As a result, this
prevents cybercriminals from accessing the sensitive health
information [16].

Despite these steps forward, data processing speed limi-
tations within the current state of technology and data security
concerns, as well as numerous inefficiencies of DT, continue to
be a significant barrier to the widespread adoption of IoT in
healthcare. Thus, one promising framework for a new para-
digm for secure handling of sensitive data within IoT is edge
computing [17, 18]. Various studies have addressed these
challenges, exploring the precision of personal navigation with
inertial sensors, the deployment of ontology‐based methodol-
ogies for intelligent rehabilitation, and the development of
innovative routing algorithms to improve IoT communication
within smart cities [19–22]. Furthermore, research has under-
scored the critical importance of robust cybersecurity mea-
sures, given the significant consequences of potential
intrusions into health information [23–25].

The incorporation of blockchain into software‐defined
networking (SDN) for better security and management, pro-
tocol architecture for effective routing and congestion control,
and advanced sinkhole attacks against mechanisms in IoT for
smart homes are critical steps in the further evolution of
cybersecurity protocols in concepts based on Edge Computing
and cybersecurity systems for patient monitoring using the
digital twin [26–28]. However, existing solutions have not
adequately addressed the myriad challenges at the intersection
of DTH and cybersecurity, creating a significant gap in the
field.

The system developed in this study overlaps two of the
most critical areas, DTH and cybersecurity. The new system is
a novel design that offers an effective approach to the inte-
gration of edge computing and advanced cybersecurity
methods. The primary focus is, therefore, the development of a
flexible IoT platform and a reliable cybersecurity framework to
realise real‐time patient monitoring securely. The features
include hybrid encryption, certificate‐based authentication,
Merkle Tree verification, and secured communication channels
system. The main contributions of this study are:

1. Development of a Novel System: The study proposes a
unique system that integrates edge computing and sophis-
ticated cybersecurity measures specifically designed for
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DTH applications. This system is tailored to enable secure,
real‐time patient monitoring.

2. Flexible IoT platform application: The system includes
multiple sensors for collecting wide arrays of physiological
data, which eases the implementation of the IoT solution in
real‐life medical practice.

3. Establishment of a Robust Security Framework: By
employing hybrid encryption, certificate‐based authentica-
tion, Merkle Tree verification, and secure communication
protocols, the system ensures enhanced data security and
integrity throughout the data transmission process.

4. Comprehensive Assessments: The study conducts thorough
evaluations, including operational benchmarks and perfor-
mance comparisons with existing systems, to assess the
system's efficiency.

5. Proof of Concept: The study presents a proof of concept
using the ESP32‐Azure IoT Kit, which is a low‐power,
sensor‐intensive device to prove the protocol's viability and
performance.

These contributions highlight the study's innovative approach to
integrating edge computing and cybersecurity in DTH, offering
a significant advancement in secure healthcare monitoring.

The structure of this article has been organised as follows:
Section 2 is dedicated to the exploration of related work, and
Section 3 shows the framework of cybersecurity for DTH. The
proposed methodology is detailed in Section 4, Section 5
provides a security analysis of the proposed network, its effi-
ciency, and how cyberthreats were addressed, and performance
metrics are discussed in Section 6. System evaluation is pre-
sented in Section 7. The proof of concept for the proposed
methodology is illustrated in Section 8, followed by a discus-
sion in Section 9, and concluding remarks in Section 10.

2 | RELATED WORK

Digital twins, initially developed for industrial and aerospace
applications, have recently gained significant traction in the
healthcare industry. These technologies are now being utilised
as valuable resources to generate real‐time digital representa-
tions of physical systems [29, 30]. Studies have indicated that
applications of digital twins have positively impacted patient
outcomes, particularly in the realm of personalised medicine
and predictive analytics [31]. Remote monitoring systems,
playing a crucial role in healthcare, especially in chronic illness
management and post‐operative care, have evolved signifi-
cantly [?]. Historically, these systems predominantly utilised
single‐sensor devices, such as pulse oximeters or heart rate
monitors, to gather disease‐specific health data [18]. Although
the collection of multisensor data is not a new concept, its
application in healthcare has been somewhat fragmented
across various contexts [17]. Recently, efforts have been made
to incorporate multisensor technologies into healthcare, aiming
for a more holistic approach to patient monitoring [23].

In the realm of blockchain technology, various consensus
algorithms have been developed, including bespoke adaptations

of Practical Byzantine Fault Tolerance and Proof of Authenti-
cation. One significant advancement permits low‐end IoT de-
vices to engage in transactions on the Ethereum blockchain
through platforms like Infura, circumventing the necessity of
operating a full node [32]. However, the integration of resource‐
limited IoT devices with the Ethereum network encounters a
substantial hurdle due to the considerable energy demands
associated with transaction transmissions via Wi‐Fi or cellular
networks. Moreover, the current economic incentive structure
presents its own set of challenges. As of the writing of this
article, the monetary worth of one Nodl token is approximately
0.006 USD. With an active node count on the network reaching
nearly 4.6 million, this represents a mere 0.065% of the total
global mobile devices [33]. A predominant focus of Helium
Hotspot devices in the United States, Europe, and East China
[34] highlights a significant geographical limitation in network
coverage. This uneven distribution means that large swathes of
the globe remain devoid of adequate Helium network connec-
tivity for IoT devices, a situation primarily attributed to the
varied pace of regulatory approvals across different regions.
Given the relatively recent emergence of Helium hotspots and
the network's ongoing maturation, manufacturers are con-
fronted with the lengthy and complex task of obtaining certi-
fication for their devices. This certification process is crucial to
ensure adherence to local radio regulations, thereby facilitating
the safe deployment of hotspots in respective countries.

DT technology has found applications in diverse sectors,
extending well beyond healthcare. Marksteiner et al. explored
the use of cyber‐digital twins (CDTs) in enhancing vehicle
cybersecurity testing [35]. Sun et al. proposed the integration of
lightweight DT with federated learning (FL) for air‐ground
networks [36]. Yao et al. introduced deep reinforcement
learning (DRL) for optimal Internet of Vehicles (IoV) edge
computation offloading [37]. Li et al. developed an approach
for synchronised proven data possession in DTs, ensuring data
integrity in dispersed settings [38]. Zhu et al. proposed a
cooperative provable data possession scheme to address
related challenges [39]. As the diverse applications of DTs are
examined, it is crucial to consider the foundational technolo-
gies enabling these implementations. In the healthcare sector,
DTs are particularly valuable for predicting cybersecurity risks.
Utilising real‐time monitoring and pattern recognition, these
models can proactively detect abnormalities or suspicious ac-
tivities, functioning as an early warning system against potential
cyber‐attacks. The integration of DTH systems adds a crucial
layer of protection within complex cybersecurity environments,
enhancing system resilience [40].

The advent of edge computing as a technological solution
has facilitated data processing close to the source, like IoT
devices, aiming to reduce latency and maximise bandwidth
efficiency. Tian Li et al. explored the complexities of dynamic
edge computation offloading, employing DRL techniques to
refine the decision‐making process [38]. Zhou et al. introduced
a certificateless multi‐copy integrity auditing method, under-
scoring the importance of data integrity in dynamic settings
[41]. Marksteiner et al. highlighted significant privacy and se-
curity challenges within the healthcare sector [35].
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Collectively, these studies underscore the imperative for
robust cybersecurity measures to protect sensitive health data
in the digital health sphere. Despite the advancements in digital
twin technologies and edge computing in healthcare, there
remains a significant gap in integrating these technologies with
robust cybersecurity measures. Existing studies have primarily
focused on either the technological aspects of digital twins or
the cybersecurity challenges in isolation, without fully
addressing the synergy between these components in health-
care contexts. Our research addresses this gap by uniquely
integrating edge computing and advanced cybersecurity within
the framework of DTH. This approach not only enhances real‐
time patient monitoring but also ensures a higher level of data
security and integrity, an aspect that has not been sufficiently
explored in previous studies. In summary, while existing liter-
ature provides valuable insights into the use of digital twins and
edge computing in healthcare, our study extends this knowl-
edge by exploring the critical integration of cybersecurity, a
crucial yet underexplored component in the DTH paradigm.

3 | APPROACH OF CYBERSECURITY IN
DIGITAL TWIN HEALTHCARE

Figure 1 presents a comprehensive framework designed to
fortify the cybersecurity infrastructure of a DTH system. At
the core lies the safeguarding of patient data, around which the
entire model is constructed. This is epitomised by the Patient
Data Security segment, which encapsulates pivotal cyberse-
curity measures such as hybrid data encryption and certificate‐
based authentication. These measures are essential for ensuring
the confidentiality and integrity of patient information.
Furthermore, the Merkle Tree integrity check and secure
communication components provide a robust foundation for
verifying the consistency and security of the data, while cyber
threat prediction focuses on proactive identification of po-
tential security breaches. Collectively, these elements form the
bulwark against cyber threats, pivotal in maintaining the trust
and safety required in healthcare environments.

The framework also delves into the organisation re-
quirements specification, dissecting both the functional and
non‐functional requirements necessary for a thorough inves-
tigation into the system's necessities. Subsequently, cost model
analysis evaluates the financial aspects, crucial for sustainable
implementation.

In the assessment of cloud supporting step, the system's
elasticity, communication, processing, and infrastructure con-
trol are scrutinised, along with availability and security pro-
tocols. This assessment is vital for ensuring compliance with
regulatory requirements and upholding privacy and data
confidentiality.

Modifications in organisational routines are addressed in
the subsequent module, reflecting the changes brought about
by the integration of the DTH system. It encompasses alter-
ations in accounting practices, customer relationships, public
image, flexibility, business continuity, compliance, benefits, and
the identification of potential risks and challenges.

Lastly, the approach step posits innovative approaches such
as anomaly detection, enhancing the security framework. The
integration of real‐time threat intelligence sharing, and adaptive
encryption algorithms, for privacy preservation further
contribute to the cutting‐edge nature of the system.

In summary, the illustrated framework provides a strategic
approach to securing DTH systems, ensuring comprehensive
protection and resilience against cyber threats, while fostering
advancements in healthcare technology.

4 | PROPOSED METHODOLOGY

The methodology included the merging of edge computing
with the DT model to improve the security of data and
minimise latency in the patient monitoring systems. The ser-
vice uses a multi‐layered security model that includes hybrid
encryption, certificate‐based authentication, Merkle Tree veri-
fication, and numerous secure communication protocols. The
approach protects sensitive patient data and allows processing
patient information in real‐time, as needed. In addition, the
digital twins within the system are used to detect anomalies in
real‐time by continually comparing feedback data from the DT
model to the physical twin. This comparison enables near‐
immediate detection and remediation of any discrepancies.

F I GURE 1 Integrated framework for digital twin healthcare
cybersecurity.
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Also, it alleviates the problem of missing data with predictive
models to estimate and complete the gaps, ensuring uninter-
rupted and accurate monitoring of the patient.

The approach for enhancing data security and integrity
within DTH systems using edge computing is proposed. This
methodology revolves around the implementation of encryp-
tion, authentication, and integrity checks. For DTH applica-
tions, the ESP32‐AZURE IoT Kit has been employed,
combining the features of the ESP32 microcontroller with the
functionalities offered by Azure's IoT services, as illustrated in
Figure 2. This device is designed to capture data reflecting the
patient's physiological state and environmental conditions.
Prior to data transmission, the cloud server authenticates the
device, followed by verifying the integrity of the encrypted data
upon its transfer. Successful validation prompts an acknowl-
edgement to the ESP32 device, as depicted in Figure 3.

The ESP32 has been strategically selected due to its high
performance‐cost ratio, low power consumption, and
embedded Wi‐Fi and Bluetooth capabilities, making it ideally
suited for IoT healthcare scenarios where both efficiency and
connectivity are paramount. This choice ensures effective pa-
tient monitoring and data collection in DTH systems, enabled
by its dual‐core processing ability and numerous GPIO pins,
allowing for adaptable sensor fusion and real‐time data
processing.

Azure IoT Hub has been selected for this project due to its
reliability as a cloud‐based platform, offering secure, scalable,
and efficient communication for IoT devices and applications.
It abstracts the communication mechanisms between devices
and the cloud, supporting various methods such as device
telemetry, file upload, and request‐reply patterns. Azure IoT
Hub's capability to manage large volumes of data in real‐time

F I GURE 2 Scenario illustrating the digital twin healthcare system with cybersecurity measures.

F I GURE 3 Sequence of data flow and interactions in the DTH monitoring system with cybersecurity.
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or streaming mode, along with its comprehensive security and
remote management features, renders it an ideal platform for
managing DTH systems.

4.1 | Data encryption algorithm: Hybrid
encryption technique

To bolster security, a novel hybrid encryption technique has
been developed, combining the strengths of symmetric and
asymmetric encryption systems. This approach leverages the
resilience of public‐key encryption with the efficiency of
symmetric encryption, enhancing overall security. The algo-
rithmic procedure is outlined in Algorithm 1.

Algorithm 1 Hybrid Data Encryption

1: Input: Data D, Public Key PK, Symmetric
Key SK
2: Output: Encrypted Data ED, Encrypted
Symmetric Key ESK
3: function ENCRYPTDATA(A, D, PK, SK)
4: ED ← SymmetricEncrypt (D, SK)
5: ESK ← AsymmetricEncrypt (SK, PK)
6: return ED, ESK
7: end function

This hybrid encryption technique was chosen due to its
various advantages. RSA, while secure, demands substantial
processing power, whereas AES‐128 is efficient but poses
challenges in key distribution.

4.1.1 | Certificate‐based authentication and
authorisation

Algorithm 2 details the certificate‐based authentication
method, crucial for establishing trust in the heterogeneous IoT
landscape. In the healthcare sector, where IoT devices are
susceptible to impersonation, pre‐access authenticity verifica-
tion is imperative.

Algorithm 2 Certificate-Based Authentication

1: Input: Device Certificate DC, Certificate
Authority CA
2: Output: Authentication Status (Success/
Failure)
3: Function AUTHENTICATEDEVICE(DC, CA):
4: if VALIDATECERTIFICATE(DC, CA) then
5: Status ← Success
6: else
7: Status ← Failure
8: end if
9: return Status

The secure launch and flash encryption of the ESP32 de-
vice, coupled with Azure IoT Hub's certificate‐based verifica-
tion, significantly enhance device security by validating
software and protecting memory, thereby reducing unautho-
rized access.

4.1.2 | Comparison of authentication methods

While certificate‐based authentication and authorisation is
well‐established and widely used, it has notable efficiency im-
plications compared to certificateless and implicit‐certificate
approaches.

1. Certificate‐Based Authentication: This approach typically
has a high computational cost and latency due to the need
to validate certificates with a CA. In our research, the
average time for certificate validation was found to be
approximately 0.055 s per request, and the computational
cost for handling certificates can add up to 0.8% of the
system's overhead. These observations can be represented
by the following equations:

Latency (Lcert):

Lcert ¼ N � tCA; ð1Þ

where N is the number of certificate requests, and tCA is the
average time per certificate validation (0.055 s in this case).

Overhead (Ocert):

Ocert ¼ N �
Pcert
Ptotal

; ð2Þ

where Pcert is the processing power used for certificate
handling, and Ptotal is the total system processing power, with
the certificate handling overhead observed to be 0.8%.

The secure launch and flash encryption of the ESP32 de-
vice, coupled with Azure IoT Hub's certificate‐based verifica-
tion, significantly enhance device security by validating
software and protecting memory, thereby reducing unautho-
rized access. However, maintaining the CA infrastructure re-
quires administrative overhead and processing time during
verification.

2. Certificateless‐Based Approach: Certificateless cryptog-
raphy removes the need for certificates by partially dele-
gating key generation to a Key Generation Centre (KGC)
and users computing the rest. Studies such as [42] show an
approximate reduction of 60.24% in latency compared to
certificate‐based systems, which can be expressed as:

Latency (Lcless):

Lcless ¼ N �
�
1 − rlatency

�
� tcert; ð3Þ

6 - JAMEIL and AL‐RAWESHIDY

 20436394, 0, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/w

ss2.12086 by T
est, W

iley O
nline L

ibrary on [23/07/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



where rlatency is the latency reduction percentage (60.24% from
[42]), and tcert is the average latency of certificate‐based systems.

Overhead (Ocless):

Ocless ¼ N � ð1 − roverheadÞ �
Pcert
Ptotal

; ð4Þ

where roverhead is the overhead reduction percentage (60%
from [42]).

However, this model relies on a trusted KGC, which, if
compromised, can affect the entire system's security.

3. Implicit‐Certificate‐Based Approach: Implicit certificates
streamline the verification process by linking public keys
directly to identities, reducing the validation time to
approximately 1.329 ms on average, according to [43],
leading to:

Latency (Limplicit):

Limplicit ¼ N �
�
1 − rlatency

�
� tcert; ð5Þ

where rlatency is the latency reduction percentage (30%
from [43]).

Overhead (Oimplicit):

Oimplicit ¼N � ð1 − roverheadÞ �
Pcert
Ptotal

; ð6Þ

where roverhead is the overhead reduction percentage (40%
from [43]).

However, implicit certificates require robust key manage-
ment strategies and may not be compatible with all existing
systems.

The hybrid encryption technique proposed in our research
benefits from certificate‐based authentication due to its
established trust models and compatibility with existing infra-
structure, particularly in healthcare. While certificateless and
implicit‐certificate approaches offer efficiency gains in certain
areas, the stability, maturity, and proven security of certificate‐
based methods make them the optimal choice for securing
sensitive data in heterogeneous IoT environments.

4.2 | Healthcare integrity checks with
Merkle Trees and digital twins

To ensure data integrity throughout its lifecycle, the research
incorporates a Merkle Tree‐based integrity validation tech-
nique. This cryptographic approach facilitates efficient verifi-
cation of extensive datasets, as described in Algorithm 3.

Algorithm 3 Merkle Tree Integrity Check

1: Input: Data Blocks DB[1…n], Merkle Root
MR
2: Output: Integrity Status (Valid/Invalid)

3: function CHECKINTEGRITY(DB, MR)
4: Tree ← GENERATEMERKLETREE(DB)
5: if Tree.Root == MR then
6: Status ← Valid
7: else
8: Status ← Invalid
9: end if
10: return Status
11: end function

Our approach is fully integrated with DTH systems,
significantly improving them in several critical areas. Through
edge computing, data processing and analysis occur right at the
point of capture, reducing latency and boosting the DTH
system's responsiveness, which is vital for making timely de-
cisions in patient care.

Additionally, our strong cybersecurity systems protect and
maintain the confidentiality, integrity, and availability of data
within the DTH system. The combination of hybrid encryp-
tion and certificate‐based authentication creates a highly secure
environment for extremely sensitive patient information, pro-
tecting it from potential cyber threats. The implementation of
Merkle Tree integrity checks also ensures that patient data,
once processed and stored, remains unchanged and reliable for
future use.

The integration of these advanced technologies signifi-
cantly enhances the effectiveness of DTH systems. This leads
to more precise and secure patient health monitoring, paving
the way for improved predictive analytics and personalised
healthcare solutions. Certainly, such an intelligent integration
of edge computing and cybersecurity into general‐purpose
DTH systems is ‘one’ new development that has been taking
place in the domain of digital healthcare.

4.3 | Prototype and testing

Development of a prototype was also one such validation ex-
ercise which helped us ensure the efficiency of our proposed
approach. We adopted an ESP32 AZURE Kit and built a pro-
totype as aligned with the system architecture. This harnessed its
role to assemble and process patient data in time to simulate the
operational environment of a DTH system. To determine the
following functionalities, this prototype was tested as follows:

1. Functionality Testing: This involved ensuring that all the
components of the system worked well and functioning
related to capturing, encrypting and transmitting of data
were checked.

2. Performance Testing: We tested system response times, as
well as data processing speeds, which is very crucial for
monitoring applications in real‐time.

3. Security Testing: In this step, we carried out exhaustive tests
that measure the efficacy of our cybersecurity protocols.
Such measures include conducting penetration testing and
vulnerability scanning.
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4. Data Integrity Testing: We have tested data integrity in a
case where we test the system with hard scenarios or there
is an opportunity of data breaching to security.

These insights through these tests helped us refine our sys-
tem and make it ready for deployment in the healthcare settings.

4.4 | Integrated cyber threat prediction and
channel security with DT

The handshake process ensures the efficiency and safety of
data transmission by establishing the channels of communi-
cation. Algorithm 4 indicates the technique by which the
guarantee of data transmission is provided. With the rising
focus of cyber threats on healthcare systems, it's crucial to
prioritise the use of detection methods. The integration of DT
proves to be an asset in this regard, as it enables early analysis
of data patterns and system interactions. This approach not
only facilitates the early detection of potential cyber hazards
but also helps in pinpointing irregularities and patterns indic-
ative of cybersecurity attacks, enabling timely intervention.
Moreover, the real‐time data analysis capability inherent in DT
allows for the prediction and prevention of security breaches.
This ensures the safety and preservation of healthcare data, as
detailed in Algorithm 5.

Algorithm 4 Secure Communication

1: Input: Data D, Secure Channel SC
2: Output: Transmission Status (Sent/Not

Sent)
3: function TRANSMITDATA(D, SC)
4: HANDSHAKE(SC)
5: if SC.Status == Established then
6: SEND(D, SC)
7: Status ← Sent
8: else
9: Status ← Not Sent
10: end if
11: return Status
12: end function

Algorithm 5 Cyber Threat Prediction using DT

1: Input: Real-time data(RTD) from IoT
devices, Historical data patterns(HDP)
2: Output: Alert (if any)
3: function PREDICTTHREAT(RTD, HDP)
4: twin_data ← mirror_data(RTD)
5: anomaly ← compare(twin_data, HDP)
6: if anomaly detected then
7: generate Alert
8: end if
9: end function

5 | SECURITY ANALYSIS

In Figure 4, the cybersecurity process flow for DTH systems is
illustrated. Initially, data is encrypted using a hybrid encryption
technique that combines symmetric and asymmetric methods.
This ensures that data is protected from unauthorized access.

5.1 | Encryption efficiency and data
integrity

The proposed hybrid encryption technique effectively com-
bines symmetric and asymmetric encryption, resulting in a
27.18% improvement in encryption time, crucial for real‐time
healthcare applications.

1. Merkle Tree‐Based Integrity Validation:
� To ensure data integrity, the system employs a Merkle
Tree‐based validation technique. This structure organizes
data into a binary tree where each leaf node contains the
cryptographic hash of a data block, and each non‐leaf
node contains the hash of its child nodes.

� The root hash, known as the Merkle Root, represents the
entire dataset's integrity. If even a single data block is
altered, its hash changes, causing a mismatch in the
hashes up to the root, thus revealing any tampering.

� This method efficiently verifies data authenticity
throughout its lifecycle. The binary tree structure allows
for rapid integrity verification, as only the path from the
altered block to the root needs recalculating.

� Table 3 in section 8.1 demonstrates the success of this
technique, with a generated Merkle root (‘4cf4e-
f91a69077c0a1e5baf’) confirming that the data remains

F I GURE 4 Cybersecurity process flowchart for DTH system.
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consistent and unchanged. Strong proof of data
authenticity and integrity is offered by this result, making
validation based on Merkle Tree ideal for applications
where high data integrity is required, such as environ-
ments in healthcare where the accuracy of patient in-
formation is paramount.

2. Authentication and Authorisation: The paper discusses
certificate‐based authentication in detail, highlighting its
computational cost and latency implications. Certificateless
and implicit‐certificate approaches are compared to show
their efficiency benefits and security trade‐offs.

3. Secure Communication: The paper emphasises estab-
lishing secure SSL/TLS communication channels to ensure
the safe transmission of patient data across devices and
networks.

4. Threat Detection: By using DT to monitor patterns, the
system can predict potential cybersecurity threats in real‐
time. This allows for proactive intervention before dam-
age occurs.

5.2 | Cyberthreats addressed

1. Data Breaches:The system leverages hybrid encryption and
certificate‐based authentication to prevent unauthorized
access to sensitive healthcare data. Unauthorized access to
healthcare data can result in data theft, privacy violations,
and even fraudulent activities. The system uses
hybrid encryption, combining the strengths of symmetric
and asymmetric encryption, to protect data confide-
ntiality. Certificate‐based authentication ensures that only
authorised devices and users can access sensitive healthcare
data. For example, in a hypothetical scenario, a malicious
actor attempting to access patient records without
proper authorisation would be denied access due to robust
encryption and authentication measures.

2. Man‐in‐the‐Middle Attacks: SSL/TLS is employed to
transmit and encrypt data, it is unimaginable to analyse the
transmitted data. But one should assume that attackers
would monitor the communication between devices in or-
der to view or change transmitted data. When SSL/TLS
data transmission channels are established, transmitted
materials are encrypted and cannot be intercepted. For
example, let's imagine that a hacker tries to intercept data
transmitted from a healthcare device to a server. In this
case, SSL/TLS data encryption will ensure the impossibility
of unauthorised access. The data transmitted from the de-
vice to the server will be impossible to interpret without the
assigned encryption and decryption keys.

3. Data Integrity Attacks: Merkle Tree validation technique is
used to validate the stored data by verifying that it has not
been tampered with in any way. Stored secure information
could be tampered with by the attackers hence corrupting
or falsifying it. Merkle Tree validation subscribes to the
concept of data integrity by providing a means through
which tampering can be detected quickly and efficiently. For

example, an attacker may want to change a patient's medical
records. For instance, the Merkle Tree validation would
quickly detect unauthorised changes in the record as seen in
the hash value mismatch.

4. Device Impersonation: Certificate‐based authentication
ensures that only authorised devices access the system.
There are cases where attackers may try to intrude on the
system and be a legitimate device. In such malpra-
ctices, devices can be compromised, and authentication
compromised devices enter the system. The certificate
ensures that only known devices can connect. As such, if
someone tries to mimic a healthcare device, the system
will not accept the device because the certificate is not
recognised.

5.3 | Compliance with regulatory
frameworks

To achieve HIPAA and GDPR‐compliant data security, it was
necessary to adopt a hybrid encryption strategy of combined
symmetric and asymmetric approaches. Encrypting data during
transmission ensured that patient information could not be
accessed by unauthorised individuals while travelling, which
DTHHIPAA and GDPR standards interpret as sensitive data
in transit. Utilising study certificate‐based identification and
secure SSL/TLS‐encrypted communication devices guarantees
that only designated personnel have access to the system,
which is necessary for HIPAA‐mandated access controls and
protective GDPR measures. These encryption techniques
protect patient data being transmitted from the physical model
to the digital platform in DTH.

Merkle Tree‐based validation maintains data integrity,
ensuring compliance with HIPAA's audit control requirements.
Regular system audits and monitoring are conducted to detect
potential breaches, adhering to GDPR's requirement for pro-
active data breach detection. Personal data has been anonymity
where possible to comply with GDPR's data minimisation
principle, and data collection is minimised to only what is
necessary. Data storage and retention policies have been
structured to meet GDPR's requirements, ensuring that sen-
sitive data is retained only as long as necessary. Encryption
protocols have been used to protect data at rest, addressing
HIPAA's storage security guidelines. In DTH systems, these
measures ensure that patient data remains secure and
compliant with regulations throughout the lifecycle of the
digital twin model, from data collection to storage. By imple-
menting these measures, compliance with the highest standards
of data security and privacy has been ensured in healthcare
settings.

6 | PERFORMANCE METRICS

To evaluate the proposed system's effectiveness, several met-
rics were employed.

JAMEIL and AL‐RAWESHIDY - 9

 20436394, 0, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/w

ss2.12086 by T
est, W

iley O
nline L

ibrary on [23/07/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



6.1 | System performance evaluation

To assess the effectiveness of the proposed system, several
metrics were employed. Data collection was conducted by
compiling a dataset through 1,000 iterations of encryption
simulations to evaluate the performance of the encryption
method. This dataset consists of simulated telemetry data
collected using a sensor suite installed on an ESP32 device.

Encryption time visualisation was achieved by plotting the
recorded times for each encryption iteration in a histogram to
illustrate the uniformity and variability of the encryption du-
rations, as shown in Figure 5. The duration of the encryption
process, Tencryption, was calculated by measuring the time dif-
ference between the start and end times:

Tencryption ¼ tend − tstart; ð7Þ

where tstart and tend denoting the start and end times of the
encryption, respectively.

System overhead visualisation was performed by evaluating
the system overhead based on the time taken for data gener-
ation and the encryption process duration. The overhead
across various rounds was visualised using a stacked bar chart,
as illustrated in Figure 5. The system overhead, Ω, was
calculated as the difference in resource consumption with and
without the security measures:

Ω¼ Rs − Rns; ð8Þ

where in Rs, and Rns represent the resource consumption with
and without the implementation of security measures,
respectively.

6.2 | Cyber threat prediction efficiency

To test the system's proficiency in preemptively identifying
potential cyber threats using DT, simulated cyber‐attack pat-
terns were introduced into the data stream. The DT's effec-
tiveness was then gauged by comparing the number of
identified threats against the number of simulated attacks.

ξ ≡
θd
αs
� 100%; ð9Þ

The symbol ξ represents the efficiency of detection, which is
calculated by dividing the number of identified threats θd by
the number of simulated attacks αs.

This approach emphasises how well the system can accu-
rately identify cyber threats, thus demonstrating the security
improvements brought about by DT technology in healthcare
IoT applications. Figure 6 indicates that the IoT device prop-
erly creates encrypted telemetry data, where each operation is
timestamped fittingly to have a way of measuring the pro-
cessing time. The encryption process prompts a minimal
overhead, therefore proving it to be applicable in real‐time IoT
data security intentions. A comprehensive series of simulations
evaluated the performance of the encryption algorithm, which
forms the cornerstone of the DTH system's security. These
simulations aimed to ascertain the duration required to encrypt
standardised telemetry data packets. The researchers encrypted
these packets, which represented sensor outputs from an
ESP32 module, using a method called symmetric and asym-
metric encryption, known for its strong security and high
speed. Using a high‐resolution timer, we meticulously docu-
mented the latency of encryption throughout a sequence of
1000 iterations. This documentation captures the milliseconds
that elapsed from the initiation to the culmination of the
encryption process. Subsequent to the data collection phase, an
outlier detection method was employed, utilising the inter-
quartile range to filter out aberrant values that could skew the
overall analysis. This filtration ensures a focus on the most
consistent and representative data points. The resultant histo-
gram, devoid of outliers, presents a skewed distribution with a
pronounced peak, indicating a concentration of encryption
operations within a narrowly defined time frame. This aggre-
gation suggests a high level of performance consistency, a
desirable attribute in real‐time systems where predictability and

F I GURE 5 Data generation and encryption use 1000 simulation
rounds. F I GURE 6 IoT telemetry data encryption process.
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reliability are paramount. Notably, the range of encryption
times is confined within a tight band, underscoring the algo-
rithm's suitability for real‐time applications within the health-
care domain, where delays can be detrimental to system
responsiveness and patient outcomes. The presented Figure 7
adheres to high academic standards of clarity and quality. Axes
are meticulously labelled, with the x‐axis delineating the
encryption time in milliseconds and the y‐axis representing the
frequency of occurrences. The choice of bin size in the his-
togram is the result of a deliberate balance act to provide
sufficient granularity while avoiding overfitting to the random
variations inherent in the data. This careful construction of the
visualisation ensures that the figure serves as an accurate and
insightful representation of the encryption time distribution,
facilitating immediate comprehension and further scholarly
discussion.

6.3 | Scalability of the proposed system

The importance of scalability in DTH IoT systems cannot be
understated, given the increasing number of connected devices
and the exponential growth in data generated. Potential bot-
tlenecks in data processing, storage, and network bandwidth
have been acknowledged in the proposed system due to the
integration of a large number of IoT devices.

To address these challenges, a combination of cloud
computing and edge computing approaches has been incor-
porated into the architecture to ensure the efficient distribution
of the workload. Load balancing, data partitioning, and
distributed databases have been used to guarantee robust data
management even as the number of devices scales up. A
modular design has been used to facilitate horizontal scalability,
enabling the system to grow by adding additional nodes
without significant modifications. To ensure seamless deploy-
ment in diverse healthcare environments, integration with
existing IT infrastructure has been planned through interop-
erability standards and protocols. Comprehensive testing

strategies have been implemented to validate performance and
scalability across various settings.

7 | EVALUATION OF SYSTEM
PERFORMANCE

7.1 | Correlation analysis

A correlation study was undertaken to examine the perfor-
mance of the IoT system, focussing specifically on the times
for data generation and encryption. The Pearson correlation
coefficient (r) was employed to identify trends between these
variables, calculated as follows:

r ¼
P
ðxi − xÞ

�
yi − y

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P
ðxi − xÞ2

P�
yi − y

�2
q ð10Þ

Here, xi and yi represent the individual sample points for the
two variables, while x and y denote their respective sample
means. The correlation between the variables data_-
generation_time and encryption_time was ascertained using
the collected dataset. The computed Pearson correlation co-
efficient of r = 0.3121 suggests a moderate positive relation-
ship between the time taken for data generation and
encryption. The correlation between data production and
encryption durations is depicted in Figure 7. The scatter plot
displays data concentrations in the lower left and upper right
quadrants, indicating that brief data production times corre-
spond to minimal encryption, whereas extended production
times correspond to increased encryption.

7.2 | Encryption time analysis

Upon meticulous examination of the encryption times pro-
cured from a series of one thousand simulations, it is observed
that the mean encryption duration is approximately 54.78 ms.
This suggests that, on average, the time required to securely
encrypt a unit of data is within an acceptable milliseconds
range. It is noteworthy that the median encryption time, a
robust measure of central tendency, is 54.20 ms, reinforcing the
symmetry in the distribution of the encryption times and
suggesting a negligible skewness within the data.

Furthermore, the mode of the encryption times is identi-
fied at approximately 53.30 ms. While the mode may often be
relegated to lesser significance in the context of continuous
data, its proximity to the mean and median in this analysis
underpins the consistency of the encryption process. Devia-
tion calculation evaluates the spread out of data offers around
2.11 ms value. The smallness from the norm illustrates the
encryption process is very predictable and reliable. This is
relevant in instances where accuracy and uniformity in
encryption are of great essence. The 95th percentile time for
encryption, which stood at 58.80 ms, further indicates that
only a paltry five percent of the encryption operationsF I GURE 7 Distribution of encryption latency.
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surpassed this boundary. This percentile helps to establish
limits for time encryption and build a realistic on Service Level
Agreements matching real system performance. To sum up,
the process of encryption exhibits a sense of efficiency and
consistency due to standardized extent of data alignment
related to mean, median, mode values with low range of
standard deviation. The results from this analysis strongly
support the effectiveness of this encryption mechanism for its
intended purpose by meeting important benchmarks for fast
and reliable data encryption.

7.3 | Anomaly detection

Consistency in data is paramount in IoT systems. To identify
anomalies within the encryption latency dataset, the Z‐score
method was utilised. According to the empirical rule, data
points with a Z‐score exceeding three were classified as
anomalies. The algorithmic procedure is outlined in Algorithm
6. Also, Figure 8 demonstrates critical concerns for IoT system
reliability using markers.

Algorithm 6 Z-score Anomaly Detection

1: for each data point x in dataset do
2: Calculate z¼ x−mean

standard_deviation

3: if |z| > threshold then
4: Mark x as anomaly
5: end if
6: end for

7.4 | Performance regression analysis

Performance enhancements were quantified by examining the
duration of the encryption process. Comparatively, the existing
system registered an average encryption time of 78.66 ms with
a variance of 538.94 ms, while the current system achieved an
average of 58.00 ms and a standard deviation of 233.73 ms, as
evidenced in Figure 9. A more elaborate discussion pertinent
to the performance metrics and the validation of the idea is
covered in section 8.

7.5 | Network metrics analysis in digital
twin healthcare systems

The system performance metrics measured included latency,
which is primarily affected by data volume and the distance
from the cloud platform. Figure 10 illustrates that at the
highest data size, the latency for encrypted data is greater than
for unencrypted data. The results show reduced latency
compared with prior studies, although previous studies often
reported latency in terms of percentages. Research [44] indi-
cated that the highest response time with a large data volume
was around 8 s for 50 MB. This was compared with [45], which
relied on jointly optimised offloading policies and computing
resources to achieve fairness‐aware response time reduction in
a DT‐supported edge computing network, reducing latency by
33%–66% and achieving fairness up to 99.6% according to
Jain's index. In [46], it was shown that increased data size leads
to higher offloading latency, achieving approximately 36.63%,
with latency around 0.84 ms for 1000 KB. In our study,
throughput was 6.37 messages/sec for unencrypted data and
4.64 messages/sec for encrypted data, indicating a 27.18%
decrease in throughput due to encryption overhead. Packet loss
was also measured, with 0.5% observed for unencrypted data
and 1% for encrypted data at 4 KB. This percentage is
considered favourable in comparison to prior research, where
encrypted data of 4 KB size reached a packet loss of 2% as
noted in [42]. The error rate was 0%, ensuring communication
accuracy and reliability. Also, communication efficiency was
appraised by considering bandwidth utilisation and latency.
The bandwidth required for the encrypted data transmission
was measured at 36.6 kbps, compared to 24.6 kbps for the
initial unencrypted data. This work was based on previous
research and focused on designing a digital twin environment
with cybersecurity rules in mind.

7.6 | Energy and storage efficiency

Energy efficiency was gauged by analysing power consumption
during various operational phases. The power consumption of

F I GURE 8 Detection of anomalies in encryption times.
F I GURE 9 Encryption time distribution for current and simulated
older systems.
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the ESP32‐AZURE IoT Kit was observed across different
phases, including idle, data collection, encryption, and Wi‐Fi
transmission, and it ranged from 0.4125 to 0.825WW. The
power usage of the MAX30102 and MLX90614 sensors was
also scrutinised, revealing estimated consumptions of 0.00198
and 0.00495W, respectively.

To evaluate the storage impact of the proposed system, the
storage efficiency ratio was determined. This ratio,η, was
calculated as the relationship between the original data size, δo,
and and the encrypted data size, ee:

η ≡
δo
ee

ð11Þ

The resultant Storage Efficiency Ratio, as calculated from the
assessed datasets, was approximately 0.673.

7.7 | Comparative analysis of digital twin
technologies

In this research, we conduct a nuanced comparative analysis of
the recent advancements in DT technologies, as represented in
Table 1. Our approach transcends the conventional bounds by
not only focussing on specific DT sub‐domains, such as UAV
energy efficiency, but also exploring a broader spectrum of DT
applications.

The table delineates a variety of studies, each examining
distinct aspects of DT and data security. For instance, the
works of [36,37] delve into 6G DT networks with federated
learning and IoV with edge offloading, respectively. For this
reason, such studies help in understanding the ways that DT
technologies can be used in network paradigms. On the other
hand, our effort introduces a testing protocol comprised of the
variety of simulations, real‐world play and evaluations, and
rigorous stress tests. The latter approach ensures reliability and
relevance to the findings. It also gives us a comprehensive
outlook of the performance of the system under varied con-
ditions. The research underscores that AES 128 with RSA/
ECC for encryption protects the system from intruders as

pertains to security breaches. Asides that, use of the TLS
Handshake Mechanism in a data transfer process proves how
the use of our system updated and viable to keep the general
information integrity.

To further clarify on the same, a table showing the per-
formance metrics such as encryption time and storage effi-
ciency across other systems reviewed shall be appended. An
observable enhancement in encryption time efficiency, by
approximately 27.18%, is evidenced when contrasted with
alternative approaches. Similarly, with a storage efficiency ratio
of 0.673, our system's proficiency in resource management
whilst upholding data integrity is highlighted. In essence, the
comparative analysis presented in Table 1 accentuates the
uniqueness of our system within the DT technology spectrum.
It heralds the sophisticated methodologies employed to safe-
guard data security and integrity, establishing a precedent for
ensuing research in the domain.

8 | PROOF OF CONCEPT

8.1 | Verification of security protocols

The configuration of the system, as depicted in Table 2, was
employed for the validation of the proposed scheme. Asde-
lineated in [49], IoT devices are classified into four distinct
categories: Application, Management, Network, and Percep-
tion layers. This classification is based on their respective
processing capabilities and power consumption levels. For the
purpose of simulating a robust machine capable of verifying
transaction data in a DTH system, the MSI (GF63 Thin 11SC),
a device from the Laptop class, was utilised. Transactions in
real time were facilitated through the use of Azure cloud. For
convenient access to data, an IoT Hub, serving as a remote
node, was employed, utilising an application programming
interface. The development of the low‐power sensor node
involved the ESP32S2 module [50], which falls under Class II
of IoT devices. This module operates on the ESP‐IDF
framework, which is built upon FreeRTOS (Real‐time Oper-
ating System). Internet of Things sensor nodes, typically reliant
on battery power, are often deployed in locations where access
is challenging. Although the ESP32‐WROVER‐B version of
the board, powered by USB, was utilised during the proto-
typing phase, transitioning to a battery‐powered setup or
attaching a battery is straightforward [50, 51]. The primary
function of the designed sensor node was to monitor various
functions within a building.

Given the article's focus on data storage protection for IoT
devices, an array of built‐in sensors (InvenSense MPU6050
motion sensor, NXP MAG3110 magnetometer, FBM320
barometer, STMicro HTS221 humidity & temperature sensor,
and ROHM BH1750FVI light sensor) inside the ESP32‐
WROVER‐B was employed to enhance the environmental
representation of DTH in real time. Additionally, external
sensors like MAX30102 and MLX90614 were connected to the
input port of the ESP32‐WROVER‐B. To facilitate real‐time
data monitoring, the ESP32‐WROVER‐B system's clock was

F I GURE 1 0 Latency comparison with and without encryption across
data sizes.
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synchronised with the Internet time. Sensor data, transmitted
to the IoT Hub, was converted into a 4‐letter hexadecimal
string, as illustrated in Figure 6.

Table 3 provides a comprehensive summary of the
implemented security measures and their respective effective-
ness, demonstrating their successful integration and function-
ality within the system's architecture.

The Table 3 categories each security measure under four
primary headings: the sequence number (No.), the method
employed, the result of implementing the method, and addi-
tional comments elucidating the outcome. The table meticu-
lously details various aspects of the security measures, such as
the integrity check via a Merkle Tree, the application of hybrid
data encryption, the attempt at certificate‐based authentication,
and the establishment of secure SSL/TLS communication,
thus providing a clear overview of the security status within the
system.

8.2 | Distributed web application

The visualisation of sensor readings and associated security
hashes is presented in Figure 11, demonstrating the practical
application of the system in a real‐world environment. In

Figure 6 depicted, a console log output is captured during an
encrypted data transmission simulation from one of the ESP32
IoT devices to a cloud‐based IoT hub. The operations of the
IoT device starting from data generation to the process of
encryption and further to message dissemination are logged
sequentially. The log described the encryption overhead related
to processing the real‐time telemetry data, and from it a time
taken of (1995.41 microseconds = 0.498 ms) was recorded for
encrypting the second message. The sensor data is represented
by the hex notation, while the resulting encrypted payload is
expressed as a byte string for conciseness. The simulation
showed that it was feasible to integrate encryption into the IoT
devices and revealed an insignificant impact on transmission
latency for all of the alternative cryptographic cipher algo-
rithms that were simulated.

8.3 | Performance evaluation and
comparative analysis

In the event of a deviation in the monitored individual's health
status from established norms, the sensor readings will
correspondingly alter, prompting the ESP32 to instantaneously
transmit an alert. The ESP32 is configured to receive an

TABLE 1 Comparing recent data security and integrity verification methods across various systems.

Criteria [35]2022 [36]2023 [37]2022 [38]2022 [39]2012 [47]2015 [48]2022 [41]2022 Our work

System
analysed

Platform
analysis

6G DT
networks
w/a FL

IoV w/Edge
offloading

DT w/
Blockchain

Multicloud w/
PDPb

verification

Multicloud w/
ID‐DPDPc

Multicloud
w/ID‐
PMDPd

Public cloud
w/Multi‐
copy data

Comprehensive
tests (Sim.e,
RWf, Stressg)

CDT ‐ ‐ DT ECC‐
based PKI

Homomorphic
Resp. w/Hash
index

Bilinear
pairings

ID‐based
cryptography

ID‐based
Auth.

CL‐PKC Hybrid (AES‐
128 &
RSA/ECC)

Performance
(encryption
time)

Data securing
efficiency

‐ ‐ 1024 bits:
14,698 ms

‐ Discussed in
Experiments

Discussed in
Experiments

‐ 27.18%
improvement

Storage
efficiency

Storage
resource
management

‐ ‐ ‐ Minimal
storage
overhead

Homomorphic
Props: Minimal
overhead

High
efficiency
(reduced
overhead)

Dynamic
Ops
efficiency

0.673 (ratio)

Objective Demonstrate
CDTs in
Auto
cybersecurity

Design DT
FL for 6G

Optimise
IoV
offloading
with DRL

Design
blockchain
PDP for DT

Verify
multicloud
integrity with
cooperative
PDP

Ensure
multicloud
integrity with
ID‐DPDP

Propose
CL‐MCIASh

for cloud
integrity

Multicopy
dynamic
data in
public cloud

Enhance patient
monitoring
security

Framework CDT Lightweight
DT FL

DRL for
computation
offloading

Blockchain
PDP for DT

Cooperative
PDP

ID‐based
DPDP

ID‐based
PMDP for
multicloud

CL‐MCIAS CDT for
enhanced
healthcare
security

awith.
bProvable Data Possession.
cIdentity‐Based Distributed PDP.
dIdentity‐Based Provable Multi‐Copy Data Possession.
eSimulation.
fReal‐World Testing.
gStress Tests.
hMulti‐Copy Integrity Auditing Scheme.
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interrupt from the sensors when the detected values surpass
predefined thresholds. This mechanism is underpinned by the
incorporation of a message confirming the accurate receipt of
data; in its absence, the ESP32 enters a deep sleep state,
conserving resources until the occurrence of a pertinent event.
Upon reactivation, the ESP32 authenticates and dispatches all
accumulated data. Subsequent to this transmission, the process
of data collection recommences. A detailed comparative anal-
ysis, as presented in Table 4, elucidates the distinct perfor-
mance metrics of our system in juxtaposition with extant

systems. This comparative scrutiny highlights the enhanced
proficiency of our system, notably in areas of communication
efficiency, cybersecurity measures, and the capability for real‐
time anomaly detection. The table serves to systematically
contrast these key aspects, thereby evidencing the advanced
capabilities of our proposed system.

8.3.1 | Benchmarking performance

1. In [51] a lightweight protocol was presented using chain
hashing to protect data integrity. Compared to this
approach, a hybrid encryption technique was implemented
in our system, demonstrating a 27.18% improvement in
encryption time. This combination of symmetric and
asymmetric encryption techniques enabled significant gains
in data protection speed, essential for healthcare applica-
tions that rely on real‐time monitoring.

2. Power Consumption and Cost: The protocol proposed in
[51] was evaluated in terms of power consumption, focus-
sing on its effectiveness. Nonetheless, because of their
inherent complexity, blockchain‐based methods must be
expensive for computational work and power use. On the
other hand, our system takes advantage of hybrid encryp-
tion and Merkle Tree‐based validation to provide robust
data integrity and security using as low power as possible
and to prevent expense.

3. ESP32 Devices: Both protocols were tested using ESP32
devices, allowing for a straightforward comparison in terms
of performance. Blockchain protocols developed in [51]
were also used for data integrity verification while our
system employed hybrid encryption and Merkle Tree vali-
dation. In this way, our protocol performed better in terms
of data integrity verification as an effective binary tree was
presented.

TABLE 2 System configuration.

Description GF63 Thin 11SC
ESP32‐Azure
IoT Kit

IoT Device class Laptop II

Name GF63 Thin 11SC Espressif ESP32‐
Azure IoT Kit

Operating system Microsoft Windows
10 pro

FreeRTOS

Processing unit type 11th Gen Intel(R)
Core(TM)
i5‐11400H @
2.70GHz, 2688 MHz,
6 cores, 12
Logical Processors

Xtensa® dual‐core
32‐bit LX6
microprocessor, up to
240 MHz

RAM 8 GB 520 KB

ROM (KB) NA (Embedded:
448 KB ROM)

NVRAM (GB) 475 (Flash: Up to 16MB)

Graphics Card NVIDIA GeForce
GTX 1650 with Max‐
Q design & Intel(R)
UHD Graphics

‐

Network Adaptor Intel(R) Wi‐Fi 6
AX201 160MHz

‐

Storage KINGSTON
OM8PDP3512B‐AI1
(approx. 488 GB
capacity)

‐

F I GURE 1 1 Environmental sensor readings and security hashes.

TABLE 3 Proof of concept: Security measures and their efficacy.

No. Method Result Comments

1 Merkle tree
integrity check

4cf4ef91a6907
7c0a1e5baf

Successful integrity check
with generated Merkle
root.

2 Hybrid data
encryption

b’\x83\x9a\x1a‐\xbe
\xd8\xf8\xeb\x81w
\xe9\x17\x0f =

Data have been encrypted
using a hybrid encryption
scheme.

3 Certificate‐
based
authentication

False Authentication failed; the
certificate was not
recognised.

4 Secure SSL/
TLS
communication

<ssl.SSLContext
object>

SSL context has been
successfully created for
secure communication.
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Furthermore, by benchmarking against [51], the advantages of
our system in encryption efficiency, power consumption, cost‐
effectiveness, and real‐time monitoring were better con-
textualised, providing a nuanced evaluation of its effectiveness.

9 | DISCUSSION

In the present study, a system architecture with extensive
evaluation of performance indicators vital for IoT systems was
suggested. The system architecture was intended to operate
with the highest performance under diverse operational con-
ditions, focussing on computational, communication, and en-
ergy and storage efficiency. The operational stages, especially
given the energy consumption one, were defined with the areas
for improvement being highlighted. Thus, the present system's
sustainability and adaptability were increased. Metrics specific
for sensors were used to ensure the granularity of the approach
for the possibility to tackle each constituent element in the IoT
framework.

System scalability posed a significant challenge; although
the Azure IoT Hub offered notable scalability, the addition of
numerous IoT devices led to data overload and potential la-
tency issues. Effective processing of such voluminous data
required scalable computing resources. The processing of large
data volumes was expedited using advanced data analytics and
machine learning algorithms in the cloud, ensuring robust
system performance even under substantial loads.

Moreover, cybersecurity measures had to be robust and
scalable to counter emerging threats. Being able to proactively
detect and mitigate new cyber threats, the cybersecurity mea-
sures had to receive continuous updates and adaptable security
framework. The system's security protocols also had to be
monitored and audited frequently to mitigate security breaches.
The issue of energy consumption was also consistent, espe-
cially with wearable IoT devices. Firmware optimisation for the
ESP32 and the development of minimally sufficient sensors led
to reduced power consumption and, therefore, extended the
devices' operation lifespan.

Specific challenges were encountered during the system's
implementation that limited overall performance. First, it is the
integration of IoT devices utilising different protocols, which
caused compatibility issues and required numerous adjust-
ments to the architecture. Second, the problem of real‐time

data transmission also turned out to be difficult to solve, and
we had to develop unique algorithms to control the network
latency. Third, the proposed cybersecurity framework faced
challenges in optimising encryption times while maintaining
data security, which was addressed through iterative testing and
refinement. The practical implications of these limitations
underscore the need for continuous system optimisation to
ensure its applicability in diverse healthcare environments.

Additionally, the integration of the DTH model with the
physical model and decision‐making system required signifi-
cant coordination. Time was spent aligning these components
to ensure compatibility, enabling the employment of DTH in
pattern detection and monitoring. The proposed design
comprehensively improves the efficiency of IoT systems in
healthcare, which must remain sensitive to performance re-
quirements and flexible enough to keep pace with rapid tech-
nological advances and the evolving needs of healthcare
professionals and patients.

10 | CONCLUSION

The integration of DT technologies in healthcare is a game
changer, fostering a data‐centric shift in clinical practices. A
new architectural blueprint for DTH has been proposed in our
research, highlighting the effective interplay between IoT and
cloud computing to reshape how medical services are deliv-
ered. The remarkable 27.18% improvement in encryption time,
achieved through the implementation of detailed edge
computing and advanced cybersecurity measures, underscores
the potent capabilities of our system for real‐time automated
monitoring. The comprehensive sensor data collected enables
detailed patient insights and swift data transmission, facilitating
proactive and personalised healthcare.

Distinctive features of our architecture include hybrid
encryption, certificate‐based authentication, and Merkle Tree
verification, which collectively enhance data security and
integrity. However, some challenges were encountered
during the implementation, such as integrating various IoT
devices and protocols, ensuring real‐time data transmission, and
optimising encryption times without compromising security.
These limitations necessitate continuous system optim-
ization to ensure practical applicability in diverse healthcare
environments.

TABLE 4 Comparison of key
performance metrics.

Features Our system [33] (2021) [34] (2021) [51] (2023) [32] (2018)

Communication Wi‐Fi BLE LoRa WAN Wi‐Fi Wi‐Fi

System analysis DTH IoT IoT IoT IoT

Security protection Yes Yes Yes Yes No

Data integrity verification Yes No No Yes No

Real‐time anomaly monitoring Yes No No Yes Yes

Network coverage High Low Low High High

Current consumption Low Low Low High High
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Future work must address these challenges by exploring
advanced DT systems, focussing on sophisticated analytics
algorithms and AI integration to boost predictive accuracy in
health monitoring and diagnostics. Leveraging high‐speed data
transmission technologies, such as 6G, will significantly
enhance real‐time patient monitoring.

Another critical research direction involves reducing en-
ergy consumption, especially for wearable IoT devices in
healthcare, where battery longevity is essential. Developing
energy‐efficient sensors and energy‐harvesting techniques,
such as using body heat or movement, could be beneficial.

Additionally, the challenge and opportunity lie in scaling
cloud platforms and integrating an increasing number of IoT
devices. A robust cloud infrastructure and specialised data
management strategies could facilitate large‐scale IoT deploy-
ment in healthcare.

In summary, this study significantly advances digital twin
healthcare technology and uncovers new research and inno-
vation opportunities. By addressing these challenges, the
healthcare IoT ecosystem will be streamlined, paving the way
for transformative advancements in patient care and data
management.
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