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Representative Kernels-based CNN for Faster
Transmission in Federated Learning
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Abstract—Federated Learning (FL) has attracted many attentions because of its ability to ensure data privacy and security. In FL, due
to the contradiction between limited bandwidth and huge transmission parameters, it has been an ongoing challenge to reduce the
model parameters that need to be transmitted to the server in the clients for fast transmission. Existing works that attempt to reduce the
amount of transmitted parameters have limitations: 1) the reduced number of parameters is not significant; 2) the performance of the
global model is limited. In this paper, we propose a novel method called Fed-KGF that significantly reduces the amount of model
parameters that need to be transferred while improving the performance of the global model in FL. Since convolution kernels in a
Convolution Neural Network (CNN) account for most parameters, our goal is to reduce the parameter transmission between the clients
and the server by reducing the number of convolution kernels. Specifically, we construct an incomplete model with a few representative
kernels, referred to the convolution kernels, that are solely updated during training. We propose Kernel Generation Function (KGF) to
generate convolution kernels to render the incomplete model to be a complete one, and discard those generated kernels after training
local models. The parameters that need to be transmitted only reside in the representative kernels, which are significantly reduced.
Furthermore, there is a client-drift in the traditional FL because it adopts the averaging method, which hurts the global model
performance. We innovatively select one or few modules (a module indicates a convolution function + several non-convolution
functions) from all client models in a permutation way, and only aggregate the uploaded modules rather than averaging them in server
to reduce client-drift, thereby improving the performance of the global model and further reducing the transmitted parameters.
Experimental results on both non-Independent and Identically Distributed (non-IID) and IID scenarios for image classification and
object detection tasks demonstrate that our Fed-KGF outperforms the SOTA methods. Fed-KGF achieves approximately 11% higher
classification accuracy and roughly 33% fewer parameters than the recent FedCAMS model on CIFAR-10, and gains approximately
3.64% higher detection precision and around 37% fewer parameters than the SOTA SmartIdx model on COCO2017 datasets.

Index Terms—Federated learning, Convolution neural network, Representative kernels, Kernel generation function, Parameter
reduction, Module selection.
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1 INTRODUCTION

1.1 Problem Statement and Motivation

F EDERATED Learning (FL) has been demonstrated as a
powerful privacy-preserving distributed machine learn-

ing framework [1] [2] [3] [4] and applied to many real-world
applications [5] [6] [7] [8]. In FL, all clients collaboratively
train a global model under the orchestration of a central
server by intensively transmitting all parameters of local
models, rather than the data [1] [9]. This not only effectively
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models the data distributed across different clients, but also
preserves the privacy. Note that training FL heavily relies on
the parameter transmission among all clients and the server.
However, the transmission cost is huge, due to the limited
bandwidth and the enormous transmitted parameters as
shown in Fig. 1. For example, Resnet18 [10] has around 11
million parameters, while YOLOX-L [11] holds 54.2 million
parameters. If we have 10 clients and each client deploys
a YOLOX-L, the total transmitted parameters are 54.2 × 10
= 542 million parameters at each epoch when adopting the
traditional FL method (i.e., Fed-Avg). Assuming one epoch
transmits 542 million parameters that spends one hour, 200
epochs would spend 200 hours. Although researchers attend
to reduce the number of transmitted parameters, there are
two challenges: 1) the reduced number of transmitted pa-
rameters is not significant; 2) the performance of the global
model is limited after reducing the transmitted parameters.
In deep neural network models based on convolution op-
erations, the parameters of the convolution kernel usually
account for a large proportion of the parameters within
a network [12] (e.g., the parameters of kernels

the parameters of network ≈ 98.3% in
Resnet18). This motivates us to reduce the transmitted pa-
rameters between clients and the server by reducing the
number of parameters of these kernels. In this way, we pro-
pose representative kernels-based approach to address the
problem of parameter transmission for faster transmission
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Fig. 1: The example of contradiction between huge transmit-
ted parameters and the limited bandwidth.

while improving the performance of the global model.

1.2 Limitations of Prior Art

The SOTA works for reducing transmitted parameters in FL
can be categorized into three classes: quantization [13] [14],
sparsification [15] [16] [17], and quantization-sparsification
methods. For the quantization method, it directly quantizes
the model from higher precision to a lower one (e.g., from
double format to integer one) before uploading the local
updates to the server, which helps reduce parameters. How-
ever, the lower, even zero, precision will cause informa-
tion loss, certainly hurting the performance of the global
model, especially for the non-Independent and Identically
Distributed (non-IID) data case [18]. For the sparsification
method, it usually selects the absolute values of top-k of the
gradients from each node, and then transmits these values in
the full precision format [19]. Although it can reduce the pa-
rameters, the value of k is difficult to be determined, because
different values cause various performance. Moreover, the
sparse data require extra cost to calculate the indexes of
top-k and then transmit these indexes, which help locate
the sparse data in networks, so the transmission reduction
is limited. The quantization-sparsification method [18] [19]
tries to combine the two strategies to reduce parameters. It
usually quantizes the top-k values after sparsification. Yet,
the combination brings other challenges, such as difficult
implementation [19] and higher transmission cost [18].

1.3 Our Approach

With the goal of reducing the amount of transmitted pa-
rameters between clients and the server while improving
the global model performance, we propose Fed-KGF in
this paper. First, we construct an incomplete network with
a few base kernels. To take in inputs, we propose the
Kernel Generation Function (KGF) to generate kernels for
extracting the salient features of inputs. Although KGF is a
commonly used concept and appeared in other studies as
well, our function is different from other studies [20] [21]
[22]. More details are discussed in Section 3. KGF consists
of three components: 1) positivity and negativity. Since
the values within kernels hold positivity and negativity
[23], we should still keep the same positive and negative

characteristics of extracted features from both generated and
original base kernels in each layer [24]; 2) generated kernels.
It renders the incomplete network to become a complete
one to take in inputs and then extracts their features as the
standard kernels, and this is achieved by index calculation
with a random tensor [25]; 3) bias tensor. It avoids the
zero case after index calculation. Second, we discard those
generated kernels when transmitting the parameters from
local models to the server, and call the rest kernels as
representative kernels. Note that the generated kernels do
not involve the updating, but the representative ones do,
which means we only transmit the representative kernels
between clients and the server. This significantly reduces
the transmitted parameters. Since most existing FL models
adopt the averaging method to calculate the parameters
of the global model, there is the client-shit [26], causing
the limited global model performance. Given that a CNN
holds multiple stacked modules (a module is assembled
by Conv + Batch Norm + ReLu/Pooling functions) [27]
[28], we innovatively propose a new permutation module
uploading method, which randomly select one or few mod-
ules from a CNN, and then upload the selected modules
across all clients to establish the global model in server.
Because we only upload module to server, it further reduces
the transmitted parameters. Besides, there is no averaging
operation but solely assembles the uploaded modules to
obtain the global model, thus avoiding the client-shift issue
and then improving the global model performance. Last, we
download the parameters from global model to each local
one. After training, the global model generates kernels with
KGF to perform the classification or object detection tasks.

1.4 Contributions and Advantages over Prior Work
Our innovations and contributions are shown as follows:

1) We propose a new transmitted parameter reduction
strategy, which transmits a few of representative ker-
nels between clients and server, in FL. To update the
parameters of representative kernels, we present the
Kernel Generation Function (KGF) to generate kernels
to render an incomplete network being a complete one,
and then train it with back-propagation in clients.

2) We propose a new module uploading method, which
innovatively upload the random selected modules,
rather than all modules as implemented in the tradi-
tional FL, from the network across all clients to the
server in a permutation way, and then aggregate all
uploaded modules to establish the global network. This
further reduces the number of transmitted parameters,
and avoids the issue of client-shift, thereby improving
the performance of the global network.

3) We prove the effectiveness of proposed KGF and the
convergence of Fed-KGF from the theoretical aspect.
The experimental results show that the reduced param-
eters from Fed-KGF are reduced by approximately 36%
on CIFAR10 and 33% on COCO2017 datasets, while
Fed-KGF achieves higher performance than SOTA
baselines from the empirical aspect.

The rest of this paper is organized as follows. Section
2 briefly reviews the FL variants in reducing transmitted
parameters. Our Fed-KGF is introduced in Section 3, and
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the experimental results are presented in Section 4. We
conclude the paper in Section 5.

2 RELATED WORK

In this section, we first introduce the federated learning,
and then discuss the three categories of parameter reduction
studies in FL according to their applied methods.

Federated Learning. Usually, the data in FL are stored
locally in multiple clients [1] (e.g., mobile devices). To make
the global model to learn the features of data, all clients col-
laboratively transmit their parameters to the server, rather
than the stored data, to aggregate the parameters of the
global model. After training, the global model has success-
fully extracted the data features from all clients and then
towards performs different tasks (e.g., classification or object
detection). The object of traditional FL is shown as follows.

min
θ∈Rd

f(θ) where f(θ)
def
=

1

n

n∑
i=1

fi(θ) (1)

where fi(θ) = ℓ(xi, yi, θ) indicates the loss of the prediction
on the sample (xi, yi) with parameters θ of a network in i-th
client. Since the traditional FL adopts Mathematical Average
strategy, it is also called FedAVG.

Quantization. The quantization method usually trans-
forms the format of parameters from float to integer. Since
the integer format requires less storage space than the float
format, researchers utilize quantization to reduce param-
eters for fast transmission in FL. Quantization Stochastic
Gradient Descent (QSGD) [29] focuses on the quantization
of gradients in each layer by normalizing each parameter
and then rounds down each normalized value with |v|

L2
where |v| denotes the absolute parameters and L2 denotes
their normalized results. Obviously, QSGD suffers from
information loss. Although there are other SGD quanti-
zation variants (e.g., Hyper-sphere Quantization [30] and
Adaptive Quantization [31]), they still have the same issue
and then degrades the performance of model. Federated
Periodic Averaging and Quantization (FedPAQ) [13] claims
that the transmission bottleneck is from the huge parameters
of models within clients, so it renders partial clients to
participate in each round of the training after quantizing
their updates. Yet, the directions of gradients in partial locals
might be inconsistent with that of gradients of the global
model, the performance of the global model is unexpected,
especially for the case that the data are distributed over all
clients in the non-IID manner. Federated Averaging with
Compression (FedCOM) [14] proposes the local gradient
tracking scheme to address this issue. It tracks the quantized
results of gradients and then to accumulate these results.
After that, server receives the accumulated results and then
averages them to obtain the estimated global gradients.
FedAQ [32] can accelerate the updates during training, with
an efficient quantization scheme. Nevertheless, they require
the extra resources to store the processed information (e.g.,
accumulated gradients for FedCOM and auxiliary and orig-
inal local parameters for FedAQ) and to calculate the gradi-
ents. Hence, larger bandwidth is required for transmission,
with the lower performance of global model. There are other
quantization methods (e.g., vector quantization [33] [34],

minimization quantization errors [35], and lossy FL [36]).
However, they either have compression distortion [33] [34]
or still hold the non-negligible quantization errors [35].

Sparsification. The sparsification method reduces the
parameters by removing the less important parameters in a
network, because many parameters do not have much con-
tribution to the performance of model [28]. Deep Gradient
Compression (DGC) [37] finds only 0.1% gradients are of top
importance in some cases. It employs momentum correction
and local gradient clipping to make gradients sparse, which
helps relieve the transmission bandwidth. However, DGC
holds a drastic exchange and it requires extra bandwidth, so
the relieved bandwidth is limited in practice. FetchSGD [16]
utilizes the linear count sketch to compress the parameters
of local models with top-k strategy, and then merges the
compressed parameters of clients in server. It introduces the
error accumulation to mitigate the information loss in the
process of compression. Yet, selecting the appropriate pa-
rameters to figure out the range of the smallest quantization
error and to determine the value of k are non-trivial tasks.
The same challenge also exists other studies which adopt
top-k to perform sparsification (e.g., rTop-k [38] and Top-
k SparseSecAgg [39]). Communication-Efficient Adaptive
Federated Learning (FedCAMS) [17] integrates the error
feedback with the adaptive optimization to guarantee the
convergence, in which the error feedback helps reduce com-
pression error when utilizing top-k strategy to estimate the
biased result. Although the adaptive strategy is suitable for
the sparse case, it may suffer zero gradients, still remain-
ing lower performance. Other accumulation-compression
models (e.g., AdaComp [40] and RedSync [41]) also hold
the similar challenges. SmartIdx [42] tries to address the
inefficient transmission on the index of the selected param-
eters in top-k method. It extends the top-k largest variation
selection strategy to the convolution-kernel-based selection,
which helps relieve the overall transmission cost and thus
achieves a higher compression ratio. Yet, such a compression
might bring information loss and thus the lower perfor-
mance. FedPM [43] adopts the stochastic binary mask to
find the optimal sparse random network. Different from
the traditional sparse training strategy, FedPM utilizes the
Sigmoid function to update parameters of the binary mask,
and each client samples a binary mask from the trained
mask with Bernoulli sampling operation. Since Bernoulli
sampling belongs to random sampling, parameters might
be not sparsified, resulting in insignificant parameter reduc-
tion, given that the number of sampled parameters could be
large during training. After uploading the mask to server,
some parameters within global model are assigned by this
mask and others are normalized to zero, thus causing a
limited performance of the global model.

Quantization-Sparsification. This strategy attempts to
combine the above two methods to transmit parameters in
FL [40] [19] [18] [42]. Qsparse-local-SGD [19] provides math-
ematical proofs to analyze both convex and non-convex
objectives for the distributed case with local computations,
and then proposes a quantizer with sparsification and
local computations using error compensation to mitigate
the transmission bottleneck. However, these proofs need
to satisfy rigorous hypotheses, which are often not cases
in practice. Sparse Ternary Compression (STC) [18] casts
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Fig. 2: The architecture of our Fed-KGF.

the light on the downstream transmission to reduce the
cost of total transmission. It transmits the distances among
the top-k values for relieving the transmission rather then
transmitting the absolute positions of top-k in network, with
Golomb encoding. Yet, Golomb encoding heavily relies on
the Base-m, where the larger the value of m is, the longer
length the Golomb encoding will be, which results in larger
transmission cost. It is noted that the SOTA studies (e.g.,
SmartIdx [42]) have empirically shown that they outper-
form Quantization-Sparsification methods (e.g., STC [18]
and AdaComp [40]), so this paper only compares the above
two SOTA studies with Fed-KGF.

3 FED-KGF
3.1 Overview
Fig. 2 shows the architecture of our Fed-KGF. In Step 1,
we construct an incomplete network with a few kernels. To
take in the input images, we propose the Kernel Genera-
tion Function (KGF) to generate kernels for extracting data
features in each convolution layer in Step 2. We train this
network in each client, and discard the generated kernels
during back propagation in Step 3. With this, only repre-
sentative kernels remain. To further reduce the parameters
for faster transmission, we propose the permutation module
uploading method, which selects one or few modules from
this network in a permutation way, and then upload the
selected modules across all clients to the server in Step 4.
The server aggregates all uploaded modules to establish the
global network, and then distributes its parameters to the
local network of each client.

3.2 Design of Kernel Generation Function
In general, the traditional FL model deploys n full CNN
models to n clients, and each client holds exactly one CNN
model [1]. Clients transmit the parameters of all models to

the server after updates. However, a full CNN model has a
large number of parameters (e.g., Resnet18 with 11 million
parameters and YOLOX-L with 54.2 million parameters). It
absolutely results in the transmission burden. Since many
parameters are redundant [44] [10] and kernels take most
of parameters [12] [45], an intuitive idea is to reduce the
parameters by limiting the number of kernels. Inspired by
[24] [25], which have proved that kernels can be generated
or decomposed with inexpensive cost, we focus on how to
generate kernels in an incomplete CNN to take in inputs
and to extract their features in this section.

As shown in Step 1 of Fig. 2, we first construct an
incomplete network with a few kernels, and view these
kernels as the base kernels. We denote a certain kernel as w,
and i-th element within a kernel is named as wi. Since the
number of kernels is usually the exponent of 2, we predefine
a ratio (i.e., 2n

2m with n > m in which n indicates the number
of base kernels and m is an integer) to set the number of base
kernels. Then, we propose the Kernel Generation Function
(KGF) to generate kernels defined as bellow.

w′ = KGF (w) = sign(w)(|w|β + α) (2)

where sign(·) operation keeps the positivity and negativity
of extracted features from generated kernels as that from
base kernels. β denotes a tensor, and it renders each entry
within |w| to perform exponential operation (i.e., wβi

i ). All
elements of β are from a random range, (e.g., [2, 10]). As
to α, it is a bias tensor, with range from 0.00001 to 0.1. As
can be seen from the above formula, our KGF includes three
components: sign(·), |w|β , and the bias α. The process of
generating kernels is: 1) we “copy” the base kernels and the
number of copied kernels is pre-defined; 2) Eq. (2) is utilized
to render each entry within copied kernels to be different,
then obtaining new kernels. In this way, the generated
kernels are assembled into the incomplete network and then
extract features of inputs as the standard kernels.
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Let w be a tensor with k × k size, it holds positive
and negative values. Given |w|β + α, w′ obviously holds
the characteristic of positivity only. In such a scenario,
the generated kernels cannot effectively extract the salient
features of data, which certainly degrades the performance
of the global network.

Proposition 1. Assuming w is a tensor with k × k size
where it holds positive and negative values, and w′ is also
a tensor with k × k size and positivity only if removing
sign(w). Let x be the input data and k = 2, the performance
of model is not satisfactory if w′ loses the characteristics of
positivity and negativity.

Proof. Under the condition of k = 2 within a certain

layer, we assume w =

[
positive negative
positive positive

]
, we still obtain

the feature matrix which holds the same characteristics as
w after performing sign(wi)(|wi|βi + αi) one by one as
defined in Eq. (2). In such a scenario, the characteristics of
extracted features from generated kernels (i.e., w′) are the
same as that from original base kernels, w. This guarantees
that the extracted features from both generated and original
kernels have the similar characteristics, because the features
extracted by the kernels which are from the same layer
have similar characteristics [24]. If w′ = |w|β + α, then the

matrix could be
[
positive positive
positive positive

]
. In such a scenario,

the characteristics of extracted features from generated ker-
nels (i.e., w′) do not hold negativity. This indicates that w′

can not effectively extract the salient data features, so it
cannot also help improve the model performance. Hence,
the performance of model is not satisfactory if w′ loses the
characteristics of positivity and negativity.

Since the parameters of network are usually initialized
into the range of [-1, 1] in practice [28], the values of |w|β
are different from those of w when β is from the range of

[2, 10]. Considering an extreme scenario, w =

[
0.1 −0.2
0.01 0.2

]
and β =

[
10 8
9 10

]
, each entry in w′ could be as small as

negligible in practice after performing |w|β . In other words,

w′ =

[
0 0
0 0

]
. Such kernels are not able to extract the salient

features from inputs, and certainly hurts the performance of
model. Therefore, it is necessary to avoid such a case.

Proposition 2. Let |w|β be
[
0.0 0.0
0.0 0.0

]
and α be an

random bias tensor, the generated kernels, w′, are not equal
to zero, and can extract the salient features.

Proof. Assuming the algorithm is at k-th iteration, we

have |w|β =

[
0.0 0.0
0.0 0.0

]
and α =

[
0.002 0.0001
0.08 0.00001

]
. Ac-

cording to Eq. (2), we have w′ = sign(w)(|w|β + α) =[
0.002 0.0001
0.08 0.00001

]
̸=

[
0.0 0.0
0.0 0.0

]
. In such a scenario, w′ can

still performs the convolution operation. Therefore, the bias
tensor, α, can help the generated kernels extract the salient
features showed in Step 2 of Fig. 2.

With this in place, w′ extracts input features as the stan-
dard kernels in the forward propagation. Assuming there is
input image x and outputs m feature maps after performing
convolution operation and passing through a or several

non-convolution activation functions (e.g., Batch Norm +
ReLU ) in a module, such a process can be shown as follows.

y =
m∑
i=1

g(w′ × x) (3)

where g(·) indicates the non-convolution activation func-
tions. We forward perform Eq. (3) in each layer until all
layers extract the corresponding data features.

After the forward propagation, we utilize cross entropy
[46] to update the parameters of each client’s network. Dif-
ferent from the traditional FL method, we only update the
parameters of base kernels and then discard the generated
kernels during back propagation by viewing the generated
kernels as local variables and regarding the base kernels as
instance variables in Fed-KGF, because the local variables
are automatically released. Here, we call the kernels that the
parameters are updated as representative kernels, which we
target to transmit as shown in Step 3 of Fig. 2.

Although the term Kernel Generation Function is a
commonly used concept and appeared in other studies
as well, we have differences. In our paper, the kernel
generation function indicates that we generate kernels to
render an incomplete network to be a complete one for
taking in inputs and then extracting their features, based
on a few base kernels, with w′ = sign(w)(|w|β + α)
where w denotes the base kernels and both β and α in-
dicate the tensor and bias, respectively. However, in other
studies (e.g., [20] [21]), the “kernel generation function”
is to generate the involution kernels (i.e., inverting the
convolution) from a pixel point of the input feature tensor,
with Hi,j = ϕ(Xi,j) = W1σ(W0Xi,j) where Xi,j is a
pixel point in row i and column j of input feature tensor.
Another example of “kernel generation function” study is
to generate convolution kernels [22]. Yet, this method is
similar to studies [20] [21], and it also utilizes input data
to generate kernels rather than a few base kernels, with
X = σ((α1 ·W1+ . . .+αn ·Wn)∗x) where {α1, α2, · · · , αn}
denote the scalar weights learned through gradient descent
and x indicates the input data. Obviously, we have different
mathematical expressions, kernel generation strategies, and
computation operations.

3.3 Design of Module Uploading Method
Since each client holds different data samples, the training
of each local model could give rise to the client-variance.
This indicates that the local models have difference to
each other after downloading the parameters of the global
model to each client with averaging method [26]. With
the epoch increasing, the value of client-variance becomes
larger, causing the issue of client-drift in the global model
and thus resulting in the low performance for this global
model [26]. Here, we innovatively present the permutation
module uploading method to address this issue.

Usually, a CNN is assembled by multiple modules,
and a module is stacked by multiple functions. For exam-
ple, one convolution function + several non-convolution
functions, which corresponds to Conv + Batch Norm +
ReLu/Pooling functions. In the traditional FL, the total
transmitted parameters of a local network can be expressed
as PCNN =

∑k
i=1 mi where PCNN represents the total
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Algorithm 1: Training procedure of Fed-KGF.
1 Input: Original data x, Original label ytrue
2 Output: Prediction results from the global network.

3 n clients, and an incomplete network has base kernels, w with parameters θ. SGD optimizer and Cross Entropy loss
function and index i (e.g., wi, αi, and βi).

4 for each client i∈ [1, n] do
5 Constructing an incomplete CNN with base kernels, w;
6 end

7 for each epoch t=1, 2,... do
8 Client-side Procedure:
9 for each client i ∈ [1, n] do

10 w′ ←− Generating Kernels(w);
11 ypred ←− forward(x);
12 Updating the parameters of w′ by descending its stochastic gradient;
13 ▽θ

∑m
1 {−ytrue log(ypred)}, m indicates the batch size;

14 discarding the generated kernels, w′;
15 end

16 Modules transmission; ▷ Uploading one or few modules from client networks in a permutation way to the server.

17 Server-side Procedure:
18 Modules Aggregation and distributing global model to all clients; ▷ Receiving uploaded modules from all clients and then

combining them to form the global model. After that, distributing it to each client.
19 end
20 Function : Generating Kernels(w):
21 Initializing w′ by “coping” the first dimension of w;
22 α←− Generating a tensor from the range of [0.00001, 0.1];
23 β ←− Generating a tensor from the range of [2, 10];
24 for wi ∈ w, αi ∈ α, βi ∈ β do
25 w

′
i ←− sign(wi)(|wi|βi + αi); ▷ This process indicates the Eq. (2)

26 end
27 return w′;

28 End Function

parameters of a network. k indicates the number of modules
and mi means a certain module in this network. Obviously,
the performance of the global model is affected by the aver-
aged parameters, because averaging the averages breaks the
fundamental rules of math such that some studies insist that
averaging method is derived by the “wrong math” [47] [48].
In our idea, we consider each module as equally important.
Since each client holds one network and these networks
have the same architecture, we innovatively upload one or

few modules (i.e.,
∑k

′

i=1 mi where 1 ≤ k
′
<< k) from a

client in a permutation way, which is shown in Step 4 of Fig.
2. Specifically, the upload process is described as follows:

1) We count the number of clients, and then generate a set
of random integer values. The number of this set is the
same as that of clients.

2) We select one or few modules from clients, according
to the numbers of clients and modules. Assuming there
are 3 clients and a network holds 3 modules, and a set
of random values is [2,1,3], we select 2nd module, 1st
module, and 3rd module from client 1, client 2, and
client 3. If there are 3 clients and a network holds 5
modules, we split 5 modules into 3 groups (e.g., taking
1st and 2nd modules as the first group, and viewing
3rd and 4th modules as the second group). We select
the three groups as the case of [2,1,3].

3) We upload all selected modules to the server. It aggre-
gates those modules to establish a global network, and
then distributes its parameters to each local network.

Obviously, the transmitted parameters are further re-
duced, because we upload a module or few modules to
server. Moreover, this can reduce the issue of client-drift.
Defining θ as the parameters of a certain local model (i.e.,
f(x; θ)), and θ as the averaged parameters of the global
model, a updated local model is △θ = θ − θ. With this,
we have the client-variance: δ2 = 1

n

∑n
i=1 ||△θi||2. The

larger δ2 is, the more serious the client-drift is, given that
the variance is used to measure the degree of drift. This
demonstrates the influence of the averaging method on
the performance of the final global model, because the
larger the client-drift is, the worse performance the global
model holds [26]. In our Fed-KGF, the global model is
assembled by the uploaded modules and it discards the
averaging. Given that the calculation of averaging is in the
dimension manner, we compare averaging with the our
idea from the dimension aspect. For example, assuming
there are three local models, named A : [0.00,−0.17,−0.05]
and B : [0.01,−0.10, 0.06] and C : [−0.04,−0.09,−0.01]
in which each entry represents a certain module (e.g., Ai

indicates ith module in local model A). We have the mod-
ules (θF : [0.00,−0.10,−0.01]) within the global model for
the Fed-KGF and θ : [−0.01,−0.12, 0.00] for the averaging,
and then calculate △θ in the dimension way. With this, we
have ||B1 − θ1||2 = ||0.01 − (−0.01)||2=0.0004 and ||B1 −
θF1

||2=0.0001 (i.e., 0.0004>0.0001), ||A1 − θ1||2=0.0001 and
||A1 − θF1

||2=0.00 (i.e., 0.0001>0.0000), ||C1 − θ1||2=0.0009
and ||C1− θF1

||2=0.0016 (i.e., 0.0009<0.0016). Obviously, the
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performance of 1st updated module in Fed-KGF is better
than averaging, because the values of △θ for our method is
less than that for averaging in most scenarios. Other mod-
ules have the similar performance as the 1st module. With
such a place, the value of △θ in Fed-KGF is smaller than
that in averaging, thus obtaining smaller variance. Hence,
Fed-KGF reduces the issue client-drift, thus improving the
performance of the global model.

Another advantage of our strategy is to obtain better op-
timization than averaging. Let fglobalAV G

(x; θ) = 1
nf(x; θ)

in the traditional FL where fglobal(x; θ) indicates the pa-
rameters of the global model and f(·)(x; θ) indicates the
parameters of a local model and there is n clients, and let
fglobalFED−KGF

(x; θ) = mk ◦ mk−1 · · ·m1 in the Fed-KGF
where k indicates the number of modules in a model, it is
obviously observed that the parameters of the global model
in Fed-KGF are unchanged as the local models. Note that
there is flocal(x; θ) = fglobal(x; θ) operation in the client-side
after the server downloads its model to each client for FL.
This could result in that a local model is far away from its
optimal status when this model approximates the optimal
status after training, because its parameters is averaged
after performing flocal(x; θ) = fglobal(x; θ). Although the
averaging method can reach to the optimal status, it needs
more training cost (e.g., more epochs). However, Fed-KGF
does not adopt averaging, but solely assembles all uploaded
modules. Therefore, the optimization can be improved. The
pseudo-codes of Fed-KGF is presented in Algorithm 1, and
we state its convergence as below.

Proposition 3. Considering the global model aggregates
all k modules in a permutation way, and let a module within
in the global model be mi and i ∈ [1, k]. If local models get
convergence, then the global model holds the convergence.

Proof. The architecture of the global model is the same
as that of the local model in FL. Let a local model be
fi(x; θi) = mi,k(θi,k) ◦mi,k−1(θi,k−1) ◦ · · ·mi,1(θi,1) where
i denotes ith local model and a network has k modules.
Let the global model be fglobal(x; θglobal) = mk(θk) ◦
mk−1(θk−1) ◦ · · ·m1(θ1) where m modules are from differ-
ent local model. Since FL performs fi = fglobal operation
after distributing the parameters of the global model to
each client, and local models certainly get converged after
training, fglobal in our method also holds convergence. If
not so, assuming local models get converged and the global
model does not hold the convergence and f∗ be the optimal
status, the distance between current status of this model and
optimal status of the same model is ∥fi − f∗∥ → 0 after
training [28] [1]. When the global model does not reach the
optimal status, the local model is also far away from the
optimal status due to fi = fglobal operation, given that the
modules from converged local models are uploaded to the
server and the global model does not update any parame-
ters. This obviously contradicts the assumption. Therefore,
fglobal holds the convergence.

Note that Algorithm 1 performs the classification, so we
utilize the Cross Entropy loss to update the parameters of
networks. One can choose other loss functions to carry out
different tasks (e.g., mean-square error loss or binary cross
entropy for object detection).

3.4 Analysis of FED-KGF

In this sub-section, we provide an in-depth analysis of FED-
KGF by comparing it with other well-known significant FL
variants. Assuming the size of a kernel is k× k, the number
of channels is c and the number of kernels is n in a standard
convolution layer, the number of learnable parameters can
be expressed by c× k× k× n. As to FED-KGF, the number
of learnable parameters is c×k×k×m with m << n, which
means that the number of learnable parameters of FED-
KGF is significantly smaller than the standard CNN. Note
that since non-convolution functions in a certain module
take few, even zero, parameters and they exist both FED-
KGF and the standard CNN, we focus on the convolution
layer to evaluate the parameter reducing ratio, and it is
mathmatically expressed as: PCNN

PFED-KGF
= c×k×k×n

c×k×k×m . For conve-
nient explanation, we evaluate the parameter reducing ratio
in a certain convolution layer, so m indicates the number
of representative kernels in this layer. Take a convolution
layer of Resnet18 with 128 kernels as the example. We set
the number of representative kernels to 16. In this way,
we obtain the parameter reducing ratio in this layer and
its value is 8 128

16 = 8. Nevertheless, Resnet18 includes 4
convolution layers with 128 kernels. Besides, there are ad-
ditional 4 layers with 256 kernels, 4 layers with 512 kernels,
and 5 layers with 64 kernels in this network. Hence, the
total parameter reducing ratio is c×k×k×3904

c×k×k×16 ≈ 244 where
3904 = 128×4+256×4+512×4+64×5. Note that we could
upload more than 1 module to the server from a network
due to the number of clients, the parameter reducing ratio of
FED-KGF still outperforms other FL variants. More detailed
results are shown in experiments.

The parameters of SmartIdx [42] are determined by the
kernels and the number of index, with C = Cip+Ckp+Cpp

where Cip indicates the individual package (i.e., ip) and it is
composed by Wip +G(iip); Ckp denotes the kernel package
(i.e., kp) and it is composed by

∑k
i=1 Sini + G(ikp); Cpp

indicates the pattern package (i.e., pp) and it is composed by∑p
j=0 Sj +G(ipp). In the three terms, G(·) indicates the cost

of Golomb encoding, and Wip means the number of parame-
ters in ip. After sparsification with top-k (here we set k = 1

32
as the original work) and Golomb encoding, the parameter
reducing ratio can be expressed: Wip+

∑k
i=1 Sini+

∑p
j=0 Sj .

Still take Resnet18 as the example, the total parameter
reducing ratio is 25.6.

Since DGC [37] propagates the larger gradients while
stores the smaller gradients to accumulate and update for
later propagation, its parameters heavily relies on the top-
k. After sparsification with top-k, the number of parame-
ters has reduced to 1

32 of the original one when we set
k = 1

32 . Moreover, each parameter needs an index with
24bits. The total parameter reducing ratio is 18.28. Fed-
CAMS [17] utilizes Scaled sign method to quantize parame-
ters, with

∑|x|
i=0 d(sign(xi)) where |x| indicates the number

of parameters of a model, x. d(·) measures the bits of
type of data, and xi denotes i-th parameter within x. The
total parameter reducing ratio is 32. FedCOM [14] requires
the extra bandwidth to track the information of uploaded
gradients and the size of extra bandwidth is the same as the
that of uploaded gradients, so the reduced parameters are
not significant, and its total parameter reducing ratio is 2.0.
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Fig. 3: The classification performance on CIFAR10.

4 EXPERIMENTS

4.1 Experimental Setting
For the experiments, three public datasets are studied,
which are CIFAR10, CIFAR100, and COCO2017 datasets.
The first two datasets are used to validate the performance
of classification, and both of them have 50000 training
images and 10000 test images from 10/100 categories (each
category has 5000 images in training set). We utilize top-
1 accuracy (the higher score, the better) as the evaluation
metric. COCO2017 is utilized to validate the performance of
detection, and it includes 118287 training images and 40670
test images, with 80 object categories. The mean average
precision (mAP) and its variants (e.g., AP50, AP75, APM,
and APL) (the higher scores, the better) are adopted as the
evaluation metrics for object detection.

Six SOTA FL methods are employed as baselines, which
are FedAvg [1], DGC [37], FedCOM [14], FedCAMS [17],
SmartIdx [42], and FedPM [43]. These models are rep-
resentative on reducing parameters for fast transmission
between clients and server, and their hyper-parameters are
identical to original works for fair comparison. We compare
our Fed-KGF with baseline models on those datasets in
both IID and non-IID scenarios. For each scenario, the
number of base kernels is set to 16, and all models run
400 epochs. The GPU is Nvidia 3080Ti. As to experimental
settings, we employ 10 clients and 1 server for all cases. One
model is deployed on each node. For example, each node
holds a Resnet18 network for classification on CIFAR10/100
datasets or a YOLOX-S network for object detection on
COCO2017 dataset.

Note that the number of modules within both Resnet18
and YOLOX-S is larger than 10 and we only have 10 clients.

Therefore, we group 18 modules (take Resnet18 as the ex-
ample) into 10 groups. In other words, some groups include
2 modules, and they are randomly selected in a permutation
way at each epoch. Moreover, we transmit one group from
the client into the server at each epoch, and selecting such
a group still relies on the permutation strategy in our Fed-
KGF. The case of YOLOX-S is similar to Resnet18.

4.2 CIFAR10 for Classification
We first validate all models on the CIFAR10 dataset. In this
case, the training samples are divided into 10 sub-sets, and
each sub-set has the same number of images and all 10 cat-
egories for IID scenario. One client solely holds one sub-set.
For non-IID scenario, the training samples are also divided
into 10 sub-sets, with the same quantity. However, each
sub-set has one main category, which takes 80% proportion
of samples in this sub-set. For example, sub-set 1 contains
4000 car images (i.e, 4000

5000 ), and sub-set 2 has 4000 horse
images. The rest of each sub-set holds other 9 categories. The
experimental results are shown in Fig. 3. Obviously, Fed-
KGF outperforms other FL models in both scenarios (See
Fig. 3 (a) and (c)). Only the accuracy from Fed-KGF is over
80% (i.e., 81%), while others are worse than 80% (FedPM
achieves 79.8% accuracy). Fig. 3 (b) and (d) illustrate that
Fed-KGF can get convergence. Models like FedCOM and
FedCAMS are difficult to get convergence.

We also compare the transmitted parameters and the
consumed times as listed in TABLE 1. Since both scenarios
have the same experimental settings (e.g., the same architec-
tures of Resnet18 and GPU as well as the training epochs),
they have similar transmitted costs. Hence, we only report
one scenario as shown in TABLE 1. In TABLE 1, each entry
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Fig. 4: The classification performance on CIFAR100.

(d) FedCOM (e) FedCAMS (f) SmartIdx(c) DGC(b) FedAvg(a) Fed-KGF (g) FedPM

Fig. 5: The object detection performance of all models on COCO2017 in IID scenario.

represents the quantity of transmitted parameters of per
epoch. For example, 10 clients totally transmit 8.46MB pa-
rameters to the server in one epoch, which spends 0.774ms
in Fed-KGF. Here, we view the transmitted cost of Fed-
AVG as the benchmark. ⊤R(↓) denotes the reduction rate of
parameters of models (the smaller, the better), with PM−BM

BM
where PM denotes the number of parameters of current
model and BM means that of the benchmark. The ex-
perimental results show that Fed-KGF achieves the lowest
transmission cost (i.e., the minimum transmitted time and
parameters) among all models, where the number of trans-
mitted parameters are reduced by 32.97% when comparing

to FedCAMS. Besides, we prove the necessity of module
uploading by removing it, and the results are shown at the
row of Fed-KGF without MU in TABLE 1. Obviously, the cost
arises after removing module uploading, which validates
its necessity. The results demonstrate the effectiveness of
Fed-KGF over SOTA FL models in significantly reducing
parameters for faster transmission.

4.3 CIFAR100 for Classification

We then validate all FL models on CIFAR100 dataset. In
this case, we also consider two scenarios: IID and non-IID.
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Fig. 6: The object detection performance of all models on COCO2017 in non-IID scenario.

TABLE 1: The transmission costs of all models on CIFAR10,
and we view the transmission cost of Fed-AVG as the bench-
mark. The ablation study (i.e., only removing the module
uploading method) is named as Fed-KGF without MU.

Model Time (ms) Parameters (MB) ⊤R(↓)
Fed-KGF 0.774 8.46 -97.08%
Fed-KGF without MU 0.838 13.20 -95.44%
FedCAMS 1.289 13.32 -95.40%
SmartIdx 0.892 20.47 -92.92%
DGC 1.032 36.16 -87.50%
FedPM 0.912 91.55 -68.36%
FedCOM 1.140 144.65 -60.37%
Fed-Avg 1.189 289.31 0.00%

For the first one, images from CIFAR100 are divided into 10
sub-sets, and each sub-set has 100 categories, with the same
quantity as the CIFAR 10 case; for the other scenario, images
are still divided into 10 sub-sets, but each sub-set only has
10 main categories. Different from the CIFAR10 non-IID
scenario, each category takes 8% proportion of images, so
10 main categories take 80% proportion of images in this
sub-set. For example, sub-set 1 has beaver, dolphin, otter,
seal, whale, aquarium fish, flatfish, ray, shark, and trout
categories, and each category has 400 images. The rest is
from the other 90 categories. Each client holds one sub-
set and deploys one Resnet18. The experimental results are
shown in Fig. 4, which shows that Fed-KGF achieves the
best classification performance over baseline models. In IID
scenario, our Fed-KGF obtains 46.9% accuracy, which is the
highest among all models, given that FedPM and FedCAMS
achieve 44.2% and 44.6%, respectively. In the non-IID sce-
nario, our Fed-KGF still holds the highest accuracy among
all models. Besides, we compare the transmitted costs of
baselines with Fed-KGF. Since CIFAR100 has the same
number of training/test images and the deployed model
is Resnet18 as the CIFAR10 case, the transmission cost is
similar to the results reported in TABLE 1.

4.4 COCO2017 for Object Detection

Given the large amounts of training images in COCO2017
dataset and the limited GPU memory, we take YOLOX-S
[11] (8.94MB parameters) as the detector, and deploy 10
YOLOX-S models (89.4MB parameters) to 10 clients and a
YOLOX-S to the server. In IID scenario, the training images
are also divided into 10 sub-sets, and each sub-set has all
categories and holds the same number of images. As to non-
IID scenario, all training images are still divided into 10 sub-
sets. However, each sub-set has 8 different main categories,
and they take 80% proportion of images in each sub-set as
CIFAR10/100 cases. The rest 20% images are from other
categories. The detected results of both IID and non-IID
scenarios are shown in Fig. 5 and Fig. 6, respectively. In
Fig. 5, it can be observed that FedAvg (e.g., [2, 2]), DGC
(e.g., [2, 3] and [4, 3]), FedCOM (e.g., [2, 4] and [4, 4]),
FedCAMS (e.g., [4, 5]), SmartIdx (e.g., [1, 6]), and FedPM
(e.g., [1, 7] and [4, 7]) miss to detect some objects, where
the first number indicates the row and the second number
indicates the column in [ , ]. Furthermore, FedAvg (e.g., [4,
2]) and SmartIdx (e.g., [4,6]) even fail to detect any objects
in some scenarios. DGC (e.g., [2-4, 3]), FedCOM (e.g., [3, 4]),
FedCAMS (e.g., [1, 5] and [3, 5]), and SmartIdx (e.g., [3, 6])
wrongly identify a car as a boat or view a bird as a person.
Fed-KGF is capable of detecting more objects and holding
the less identification errors than all baseline models. The
performance of all models in non-IID scenario is shown in
Fig. 6. From Fig. 6, it is clearly to observe that FedAvg (e.g.,
[2, 2]), DGC (e.g., [2, 3]), FedCAMS (e.g., [2, 5]), SmartIdx
(e.g., [2, 6]), and FedPM (e.g., [2, 7]) wrongly identify laptop
as the TV. FedCOM (e.g., [3-4, 4]) and FedPM (e.g., [1, 7])
miss to detect objects. Only Fed-KGF is capable of detecting
more objects with less identification errors than baselines.

We also quantitatively measure the performance of all
models, and the quantitative results are reported in TABLE
2 and TABLE 3, respectively. In both tables, AP50 (AP75)
indicates that the value of Intersection over Union (IoU)
≥ 50% (IoU ≥ 75% for AP75). APM indicates AP of objects
with middle sizes (i.e., from 32 × 32 to 96×96), while
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Fig. 7: The performance of different numbers of base kernels on CIFAR10.
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Fig. 8: The ablation studies on CIFAR10.

APL indicates AP of objects with large sizes (i.e., object
size ≥ 96×96). Both tables show that Fed-KGF has better
detection performance than SOTA FL models. Moreover, we
have compared the transmission costs of all baseline models
with Fed-KGF, and the experimental results are reported in
TABLE 4. It is noted that both IID and non-IID scenarios
have the same experimental settings on the same dataset,
their transmission costs are similar to each other, so we only
report one of them as shown in TABLE 4. According to the
results, we can observe that Fed-KGF achieves the lowest
cost among all SOTA FL models. Compared to the recent
SmartIdx and the FedPM models, the numbers of trans-
mitted parameters of Fed-KGF have reduced by 36.49%
and 44.64%, respectively. The experimental results further
demonstrate the effectiveness and high-performance of Fed-
KGF in reducing parameters for faster transmission.

TABLE 2: The quantitative results from all FL models on
COCO2017 in IID scenario.

Model mAP AP50 AP75 APM APL
Fed-KGF 0.384 0.565 0.417 0.428 0.506
Fed-Avg 0.363 0.518 0.392 0.410 0.462
DGC 0.381 0.552 0.399 0.425 0.485
FedCOM 0.318 0.493 0.338 0.374 0.388
FedCAMS 0.353 0.540 0.374 0.405 0.450
SmartIdx 0.355 0.539 0.380 0.401 0.451
FedPM 0.313 0.497 0.343 0.362 0.391

4.5 Ablation Studies
Since our kernel generation function includes three parts:
sign(·) operation (i.e., sign(w)), generated kernels (i.e.,

TABLE 3: The quantitative results in non-IID scenario.

Model mAP AP50 AP75 APM APL
Fed-KGF 0.358 0.543 0.384 0.404 0.457
Fed-Avg 0.346 0.537 0.367 0.392 0.433
DGC 0.325 0.504 0.346 0.372 0.425
FedCOM 0.036 0.058 0.038 0.046 0.388
FedCAMS 0.355 0.540 0.378 0.407 0.444
SmartIdx 0.347 0.533 0.370 0.399 0.441
FedPM 0.301 0.479 0.316 0.294 0.376

TABLE 4: The transmission costs on COCO2017 dataset,
and Fed-AVG is viewed as the benchmark. The ablation
study (i.e., only removing the module uploading method)
is named as Fed-KGF without MU.

Model Time (ms) Parameters (MB) ⊤R(↓)
Fed-KGF 0.554 21.69 -93.68%
Fed-KGF without MU 0.635 30.14 -91.21%
SmartIdx 0.571 32.36 -90.57%
FedPM 0.611 39.18 -88.58%
DGC 0.825 42.87 -87.50%
FedCAMS 0.674 43.08 -87.44%
FedCOM 0.583 171.50 -50.00%
Fed-Avg 0.872 342.99 0.00%

|wβ |), and bias tensor (i.e., α), we conduct a series of ablation
studies to show the necessity of each component by only
removing sign(w) and only removing α from Eq. (2). Con-
sidering removing |wβ | will result in that we cannot take in
input data due to the incomplete network, we do not show
its performance. We validate the necessity of each compo-
nent of Eq. (2) on CIFAR10 in the IID scenario, with Resnet18
model. The experimental results of the classification task
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are shown in the sub-figure (a) of Fig. 8. It is observed
that the classification performance significantly decreases
when removing sign(w) or α. Sub-figure (b) shows the cor-
responding performance of convergence. Clearly, the model
without sign(w) or α is difficult to get convergence. In other
words, removing any component of Eq. (2) will result in
the performance downgrading. However, we can get the
desired results as shown in the curves from Fed-KGF in the
two sub-figures if we reserve those components. As to the
module uploading strategy, its necessity has been proved at
the row of Fed-KGF without MU in TABLEs 1 and 4.

4.6 Discussion
Note that the number of base kernels is empirically eval-
uated on several tests. We set the number of base kernels
to 21 (2), 22 (4), 23 (8), 24 (16), 25 (32) in both IID and
non-IID scenarios on the CIFAR10 dataset, with 10 clients
and 1 server, given that the number of parameters in a
CNN is usually the power of 2 [28]. It is found from Fig.
7 that the larger number of base kernels outperforms the
smaller number of base kernels, and the best performance
is achieved with 24 (i.e., 16) base kernels. Hence, we set the
number of base kernels to 16 for Fed-KGF in this paper.

Given that the FL model is usually benchmarked by
classification [1] and object detection [25], we also follow
the criterion. From the experimental results (See Figs. 3-
6, TABLEs 1-4), we can observe that Fed-KGF not only
holds the least transmitted parameters of models for faster
transmission but also achieves the best performance among
all SOTA FL models. The recent FL variants, like FedCOM
and FedCAMS, are difficult to get convergence. Moreover,
we found a new challenge of FedCAMS, which fails to
classify categories in non-IID scenario as shown in Fig.
3 (c) and Fig. 4 (c). As to FevAvg, DGC, and SmartIdx
models, they show the similar performance in CIFAR10/100
classification cases. In the object detection case, the baseline
models basically hold the same issues (e.g., false detection
and missed detection), in which FedCOM has the worst de-
tection performance among all models in both IID and non-
IID scenarios. As to other baseline models, their detected
quantities and categories are worse than Fed-KGF as shown
in TABLE 2 and TABLE 3.

Since most real-world deep-learning applications (e.g.,
industrial image analysis [49] [50], face identification [51],
and CT detection [52]) focus on classification and detection
[28], this paper adopts Resnet18 and YOLOX-S to validate
our idea. Moreover, our idea can be viewed as a plug-in to
equip other FL variants to improve their performance on
reducing the transmitted parameters.

5 CONCLUSION

In this paper, our approach seeks to significantly reduce
parameters for fast transmission in FL. We present Fed-KGF,
which generates kernels to take in the inputs in clients and
then discards those generated kernels when transmitting
their parameters to the server. With this, we solely transmit
the representative kernels between clients and the server.
The contributions of our Fed-KGF are: 1) utilizing “gen-
eration mechanism” to reduce parameters for faster trans-
mission; 2) proposing a new module transmission method

to further reduce the transmitted parameters; 3) presenting
11% higher classification (3.64% detection performance) and
achieving 33% (37%) lower transmitted parameters com-
pared with the SOTA FL variants; and 4) providing new
insights into the understanding of FL variants.
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