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Forced migration is a major humanitarian challenge today, with over 100 million people forcibly displaced
due to conflicts, violence and other adverse events. The accurate forecasting of migration patterns helps
humanitarian organisations to plan an effective humanitarian response in times of crisis, or to estimate the
impact of possible conflict and/or intervention scenarios. While existing models are capable of providing such
forecasts, they are strongly geared towards forecasting headline arrival numbers and lack the flexibility to
explore migration patterns for specific groups, such as children or persons of a specific ethnicity or religion.
Within this paper we present Flee 3, an agent-based simulation tool that aims to deliver migration forecasts in
a more detailed, flexible and reconfigurable manner. The tool introduces adaptable rules for agent movement
and creation, along with a more refined model that flexibly supports factors like food security, ethnicity,
religion, gender and/or age. These improvements help broaden the applicability of the code, enabling us to
begin building models for internal displacement and non-conflict-driven migration. We validate Flee 3 by
applying it to ten historical conflicts in Asia and Africa and comparing our results with UNHCR refugee data.
Our validation results show that the code achieves a validation error (averaged relative difference) of less than
0.6 in all cases, i.e. correctly forecasting over 70% of refugee arrivals, which is superior to its predecessor in
all but one case. In addition, by exploiting the parallelised simulation code, we are able to simulate migration
from a large scale conflict (Ukraine 2022) in less than an hour and with 80% parallel efficiency using 512
cores per run. To showcase the relevance of Flee to practitioners, we present two use cases: one involving
an international migration research project and one involving an international NGO. Flee 3 is available at
https://github.com/djgroen/flee/releases/tag/v3.1 and documented on https://flee.readthedocs.io.

1. Introduction

Forced migration is one of the most pressing humanitarian crises
globally, with over 100 million forcible displaced due to conflicts,
violence and other adverse events [1]. This includes persons displaced
abroad (e.g., recognised, and unrecognised refugees) as well as inter-
nally displaced persons (IDPs). The factors that lead to forced migration
are complex and frequently include the presence of armed conflicts,
political instability, environmental disasters, and/or socioeconomic dis-
parities. In addition, forced migration has far-reaching consequences,
affecting not only the displaced persons themselves but also the host
communities and regions.

Forecasting migration is important, because it can contribute in-
sights to policymakers in at least three diverse ways [2]. First, pol-
icymakers, aid organisations, and researchers may use forecasts to
formulate more effective strategies for managing and responding to
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conflict situations, including resource allocation, humanitarian assis-
tance programmes for asylum seekers/unrecognised refugees, and the
establishment of safe zones and camps. Second, forecasts may become
useful in estimating the population sizes of displaced people in lo-
cations where empirical research is unsafe or impractical. And third,
forecasting tools can potentially contribute to retrospectively analyse
the impact of major interventions in historical refugee situations. If ac-
curate and systematically applied, forecasting tools enable stakeholders
to anticipate and mitigate potential challenges associated with mass
migrations, such as the strain on host communities, resource scarcity,
and the risk of disease outbreaks.

Computational modelling is a widely used technique that helps us
to produce such forecasts and gain insight into the dynamics of forced
migration. While various techniques have been employed, the current
dominant approaches are machine learning (ML) based models [3,4]

Received 26 January 2024; Received in revised form 21 June 2024; Accepted 21 June 2024

Available online 26 June 2024

1877-7503/© 2024 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).


https://www.elsevier.com/locate/jocs
https://www.elsevier.com/locate/jocs
https://github.com/djgroen/flee/releases/tag/v3.1
https://flee.readthedocs.io
mailto:derek.groen@brunel.ac.uk
https://doi.org/10.1016/j.jocs.2024.102371
https://doi.org/10.1016/j.jocs.2024.102371
http://creativecommons.org/licenses/by/4.0/

M. Ghorbani et al.

and Agent-Based Models (ABMs). Here, ML based models are trained
on recent forecasting data (and related variables) to produce near-
term forecasts, while ABMs focus on curating an understanding on how
individual agents behave and interact within their ecosystem, with an
indirect aim of producing thoroughly substantiated migration forecasts.

In general, ABMs have become popular due to their ability to model
complex systems in a manner that is both realistic and relatable for
stakeholders [5-9]. They do not need to rely on training data, like
ML based approaches do, and offer the ability to explore behaviours
of individuals, their effects on the ecosystem and emergent collective
behaviours in an explainable way. While ML based models perform well
in data-rich environments, ABMs are better suited for environments
where the quality and quantity of available data is limited, or where
fine-grained interventions or variations need to be introduced. In the
case of forced migration, the observational data in the most severe
humanitarian situations is often very limited in scale and quality, and
fine-grained interventions often need to be modelled to account for
road closures or the different ways that a conflict may evolve. Because
of these aspects, earlier versions of the Flee simulation code presented
here where adopted by several academic and humanitarian research
groups.

However, the adoption of Flee 1 and Flee 2 for these purposes
led to the rise of new challenges: while the generalised approach
presented by Suleimenova et al. [10] allowed relatively rapid reuse
of the code in new contexts with reasonable accuracy, the ability to
incorporate context-specific knowledge into the simulations was limited
by a relatively rigid conceptual model. This limitation led to spin-off
developments for instance to develop support for migration driven by
food insecurity [11] or strongly affected by weather factors [12], and
also limited the applicability of Flee to forecast internal displacement.

Within this paper we present Flee 3, a flexible platform for sim-
ulating forced migration for a variety of contexts, including internal
displacement and migration driven by factors other than conflict. Flee
3 also allows users to produce forecasts stratified by demographic
characteristics such age, gender, religion or ethnicity. In Section 2
we present related work and summarise the history of Flee, while in
Section 3 we provide a detailed explanation of the key conceptual and
technical aspects in Flee 3. In Section 4 we describe the setup for our
performance and accuracy tests, while in Section 5 we present the main
results and explain the relevance of Flee to practitioners in this context.
We provide a summary and key conclusions in Section 6.

2. Background and related work
2.1. Migration modelling and simulation

Simulation development involves the initial formulation of real-
world problems, their translation into model representations, the con-
version of models into computerised simulations, and the subsequent
execution of experimental runs coupled with a comprehensive analysis
of the outcomes. This approach, combined with a rigorous regime
of verification, validation, and uncertainty quantification [13] helps
ensure the accuracy and reliability needed to model complex phe-
nomena [14]. To make a meaningful contribution to humanitarian
efforts, migration modelling must adhere to these fundamental prin-
ciples whilst respecting the rights of refugees and their associated
data [15].

In the context of simulation, ABS offers several advantages over
other approaches commonly used in migration modelling, such as
artificial intelligence (AI) and ML based methods [16]. In particular,
Al and ML approaches rely on historical reference data, which can be
problematic in a humanitarian context where historical data is often
incomplete or inconsistent. ABS allows developers to define behaviours
on the individual level using qualitative evidence (as well as quantita-
tive evidence), delivering complex behaviour through the interaction
and aggregation of individual agents and their interactions with their

Journal of Computational Science 81 (2024) 102371

local environment. In this context, it is important to validly define
behaviours on the individual level, e.g. by obtaining evidence of such
behaviours through observational reports or qualitative (or quantita-
tive) survey data. As a result, ABS can be applied to model real-world
systems that are subject to major data limitations or omissions.

ABS is also by definition well-suited for capturing intricate interac-
tions and behaviours among individual agents within dynamic systems
because the behaviours of individuals are explicitly defined. It has a
proven track record for accurately representing complex population
phenomena such as pedestrian dynamics [17] and land-use population
displacement scenarios [18]. It is possible to model forced migration
situations (or important aspects of it) using System Dynamics [19],
Discrete Event Simulation (DES) [20], Cellular Automata (CA) [21],
network models [22], Markov models [23], and game theory mod-
els [24]. However, in our case ABS allows us to easily introduce
fine-grained interventions due to its explicit spatial representations, and
to update behavioural rules directly and instantly due to its explicit
mapping of humans to computational objects.

2.2. History of flee

Flee was initially developed to produce forecasts where conflict-
displaced persons would cross the border and find safety. At the time
it was new because such validated forecasting tools had not previously
been published in the literature. Flee was first validated against refugee
data from the Mali 2012 conflict [2] and later generalised and validated
against two additional conflicts [10]. As part of the generalisation
work, we introduced the notion of the Simulation Development Ap-
proach, or SDA, which is a specification of all the work required to
develop and apply Flee in an emergency anticipation or response con-
text. The SDA concept is applicable to a range of emergency forecasting
use cases, as outlined by Groen et al. [25].

Even as other models emerged [3,4], Flee stands out as it uses a
heuristics-based ABM approach that can be adapted to various con-
flict contexts without requiring retraining or recalibration. In terms
of validation, Flee 1 and 2 correctly predicted 70% of the refugee
arrivals across four different historical validation contexts, each run
over a period of at least 300 days [10,26]. To make such validations
conveniently possible, the code was linked up with an automation
plugin, FabFlee [27], which used the FabSim3 automation toolkit to
streamline remote HPC access and data curation, as well as establish
shortcuts to perform systematic validation, uncertainty quantification
and benchmarking.

The second version of Flee contains relatively minor adjustments
in terms of agent behaviour [28], but included a parallel implemen-
tation [29,30] that enables users to run the code efficiently using up
to 8192 cores for large-scale problems. This parallel performance is
required to enable simulations with 10,000,000 or more agents (re-
quired for modelling displacement for large countries such as Ukraine
or India), and to enable runs where agents have a high awareness of
their spatial surroundings. Examples of the latter include the navigation
of agents over grid-based location graphs, which at time of writing are
in testing with Save the Children.

The philosophy of Flee 3 differs from its predecessors in that it
allows for more forecasts stratified by demographic properties, and for
more flexibility when defining the heuristics-based rule sets for agent
spawning and agent movement. Many of these code features have been
developed through extended collaborations with Save The Children,
Columbia University [31], and IT Tools and Methods for Managing
Migration Flows [32] consortium. In addition, due to this wider uptake,
we are also able to present much more systematic validation results,
showcasing how well a unified Flee rule set can be used to deliver ac-
curate population displacement forecasts for a wide range of historical
conflicts.
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2.3. Agent-based migration simulation

In this subsection, we provide an overview of related work in the
field of Agent-based Migration Simulation, with a focus on efforts
that are less directly related to the Flee code, which we have already
covered as part of the introduction.

Before the systematic adoption of ABM in migration research, [33]
explored its use in studying householder migration and residential
distribution dynamics. They introduced the concept of Multi-Agent
Systems and simulated the decision-making processes of individual
agents like households, within a spatial and temporal context. To our
knowledge, [34] were the first to present a compelling case for using
ABM in humanitarian aid. Their pioneering ABM, aimed at simulating
policies to support refugee health and safety, showcased the method’s
effectiveness in capturing the complex interactions within refugee com-
munities. Through sensitivity analysis and comparisons with system
dynamics models, they highlighted the significance of policy simu-
lations in refining strategies for refugee support. [35] presented an
ABM, designed to capture population displacement in the Syrian city
of Aleppo during the Syrian crisis in 2013. Their ABS established a
computational perspective for anticipating and assessing future dis-
placement in forced displacement scenarios. After 2015, research in
the field of forced migration has further evolved to include advanced
and validated modelling approaches, and uncovering new insights into
the complex dynamics that underlie population displacement. In par-
ticular, the range of working and validated forced migration models
has greatly increased. For instance, the UNHCR Jetson project [3],
trialled machine-learning tools to perform forced displacement fore-
casts while [4] focused on predicting the destinations of internally
displaced persons in the conflict-affected regions of Syria and Yemen.
In addition, the ITFLOWS project has led to the development of ML-
based models for bilateral forced migration [36,37]. In addition to ML
models, the community has produced an impressive range of ABMs
that complement the scope of Flee in important ways. [38] developed
the CofMMA model, which specialises in simulating conflict-induced
migration in areas where important data sources are unreliable or
incomplete, while [39] developed a model that focuses strongly on the
effects of migration on urban dynamics. Frydenlund et al. [40] initially
developed an ABS that focused on forecasting the creation of sponta-
neous settlements by IDPs and followed this up with a different ABS
for conflict-driven migration, combined with a comprehensive review
of existing migration models [41]. Related to migration but focusing on
a different area, [42] introduced an ABM focusing on characterising the
well-being of asylum-seeking refugees in the Netherlands, while [43]
examined the effects of different immigration policies.

Modelling humanitarian logistics in the context of forced migration
is a subtopic that has recently gained attention in the field. Boshuijzen-
van Burken et al. [44],Carammia et al. [45] have both developed
models in this area, incorporating elements of value-sensitive design
into their approaches. Within our group, we have also explored the
placement of refugee camps as a facility location problem. Initially,
we approached this through serious video games [46] to aid decision-
making on refugee aid deployment policies. Subsequently, we adopted
a more effective strategy by using a multi-objective simulation optimi-
sation approach [47]. This research direction has also been investigated
by Bayraktar et al. [48], who defined it as a multi-period mobile facility
location problem with mobile demand and showcased their approach
to the Honduras Migration Caravan Crisis in 2018.

On the theoretical side, there are also several studies directly rele-
vant to our work. Klabunde and Willekens [49] provide insights into
migration decision-making that can be integrated as behavioural theo-
ries into ABMs such as Flee. Thober et al. [50] highlight the importance
of comprehensive ABMs, a consideration that aligns with Flee’s goal
of capturing complex interactions in migration processes while [51]
systematic review underscores the significance of robust data collec-
tion, interdisciplinary collaboration, and rigorous model analysis. De
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Luca et al. [52] explore hybrid modelling approaches, reflecting a ter-
ritory that remains largely uncharted in migration policies. Abel et al.
[53] delve into the relationship between climate change, conflict, and
forced migration and emphasise the need to consider context-specific
dynamics rather than seeking a universal link. In addition, Pham and
Luengo-Oroz [54] introduce a model-agnostic framework that attempts
to bridge the gap between theory and practice in computational meth-
ods for addressing forced displacement challenges. Lastly, the work
of Adib Bencherif and Stockemer [55] provides a good example of a
solid empirical study that can be of direct use for model construction,
in this case, the Malian civil war.

3. Overview of flee
3.1. Simulation development approach

A Simulation Development Approach is a systematic representation
of the work required to develop new simulations for a specific purpose,
e.g. for validating a simulation code or delivering a robust forecast.
We first introduced the SDA concept as part of our initial Flee pa-
per [10] and have subsequently generalised the concept for broader
use in emergency response simulation building [25], advocating its
uptake to improve emergency preparedness and response. Simulation
Development for Flee has specific characteristics in that it (i) tends to
be triggered at short notice due to an erupting or impending conflict
event, (ii) relies on configuring an existing model (Flee) for a diverse
set of speculative scenarios (e.g. different ways how a conflict may
evolve [56]) and (iii) requires completion on a timescale of two weeks
or less to be of use in a crisis situation.

Indeed in an emergency response context, one of the main contexts
for which Flee is intended, it is important that simulations can be
swiftly adapted to evolving conditions and are deployed for informing
the humanitarian response in forced displacement situations. The SDA
used for previous versions of Flee covers those important aspects, but is
less well suited for Flee 3 because it does not incorporate the use and
analysis of essential demographic information, nor the definition and
analysis of the wider range of Qols supported by Flee 3. Furthermore,
the explicit support for alternative scenarios has been a frequently
requested extension by NGOs such as Save the Children.

For Flee 3, we present the associated SDA in Fig. 1. This SDA
overview includes the tasks required to validate a Flee simulation
against real-world data as well as the tasks needed to produce a detailed
and robust forecast. This SDA consists of six distinct phases which
are normally performed in order to develop a working and relevant
simulation that produces robust and actionable results. These phases
include: (i) Select Situation, where the specific scenario or context for
the simulation is identified and chosen; (ii) Obtain Data, which involves
gathering the necessary data for building the simulation model; (iii)
Construct Model, which entails developing the initial version of the
simulation model based on the selected situation and the data obtained;
(iv) Refine Model, where the model is iteratively improved by incorpo-
rating additional data, feedback, or new insights; (v) Execute Simulation,
in which we execute simulations to generate the main results, including
results that quantify aleatoric and epistemic uncertainties of a forecast
or validation, report on key parameter sensitivities and incorporate
alternative scenarios where a conflict or humanitarian intervention
may differ from the baseline; And lastly (vi) Analysis, which involves
interpreting these results and drawing conclusions.

In the first phase, Select Situation, the developer specified the loca-
tion and time period of the simulation that will be developed. The time
period will be historical in the case of validation or retrospective analy-
sis, in the future in the case of a forecast, or encompass both historical
and future dates in the case where a conflict is ongoing, and single
simulation is used both for validation and forecasting. While the initial
version of Flee was specifically used to forecast refugee arrivals over
time in individual camps, Flee 3 caters to a broader range of forecasting
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Fig. 1. Simulation Development Approach (SDA) diagram for developing simulations with Flee 3. Here, the bottom row tasks apply exclusively to a validation context, while all
other tasks apply to both validation and forecasting context. Arrows indicate tasks that inform subsequent stages. Colour usage is consistent with prior publications for continuity,

while more information about ACLED is provided in Section 4.1.

and analysis scenarios. As a result, it is important for the developer to
also define their Quantities of Interest (Qols). For instance, users might
be interested in the gender distribution of the arriving individuals, the
most commonly used travel routes, or the likely destinations for persons
displaced from a specific city. The selection of QolIs play a critical role
in shaping the simulation’s development, influencing aspects like data
collection and scenario definition. It is therefore essential to establish
this in the first phase of the SDA.

In the Obtain Data phase, we acquire the data that is necessary
to construct the Flee simulation and (if needed) to validate it. This
includes obtaining relevant conflict data, which can either be histor-
ical acquired from e.g. ACLED [57] or the Uppsala Conflict Database
Program [58], a forecast made using a conflict model [56] or a forecast
that matches conflict scenarios described by humanitarian experts. Flee
3 simulations also require geospatial data (including major settlements
and their interconnecting routes) for constructing the location graph, as
well as demographic data (e.g. population sizes, gender/age/religion
composition of population) for defining accurate populations of dis-
placed persons and information on e.g. camps and shelter locations
to define possible destinations in the model. The collection of demo-
graphic data is particularly relevant as Flee 3 enables the assignment
of (static) demographic attributes to agents, and allows for agent be-
haviours to be modified based on demographic attributes such as age
or religion.

The Construct Model phase is dedicated to the development of the
base Flee 3 model, using the data obtained in the previous phase.
This includes defining the conflict progression as well as the location
graph used in the Flee 3 simulation. We also introduce files describing
the demographic makeup of populations in conflict areas (new in
Flee 3), which are used as base probability distributions to define the
demographic attributes of newly spawned displaced person agents in
the simulation. Lastly, in this phase the developer needs to define the
various camps and shelter locations in the model.

In the Refine Model phase, developers adapt the base Flee 3 model to
ensure it accurately represents the expected humanitarian situation that
it seeks to model. This includes modifying the simulation to account for
(i) changes in camp capacity over time, (ii) openings of new camps or
closures of existing camps, (iii) border closures, (iv) forced redirection
policies, where authorities guide refugees to alternative locations, and
(v) alternative conflict or intervention scenarios. This last task, though

not included in the original Flee SDA, is particularly important both be-
cause humanitarian organisations often decide between different types
of interventions, and because conflicts are unpredictable in nature.

Once the model has been refined, the developer is ready to perform
the necessary simulation runs as part of the Execute Simulation phase.
This phase may include (i) base scenario runs, (ii) replication runs to
account for aleatoric uncertainty, (iii) additional runs to account for
epistemic uncertainty (uncertainty in the value of input parameters),
(iv) additional runs required to perform sensitivity analysis for key
input parameters and (v) runs that account for alternative conflict
and/or intervention scenarios. It is not uncommon for Flee forecasts to
require runs for 5-10 different scenarios, each requiring 10 replications
for aleatoric uncertainty and 100 replications for epistemic uncertainty,
adding up to around 500 to 1000 runs for a single forecast. Sensitivity
analysis tends to be performed as a separate study, using around 1000
to 10000 runs that are dynamically sampled from the input parameter
space using tools such as EasyVVUQ [59]. It should be noted that runs
performed as part of sensitivity analysis also help to quantify epistemic
uncertainty for a specific scenario. As a result, when the number of
scenarios is very small one would perform a sensitivity analysis, while
for a large number of scenarios one would run smaller ensembles to
account for epistemic uncertainty at least to some extent. Specifically
in the case of code validation it is also possible to run Flee with the
autovalidator tool that is build into FabFlee. This tool automatically
executes Flee in the context of the conflict to be validated against, and
automatically performs the necessary analysis to produce the validation
results for the next phase.

Lastly, during in the Analysis step developers use the simulation
results to extract their Qols. These Qols may include (i) the number of
persons on given routes during given days, (ii) expected demographic
composition of camp populations, (iii) camp/shelter arrivals by day
or (iv) the averaged relative difference (ARD), if validation data is
available. The FabFlee tool offers functions that allow users to obtain
camp arrivals and ARD, while the first two Qols are usually obtained
by post-processing the agent and link log files.

3.2. Architecture

Flee 3 uses an object-oriented approach to model the migratory
movements of individual persons in a spatial environment represented
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by a location graph. Whilst the choice for an object-oriented approach
can result in inferior execution performance (compared to e.g. tensor-
based methods [60]), it also delivers two more substantial benefits.
First, it provides a more direct and intuitive mapping between the real
world environment and its digital representation, reducing the model’s
cognitive complexity and the effort required to modify algorithms and
the implementation as a whole. And second, the object-oriented ap-
proach also makes it easier to rapidly introduce targeted interventions,
such as new movement rules for agents for specific demographics or
the closure of individual borders.

We provide a high-level overview of the Flee 3 architecture in Fig. 2.
Within this architecture, the Flee3 Ecosystem is a critical component
that stores key elements of the Flee simulation state (see Fig. 4 for
details). In Flee 3, most input files are processed by a dedicated
component, whereas the Simulation settings file (and its accompanying
reader) is used directly in the Ecosystem and in the definition of agent
behaviours. The Simulation run scripts create an Ecosystem, which
then manages the state of the Flee simulation and outputs diagnostic
information on a periodic basis. The Flee3 Ecosystem propagates the
simulation for each simulated day by invoking its evolve method to
orchestrate agent movements across the location graph. This function
relies on Agent behaviour definitions for spawning new agents, for cal-
culating agent-specific location attractiveness scores and for calculating
preferred routes for each agent.

Flee 3 supports two diagnostic systems. Firstly, it supports basic
diagnostic outputs, such as population numbers in camps and rudimen-
tary validation scores, through the out . csv file like previous versions.
Second, Flee 3 supports detailed logs of agent locations (agents.log)
and link populations (1inks.1log), both recorded for each time step.
Link log populations can be stratified by attributes such as age, gender,
and ethnicity. Lastly, Flee 3 supports more advanced conflict dynamics
through a conflicts.csv input file. This file details the locations,
dates, and intensities of conflict events, a feature not supported in
previous versions of Flee.

Overall, the architecture of Flee 3 symbolises a gradual evolution
from a minimalistic and hard-coded heuristics-based simulation ap-
proach to a more modular and reconfigurable simulation tool. In the
case of the definition of agent movement rules, we have split the
functionalities across three categories: Spawning (how to create new
agents), Scoring (how to calculate location and link attractiveness), and
Moving (how to calculate when an agent does and does not move).
Although this splitting does make it easier for developers to define
new rules, many decision parameters are still defined within a static
simulation settings file. In future versions of Flee, we aim to support
a more powerful engine for movement rule definition. In this, we
will have to first gain a better understanding of the usage patterns of
Flee (which is now becoming possible due to the larger user uptake),
and then trade off user convenience against development effort and
deployment complexity (a consideration that is unfortunately often
unaccounted for in existing domain-specific languages).

3.3. Simulation settings configuration

A main aim of Flee 3 is to support a wider range of migration
scenarios. To facilitate this, we have introduced a flexible system for
configuring simulation-specific parameters, replacing the limited CSV-
based implementation from previous versions. Using the YAML (Yet
Another Markup Language) format, Flee 3 provides a mechanism to
store a broad range of parameters in a hierarchical manner. The simula-
tion settings input file includes parameters that influence agent actions,
environmental interactions, and simulation run-time. We summarise a
representative range of simulation configuration settings in Table 1 and
present a comprehensive list as part of the official Flee documenta-
tion [61]. Flee 3 groups simulation settings across four categories, (i)
log_levels, which control the verbosity of the simulation in differ-
ent areas, (ii) spawn_rules, which define how agents are spawned
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Fig. 2. Overview of the Flee 3 architecture.

in the simulation, (iii) move_rules, which define when and how
agents move across the location graph, and (iv) optimisations,
which contain settings that enable faster (but less accurate) simulations.
These parameters collectively offer users the means to fine-tune the
simulation’s settings to align with their specific conflict instances and
study various scenarios.

3.4. Location graph representation

Flee’s simulations contain a graph-based spatial representation of
geographical regions, locations, and routes that interconnect them. This
spatial representation is essential, because it allows simulations users
to (i) accurately track where forcibly displaced people are expected to
go, (ii) introduce specific circumstances such as road closures (e.g. due
to a blockade or seasonal flooding) and (iii) more easily develop a
geospatial visualisation of any migration forecasts. The location graph
is used to track the agents’ movements within the simulation and to
investigate the routes and destinations available to them, given a set
level of awareness. Routes constitute the edges within this location
graph representation, and could represent paved roads or paths of a
different type (this aspect is discussed in depth by Boesjes et al. [63]).

Since its inception, the Flee location graph supports conflict
zone locations, which spawn new displaced person agents, town
locations which represent non-conflict and non-camp locations in the
country of origin, and camp locations which represents camps, shelters
and other safe havens abroad. Flee 3 extends this representation with
two new core location types: the IDPCamp locations serve as shelters
for internally displaced persons and function similarly to camps, except
that they reside within the country of conflict and can be configured
separately. In addition, marker locations indicate crossings where no
settlement is present. These locations do not affect decision-making in
Flee but enable post-processing tools to realistically visualise crossings
in the location graphs and enable the Diagnostics module to accurately
output the population breakdowns for each route. In addition, Flee 3
supports move chances and location weights that can be reconfigured
based on user-defined criteria. Moreover, in Flee 3 both locations and
links in the location graph can be annotated with custom attributes,
allowing users to incorporate new push- and pull-factor elements such
as food security and GDP. However, movement rules based on these
attributes still have to be hand-coded. This is a clear limitation we hope
to resolve in a future Flee version once we have a clearer understanding
of the main usage patterns of this version.

In Flee, agents interact within a defined network, affecting pop-
ulation values by either spawning or arriving in camps. This forms
the basis for simulating complex population displacement dynamics in
various contexts. We present a location graph, highlighting all the main
locations and route types used in Flee in Fig. 3.
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Table 1
Selection of Flee simulation parameters by category. The parameter awareness_level was introduced in version 1.0 but was completely redefined in version 3.0.

log levels Description Default New since

agent Agent verbosity level. Higher levels store all agent 0 3.0
movements.

link Link verbosity level. Higher levels store link populations by 0 3.0
time step, disaggregated by demographic attributes.

spawn_rules Description

conflict_spawn_decay An multiplier array describing how the number of displaced gradual decline over 3.0
persons per day changes over time after a conflict has 3 months [62].
occurred.

conflict_driven_spawning Base agent-spawning rates directly on conflict events. disabled. 3.0

camps_are_sinks Agents are deactivated once they reach a camp. false. 3.0

read_from_agents_csv_file Preload agents from a CSV file snapshot. false. 3.0

move_rules description

avoid_short_stints restrict displaced people that will take a break unless they at False 2.0
least travelled for a full day’s distance in the last two days.

awareness_Level Number of hops in the location graph that an agent takes 1 hop. *
into account when planning a route and detecting suitable
destinations.

capacity_scaling Scale-up preset camp capacities to loosen the assumptions in 1.0. 3.0
a validation setting.

camp_movechance Probability per day that an agent residing in a camp will 0.001 1.0
move elsewhere.

conflict_movechance Probability per day that an agent residing in a conflict zone 1.0 1.0
will move elsewhere.

default_movechance Probability per day that an agent residing in a 0.3 1.0
non-camp/non-conflict zone location will move elsewhere.

distance_power Adjust the importance of distance in weight calculations. inverse linear (1.0). 3.0

idpcamp_movechance Probability per day that an agent residing in an IDP camp 0.1 3.0
will move elsewhere.

max_move_speed Distance an agent can travel at most per day. 400km. 3.0

softening adds kilometres to every link distance to reduce the 10km 1.0
importance of route length in the route planning algorithm.

use_pop_for_loc_weight Location population affects its attractiveness. false. 3.1

home_distance_power if positive, locations further from an agents home location 0.0 (disabled) 3.1
are less likely to be chosen.

Optimisations Description

hasten Proportionally reduce agents in simulation and validation 1.0 (disabled) 3.0

data to reduce execution time.

Legend

Conflict
Spawns agents
High Move %

Arrivals tracked
Low Move %

IDPCamp
Arrivals tracked
Low Move %

Town Marker
Medium Move O for crossings
% No stopping
Camp / Shelter

Route / Link

—— Forced redirection

Fig. 3. Example of a location graph representation in Flee, containing all the main locations and route types. Markers and IDP Camps are new in version 3. Flee 3 features
reconfigurable move chances and location weights, therefore the exact move chances depend on the user configuration.

3.5. Interaction with the location graph

Every Flee simulation operates with a dedicated Ecosystem, as
illustrated in Fig. 4. This Ecosystem is the core component that en-
capsulates a list of all Person objects (or agents), the location graph,
and a concept of time within the simulation, as well as managing the
schedule for link closures. Technically, it is possible to employ multiple

Ecosystem instances within a single Flee simulation, yet traditionally,
a single instance has sufficed for our needs. In the example depicted
in the figure, the Ecosystem object stores the simulation state for Flee,
featuring ten agents within a fully connected location graph consisting
of three locations, however, typically, location graphs in Flee are not
fully connected and agents can reside on a link at the end of a time
step. The persons within an Ecosystem are distributed across processes
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Flee 3 Ecosystem

Interactions
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Fig. 4. Overview of the Ecosystem object, which stores the simulation state in Flee. This example features ten agents and a fully connected location graph with three locations.
Agents can reside on a link at the end of a time step (or day), and location graphs are normally not fully connected.

in parallel simulations [27], while the location graph is duplicated
and kept coordinated across these processes. Each person is associated
with a specific location or link, indicating their current position. Fur-
thermore, each Location in the graph is interconnected with adjacent
locations through one or more unidirectional Link objects, which can be
strategically used to enforce one-way forced redirections of agents. The
Ecosystem is not entirely isolated; it periodically gathers data from the
simulation settings input file as well as from files containing location
attribute, link attribute and conflict data. The outputs are directed
either to the run-script (and subsequently, recorded in the out.csv
file) or written to separate agent and link log files. In Flee, interactions
between Person agents are indirect: they primarily influence the prop-
erties of Locations and Links, which in turn affect their decision-making
processes. This indirect interaction model is advantageous for parallel
execution of the code. However, a limitation of this approach is that
simulations requiring more frequent agent interactions than the default
daily time step must be adjusted by reducing the time step size. This
means shortening the intervals, such as from one day to several hours,
to allow for these more frequent interactions within the same overall
simulation period. This design decision reflects our prioritisation of
computational efficiency and scalability in Flee’s architecture.

3.6. Spawning new agents

Historically, Flee simulations are used to predict where displaced
persons may go, with the total number of persons displaced over time
being an underlying assumption provided in advance by the user.
Essentially, for each agent spawned in a time step, the origin location
is selected using a population-weighted selection algorithm, assuming
that once a conflict occurs somewhere, it remains a conflict zone until
the end of the simulation. In Flee 3, we eliminate this latter assumption
by introducing a conflict_decay parameter. This parameter is con-
figured such that older conflicts will have reduced weighting over time,
with its weight reduced to a minimum of 10% of the original weight
after three months. This assumption is based on a study performed in
the ITFLOWS EU project [62].

One major complication of this general approach is that it can be
challenging or impossible for humanitarian organisations to predict
the number of expected displaced persons for conflicts that are yet to
occur. To complicate things further, accurately predicting the number
of displaced persons based on violence levels is a task fraught with

ethical issues as well. As a result, we choose to leave precise forecasting
of displacement numbers outside the main scope of Flee. However,
in Flee 3, we do introduce a new mechanism to calculate the num-
ber of displacements based on basic heuristics. This feature is called
conflict-driven spawning.

3.6.1. Conflict-driven spawning

The intention of the conflict-driven spawning feature in Flee 3 is
to provide users with a straightforward mechanism to generate the
number of conflict-driven displaced persons over time. When enabled,
conflict-driven spawning in Flee reads data from the conflicts input file
to dynamically spawn new agents. Each location is assigned a conflict
intensity value for each simulated day: 0.0 indicates no conflict, 1.0
indicates full-scale violence, and, as a new feature in Flee 3, intermedi-
ate values indicate smaller-scale conflicts. In historical scenarios, Flee
sources data from public databases such as ACLED [57]. However, for
future conflicts, users have the flexibility to define the expected conflict
evolution by integrating expert knowledge or using conflict prediction
tools, such as ML models.

The process of spawning agents is directly driven by the conflicts
as defined in the conflicts input file. The simulation allows for two
primary mechanisms to spawn agents in response to conflict intensity.
One approach involves using an absolute value; for instance, 1000
agents might be programmed to spawn in a specific location when the
conflict intensity reaches a value of 1.0 on a given day. Alternatively,
a fraction of the existing population can be used, such as deploying
1% of the remaining population from an area experiencing a conflict
intensity of 1.0. To ensure that the model does not become too difficult
to scrutinise and interpret, these spawn rates are designed to scale
linearly for conflict intensities between 0.0 and 1.0.

3.7. Dynamic evolution within time steps

To provide insight into the dynamic evolution of Flee, we present
a detailed overview of the tasks performed during each time steps in
Flee (which equals to a single simulated day) in Fig. 5. Each time step
encompasses four types of tasks: (i) all location scores are updated and
any new agents are spawned in conflict zones or other sources; (ii) all
agents perform an initial travel step; (iii) agents that are still moving
and have no yet covered their daily distance limit will have their
travel completed and (iv) the current population state for the various
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Tasks performed in Flee 3 for each time step (one day). l

Update location Output log files
scores and Initial tra\t/el of 3 Com;:lete Ialgent — for location and
spav;r;J ::t); new ™ agents LR link population

—

Flee 3.0 single agent Evolve() function

NO: Create route plan

Calculate move
chance

Route still known?

Y

Move the agent to the
next location (or until the
daily distance limit is
reached)

Destination
is full camp?

YES
A 4

\-){ Done |<—' Clear route plan

Fig. 5. High-level overview of tasks performed during a time step in Flee 3. Tasks
such as move chance calculation and route selection are reconfigurable, using Flee 3
simsetting.yml parameters.

locations and links is written to output log files. In this design, steps
(i)-(iii) are parallelised such that agents and locations are uniformly
distributed across the processes, and updated in parallel (for details,
please refer to Groen et al. [30]). Steps (ii) and (iii) are worth discussing
in more detail, because it is in these steps that the agent movement
is performed. We present the single agent decision-making algorithm
for step (ii) in the bottom of Fig. 5; this algorithm is also applied for
agents who are still travelling in step (iii), should they be reaching a
new location.

The single agent-decision algorithm encompasses two important
parts: first agents decide whether to move or not and second they
decide where to travel to. Both the move chance calculation and the
route selection are customisable using parameters in the simulation
configuration. Where in previous versions of Flee agents had to make
ad-hoc decisions about their next move during each time step, Flee
3 allows for more advanced route planning. Agents now plan their
routes based on the awareness_level parameter, setting a max-
imum route length they can plan for before executing this plan. If
significant changes occur at the planned destination during the journey,
such as overpopulation, agents have the option to abandon their initial
plan and create a new route. While on a planned route, agents can
take breaks at locations, but their overall path remains preset unless
a trigger condition (such as overpopulation in the planned destination)
forces a route cancellation.

This new route planning approach makes the decision-making pro-
cess of agents more intuitive, because it aligns more closely with
real-life behaviour and is easier to compare with actual evidence.
Furthermore, this approach greatly reduces computational overhead,
especially when the awareness level is high, as agents do not need
to recalculate their travel direction at every time step. What is still
an important limitation in our algorithm is that agents will always
first decide whether to move, and then choose the optimal path. This
approach has benefits in terms of conceptual simplicity and ease of
parallelisation. However, as a result of this design choice, the algorithm
does not support a mechanism where the availability of a particularly
favourable route will positively affect the likelihood that an agent
wishes to move.
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Fig. 6. Example browser-based visualisation from a Flee-based forecasting report.
Details about individual locations are shown in the bottom right when a particular
location is selected. Image courtesy of Save the Children.

3.8. Visualisation and interpretation

Through an array of runtime diagnostic outputs, we store updates
on the behaviours of individual agents over time, their interactions,
and the evolving state of the ecosystem. These diagnostic outputs can
be visualised in basic graph format, or adopted by third party tools to
provide more advanced and interactive visualisations. In Fig. 6 we show
an example visualisation which relies on the diagnostic outputs from
Flee 3. This visualisation, which is part of a preliminary visualisation
approach from Save the Children, allows users to explore for example
which types of agents visit which locations and which links are used
most extensively during the simulation. Alternative visualisation tools
for Flee have also been established over the years, for example by the
World Modellers Project led by the University of Columbia [64] and
the ITFLOWS project [32].

In general, visualisations using diagnostics from Flee 3 may encom-
pass agent trajectories, population distributions, location attributes,
and temporal changes. Geographic maps reveal migration routes and
agent concentrations, while heat maps can be used to showcase density
variations across locations. Graphs and charts present quantitative
trends, aiding in the analysis of population growth, movement pat-
terns, and environmental shifts. Having such visual outputs can support
decision makers in obtaining actionable insights, identifying correla-
tions, and uncovering causality. They may also help researchers and
decision makers to reveal migration trends influenced by conflict or
environmental factors, detect overcrowded regions, and explore dy-
namic interactions. Effective interpretation, driven by domain expertise
and data analysis, bridges the gap between raw simulation data and
meaningful insights, enabling decision-makers to better comprehend
and respond to the complex dynamics simulated by Flee. However, a
major challenge remains to establish a generic, sophisticated and open
source visualisation platform for Flee: many open-source visualisation
platforms lack the versatility to support the wide range of data explo-
ration contexts needed by its users, and several past tools have become
unusable over the years due to the deprecation or obsolescence of the
underlying (closed-source) technological platform.

4. Experimental setup

The primary aim of Flee is to predict the arrivals of persons dis-
placed by conflict and to do so in a timely way. To assess whether this
is the case, we perform the following types of tests:
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» Performance tests, to assess the time to completion and overall
scalability of the code in real-world modelling situations.

+ Validation tests, to assess the accuracy of Flee under different
assumptions and across different conflicts.

In the case of the performance tests, we chose to run the largest
real-world conflict situation that we have available: Ukraine 2022.
This conflict simulation features up to 23.6 million displaced persons.
For the validation tests, we chose ten other conflicts, and validated
these runs against observational data from UNHCR. These runs serve
to showcase how different rule sets can be effectively applied across
conflicts, and how Flee 3 enables us to model an even wider range of
conflict situations effectively. Note that at time of writing, we do not
yet have a (UNHCR) refugee data set that is systematically stratified by
one or more demographic properties. Because of these limitations, we
are therefore not yet able to validate our models in a stratified manner,
matching e.g. refugee arrivals by religions, gender or age.

4.1. Data integration

The effectiveness of Flee simulations relies on several external data
sources. Here, we present the key steps for merging these datasets into
Flee, with a focus on population and geospatial data.

To incorporate conflict events into Flee, we use ACLED, an extensive
repository detailing armed conflicts and political instability. The pro-
cess starts with acquiring ACLED’s dataset, and consolidating conflict
event details like location, date, and involved actors from various
sources. We then use preprocessing tools to reformat and refine the
data for simulation use. For instance, we map conflict events onto the
Flee environment to capture evolving conflict zones, using modified
conflict intensity values for conflict events that are relatively small
or large in terms of overall magnitude. To make estimations of total
displacement and for validation, we rely on data from the UNHCR
archive, as discussed by Suleimenova et al. [10].

We also use population data from various sources, including census
records and surveys to assign population values to individual locations
in the Flee location graph. When agent properties such as gender or
ethnicity are used in the simulation, we also use these data sources to
create demographic distributions for each location. Each demographic
attribute can be connected to Flee using a corresponding CSV file which
contains one row for each possible demographic value, and one column
for each location. In addition, these demographic CSV files contain a
Default column, which is used if a location is not explicitly listed in
one of the other columns.

Calculating accurate distances between locations is a major chal-
lenge, and there are several ways to do this. Most frequently, we rely
on road-based route planning tools such as the Open Source Routing
Machine (OSRM) [65]. However, in some cases, we adopt alternative
approaches like walking routes or river crossings (see e.g., [12]).

4.2. Simulation workflow automation and sensitivity analysis

A key challenge in migration forecasting involves efficiently running
simulations and analysing their outcomes, as illustrated in Fig. 1. To
accelerate its core model, Flee 3 relies on the parallelisation strategy
of its predecessor [30]. In addition we have developed the FabFlee
automation tool, a plugin of the FabSim3 automation toolkit [27], to fa-
cilitate a range of automated procedures. These automated procedures
are run using a single terminal command and include (i) validation
of Flee 3 across ten different conflicts, (ii) sensitivity analysis using
stochastic collocation to determine uncertainty caused by simulation
parameters [66] (this can also be used to guide the development of
new models [28]), (iii) the automated ensemble forecasting, running
multiple instances to produce forecasts that account for aleatoric uncer-
tainty or different conflict progressions [26,27]. Because Flee 3 has a
much larger number of parameters than previous versions, and because
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parameter sensitivities can vary per strongly conflict [28] (and even
more so when the code is applied to IDP problems), we intend to
perform an in-depth sensitivity analysis of the code across different
settings as part of a future project. One thing of interest here is to
examine the relation between differentiable agent-based models and
existing methods for systematic sensitivity analysis, and to explore
whether automatic differentiation [67] could be of value to us to more
efficiently perform sensitivity analysis for Flee 3 across large parameter
spaces.

FabSim3 is also crucial for the efficient execution of Flee 3 simula-
tions on the ARCHER2 Supercomputer and other HPC resources. Using
tools such as QCG PilotJob [68] we are able to perform ensemble fore-
casting runs involving 1000s of Flee executions. Using this ensemble
functionality, it is possible to run a batch of simulations that include a
range of different conflict progressions, different interventions or even
different conflicts altogether. For example, FabFlee contains automated
validation command (validate_flee) which uses this ensemble
execution functionality to compare simulation predictions across the
ten different conflicts against UNHCR data, and to then calculate
the validation error and generate visualisations. To help account for
aleatoric uncertainty, it is possible to perform this ensemble validation
with a specific number of replicated simulations. For instance, if the
number of replicas is set to 20, then each conflict will be simulated 20
times, with each simulation being compared to the UNHCR validation
data and the tool returning aggregate statistics of the validation results.
Lastly, unless stated otherwise, all runs performed in this paper use a
full single ARCHER2 node which contains 128 cores.

5. Results
5.1. Performance

Evaluating the performance of Flee 3, especially in large-scale, real-
world simulations, is a crucial aspect. In many ways, Flee 3 has similar
scalability characteristics to its predecessor. However, to showcase the
performance of Flee in a realistic situation we present scalability results
from a large and recent conflict-driven migration event (the Russian
invasion of Ukraine in 2022). During this war, which started on Febru-
ary 28th, 2022, and we simulated for 554 days, the number of persons
displaced abroad in the simulation grew from 6.34 million during the
first 100 days, to about 10 million after 200 days and 23.6 million after
554 days. In production simulations, designed for real-world applica-
tions and decision-making rather than just testing and development,
the number of agents typically increases as conflicts evolve, leading
to more displaced persons. As a result, Flee’s computational intensity
and scalability grow in the simulation’s later stages. This reflects the
dynamics of escalating conflicts and the system’s scaling behaviour.

We have conducted our simulation runs on the ARCHER2 Su-
percomputer, housed at the Edinburgh Parallel Computing Centre
(EPCC) [69]. ARCHER2 has 5860 computing nodes, each powered by
two AMD EPYC 7742 processors, cumulatively offering 128 cores per
node. Furthermore, every node has 256 GB of memory. One of the
key features of ARCHER? is its advanced networking capabilities. The
system is interconnected with a Hewlett Packard Enterprise (HPE) Cray
Slingshot network, providing 2 x 100 Gbps of bandwidth between
nodes. At the time of writing, ARCHER2 is ranked 39th in the Top
500 list of the world’s most powerful supercomputers with a peak
performance of approximately 20 Petaflop/s.

We provide an initial overview of the performance and scalability of
Flee 3 in Fig. 7. This figure illustrates how the wallclock time typically
decreases as we increase the number of nodes in simulations, although
the logarithmic curve begins to flatten beyond 8 nodes (512 cores). In
addition, we find that the simulation running for 554 days scales better
than the ones running for 200 days or 100 days. This difference can
be directly attributed to the problem size, as the number of displaced
persons tend to increase as a conflicts evolve (and with that, the number
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Fig. 7. Wallclock time spent simulating migration from Ukraine conflict by simulation
duration, using 1 up to 64 compute nodes.

of agents in Flee simulations). Aside from constraints in the problem
size, limitations in scalability are also caused by communication over-
heads (Flee synchronises information across locations at every time
step, see Groen et al. [30]), as well as a limited divergence in agent
behaviours due to the branching in our decision-making algorithm
(see Fig. 5). Divergent agent behaviours can seriously impact parallel
performance (see e.g. Chimeh and Richmond [70]), but in the case of
Flee this impact is mitigated due to the large number of agents per core
for real-life scenarios (typically more than 1000), the fact that it relies
on CPUs rather than GPUs, and its non-spatial distribution of agents
across its processes. Indeed, as our results show, large production
simulations can be completed within less than an hour in a regime
where the code is scalable. In fact, given more runtime (and cores) Flee
3 is able to support up to one billion displaced person agents like its
predecessor [30], although we hope that simulations of such scale will
never be required for real-world crisis response scenarios.

We present the parallel efficiency of Flee in Fig. 8, focusing on a
100-day-long simulation. In this scenario, using 64 nodes, we observe
that the communication overhead begins to negatively impact the
overall performance, leading to a slowdown when compared to the
performance on 32 nodes. With each node on the ARCHER2 Supercom-
puter containing 128 cores, we find that Flee 3 runs with 60% parallel
efficiency when using 512 cores for a 100 day production simulation,
and slightly more efficiently for a 200 day production run. When
running the conflict over its currently maximum available length (554
days), the scalability is much better, as on average the Flee simulation
contains more migrating agents (i.e. the problem size becomes larger).
For these runs, we still obtain a 60% parallel efficiency when using 32
nodes, or 4096 cores. Note that the runtime for our Ukraine simulation
is relatively short. This is primarily because our location graph has a
relatively coarse resolution and the awareness level of the agents is set
to 1.

5.2. Accuracy

Measuring the accuracy of forced population displacement simula-
tions is notoriously challenging, not least due to major challenges in
collecting and curating relevant and correct validation data. In 2017,
we presented a validation setting for Flee simulations which involves
using aggregate UNHCR refugee data to inform how many persons are
expected to be displaced, and camp-by-camp counts to validate how
well our forecasts perform in different locations over time [10]. A key
metric to measure the accuracy of forced population displaced forecasts
in this work is the averaged relative difference (ARD), which is defined
as follows:

zxes(lnxim,x,l ~ Nyataxt |)

Ndata,a/l,t

E®t) = (€Y)
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Fig. 8. Parallel efficiency of Ukraine conflict migration simulations by simulation
duration, using 1 up to 64 compute nodes.

Here, the predicted number of displaced persons in each camp
x of the set of all camps S at time ¢ is given by ng, ., and the
measured number of displaced persons, based on UNHCR data, by
Myaaxs+ The total number of displaced persons reported in the UNHCR
data, aggregated across all destinations at a given time ¢, is given by
Nyaaan,- We have slightly amended the notation of this definition
from Suleimenova et al. [10], to clarify that the total number observed
is given for a specific time point, and not across the whole simulation
period.

As part of this paper, we perform a revised and extended validation
test to assess the accuracy of Flee in historical conflict settings. In
comparison to previous validation studies, we revised the assumption
on camp capacities: instead of being equal to the highest value in
the validation data set we now set it to 1.25 times the highest value
in the validation data set. Although this new value leads to a higher
averaged relative difference or ARD (+0.05 on average) relative to the
UNHCR validation data, we believe it better reflects the fact that camp
capacities are often not precisely known in advance.

We perform our analysis across four different rule sets to enable
a side-by-side comparison: the 2.0 rule version, which mimics the
rules in Suleimenova et al. [28], but with the modified camp capacity
constraint, the modern rule set which has a lower camp move chance,
and less emphasis on distance in the link weighting (among other
things), the modern-aware rule set which introduces a wider aware-
ness range for each agent, and a fastflow rule set which has greatly
increased move chances and speeds. We present the ARD relative to
UNHCR observations of all validation runs in Table 2, using the rescaled
method documented by Suleimenova et al. [10]. Here we find that each
rule set performs differently across the validation settings, with the
fastflow rule set obtaining the lowest ARD overall (0.377). Although
the modern rule set obtains a slightly higher ARD on average (0.392),
we do recommend this rule set for users as it contains more realistic
assumptions about how fast individuals move. The 2.0 rules version
performs slightly worse still (average ARD of 0.416), although it does
give the best validation score in the case of Nigeria 2016. The worst-
performing rule set is modern—-aware (average ARD of 0.446), as
the enhanced awareness of agents beyond adjacent locations does not
lead to an accuracy improvement in most cases. Nevertheless, this rule
set does perform best in three out of ten settings, and therefore can
still be useful to adopt in certain situations. When combining the best-
performing runs across all four rule sets, we obtain an average ARD
across all settings of 0.317, with only the South Sudan 2013 conflict
resulting in an ARD above 0.5 (0.54). We also repeated the validation
runs with ensemble sizes of 25 replicas per country and found that the
aleatoric uncertainty in Flee runs is rather minimal, and the difference
between the highest and lowest ARD in each ensemble was less than
0.01 in almost all cases (and the standard deviation less than 0.003 in
all cases).
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Table 2

Overview of Flee validation performance across ten different conflicts, as compared to
observational data from UNHCR. We plot the averaged relative difference (ARD) of the
full simulation duration for four types of algorithms, assuming camp capacity at 125%
of the highest data point. These include runs with a ruleset that mimic Flee 2.0 (“2.0
rule”), as well as three Flee 3 rulesets (“modern”, “modern-aware” and “fastflow”)
which are explained in Section 5.2. Runs with the lowest ARD for each conflict are
highlighted with an asterisk.

Country Year 2.0 rule Average Relative Difference
Modern Modern-aware Fastflow

Nigeria 2016 0.21* 0.26 0.37 0.27
Mali 2012 0.34 0.33 0.62 0.29*
Syria 2013 0.37 0.34 0.32* 0.34
S. Sudan 2013 0.55 0.54 0.58 0.54*
Burundi 2015 0.57 0.49 0.43* 0.50
Nigeria 2022 0.47 0.47 0.51 0.45*
S. Sudan 2016 0.53 0.50 0.49 0.45*
Tigray 2020 0.40 0.38 0.36* 0.36
CAR 2013 0.41 0.39 0.44 0.35*
Mali 2017 0.33 0.22% 0.34 0.22
Average 0.416 0.392 0.446 0.377*

5.3. Relevance to practitioners

Over the years, Flee has found practical application and relevance in
real-world scenarios. This subsection highlights key collaborations and
tools that harness Flee’s predictive power to inform decision-making
and policy implementation.

One of the standout collaborations that highlight Flee’s real-world
impact is with ITFLOWS [32]. The ITFLOWS consortium has developed
the EUMigraTool, which serves to inform NGOs and other humanitarian
parties about likely migration patterns towards the EU and the current
level of community tension within the EU. The tool relies on Flee
3 to provide migration forecasts in accordance with the empirical
assumptions of the project and integrates these simulation results with
models for large scale migration and community tension to provide
a comprehensive dashboard for humanitarian partners. By including
Flee-produced data, the EUMigraTool provides comprehensive insights
into migration dynamics and facilitates the exchange of insights be-
tween academia, policymakers, and practitioners. A key requirement
from ITFLOWS for Flee was the ability to stratify migration patterns by
attributes such as gender and ethnicity, a major feature which is newly
introduced in Flee 3. ITFLOWS has also been instrumental in clarifying
the ethical implications of performing migration forecasts using Flee,
and on the question of how long conflict events influence the rise in
outbound migration.

Flee is also used in collaboration with Save the Children Interna-
tional [31], particularly in modelling the movement of populations dis-
placed by conflict. In Nigeria, results of Flee have been integrated with
preliminary dashboard tools from Save, and combined with emerging
ML-based approaches to provide accessible periodic migration forecasts
to the organisation. The feedback from Save has been instrumental
in the development of Flee 3, as their operational insights led to the
introduction of several new movement mechanisms in the code (such
as weighting the importance of people remaining close to their home
town). Currently we are investigating the application of Flee 3 in other
countries (such as Mozambique) as well as for other purposes (such as
modelling disaster-related migration patterns).

5.4. Ethics of migration forecasting

Forecasting migration patterns can help organisations to better
understand or resolve humanitarian challenges, but there are also risks
associated with it [71]. In particular, the use of forecasting results in
inappropriate contexts, the over-reliance on sensitive personal data and
the misuse of forecasting tools by malicious parties pose important
risks. A vital consideration is that many migration forecasting models
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are not publicly available. As a result, they are often inaccessible for
organisations that seek to provide humanitarian aid to arriving refugee,
whilst organisations with fewer financial constraints (such as political
organisations or governments) are able to obtain such capabilities.
Because Flee is developed openly, it provides a contribution towards
levelling the playing field between humanitarian support organisations
and other stakeholders.

Another distinctive advantage of Flee is its basis on explicit prior
assumptions without the need for training data. Flee is not a self-
learning tool and therefore does not qualify as artificial intelligence.
However, it is crucial to acknowledge that, like any tool, Flee’s sim-
ulation outcomes can be subject to misinterpretation or configuration
errors. Therefore, external scrutiny remains vital to ensure the accuracy
and quality of its forecasting results. Lastly, Flee 3 does not require the
use of personal information, as agents are created by sampling from
demographic distribution.

6. Conclusion

We have presented Flee 3, an agent-based modelling tool designed
to predict and analyse forced population displacement in conflict sce-
narios. Among other things, this version offers a wide range of mech-
anisms to define user-specific rulesets for spawning new agents and
defining agent behaviour, incorporates support for demographic prop-
erties, and delivers a vastly improved algorithm for route planning. We
have validated the code against UNHCR observational data from ten
different conflicts. Our results have shown that the averaged relative
difference between simulation forecasts and UNHCR data is 0.5 or less
in all but one cases for a single unified ruleset (“fastflow”), and that
the old ruleset corresponding to Flee 2.0 delivers the best validation
performance for only one of the ten conflicts. We have also investigated
the performance and scalability of Flee 3 in a simulation of the 2022
Ukraine conflict. Here our results show that the scalability of the code
improves during runtime due to the growth of number of agents in
the model, and that this large production problem can be run in full
with 78% parallel efficiency using 512 cores. At time of writing we
are investigating the use of grid-based location graphs, which may
deliver benefits in terms of spatial accuracy but also require Flee 3 to
be configured with a much higher awareness level, making runs more
computationally expensive.

Through its integration with the SEAVEA toolkit,' users are able to
apply tools such as FabSim3 and QCG-PilotJOB to efficiently run en-
semble forecasts containing 1000s of simulation runs that can account
for aleatoric uncertainty, as well as a diverse range of possible con-
flict scenarios or humanitarian interventions. The code has also been
integrated with EasyVVUQ, which enables users to quantify paramet-
ric uncertainties and perform systematic sensitivity analyses. Because
Flee 3 offers more flexible definition of agent rules and location/link
properties, it has now become possible to investigate the use of Flee 3
in new scenarios, such as modelling internal displacement. In fact, we
are exploring this new direction with the NGOs Save the Children and
World Watch Research, in two separate projects, at time of writing.
In addition, this latest version unifies a range of features that were
presented in separate versions in previous works

Although Flee 3 delivers major improvements in terms of flexibility
and scope of applicability, there are still important limitations. Most
notably the code does not yet support the creation of new decision-
making mechanisms by users without source code modification. This is
because we do not yet have sufficient awareness of how current and
future Flee users intend to customise the behavioural rules of agents.
For the time being, we incorporate new mechanisms on behalf of users
through GitHub issue requests, for example from Save the Children or
Columbia University. Once we have a better awareness of how users
typically wish to define new agent rules, we intend to develop Flee 4
and introduce a systematic way of composing custom agent behaviours
(e.g., using a domain-specific language or a graphical interface).

1 https://www.seavea-project.org
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