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Abstract

The evaluation of the measurement of double-spin asymmetries for charge-separated pions and kaons produced in deep-inelastic
scattering from the proton using the ECCE detector design concept is presented, for the combinations of lepton and hadron beam
energies of 5 × 41 GeV2 and 18 × 275 GeV2. The study uses unpolarised simulated data that are processed through a full GEANT
simulation of the detector. These data are then reweighted at the parton level with DSSV helicity distributions and DSS fragmen-
tation functions, in order to generate the relevant asymmetries, and subsequently analysed. The performed analysis shows that the
ECCE detector concept provides the resolution and acceptance, with a broad coverage in kinematic phase space, needed for a robust
extraction of asymmetries. This, in turn, allows for a precise extraction of sea-quark helicity distributions.

Keywords: ECCE, electron-ion collider, semi-inclusive deep-inelastic scattering, helicity parton distribution functions
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1. Introduction

The measurement of the longitudinal double-spin asymme-
try in deep-inelastic scattering (DIS) provides an experimen-
tally clean access to the helicity parton distribution functions
(PDFs). The asymmetry is proportional to the sum of con-
volutions of helicity distributions and fragmentation functions,
where the convolutions are weighted by the charge squared of
the parton struck in the DIS process. Through the measure-
ment of asymmetries in semi-inclusive DIS, where the formed
hadron is tagged, one gains sensitivity to the parton flavour.
The combined analysis of existing measurements of longitu-
dinal double-spin asymmetries in inclusive and semi-inclusive
DIS as well as in proton-proton collisions already provides con-
straints on parton helicity distributions at moderate Bjorken-
x, xB [1]. Yet, because of absence of data, the sea-quark and
gluon helicity distributions, at lower values of xB, suffer from
large uncertainties. The measurement of inclusive DIS at the
Electron-Ion Collider (EIC) is expected to provide strong con-
straints on the gluon helicity distribution at low xB, since the
large Q2 coverage of the EIC allows one to probe Q2 evolu-
tion, while the strength of semi-inclusive measurements at an
EIC lies in the determination of the individual sea-quark helic-
ity distributions. The expected performance of the EIC Com-
prehensive Chromodynamics Experiment (ECCE) detector for
the measurement of longitudinal double-spin asymmetries in
the production of charge-separated pions and kaons in semi-
inclusive DIS is evaluated through the study of a Monte-Carlo
simulation. The result of this study is presented in this note.

In section 2, the used Monte-Carlo simulations as well as the
data selection are described. In section 3, the asymmetries ex-
tracted from the Monte-Carlo simulation are presented, while
in section 4 the impact of the foreseen measurements on the
helicity distributions are shown. Finally, in section 5, the con-
clusions are summarised.

2. Data selection and Monte-Carlo reweighting

The semi-inclusive DIS events are generated with the
PYTHIA-6 [2] (eRHIC) Monte-Carlo simulation, using the
same steering-card settings as those used for the Yellow Re-
port [3]. Only the default PYTHIA initial-state and final-state
radiation are included in this simulation, while dedicated ra-
diative effects are absent. Radiative effects present in mea-
surements can be evaluated through unfolding techniques using
dedicated Monte-Carlo simulations. The generated output is
passed through a full GEANT simulation of the ECCE detector.
The detector configuration of the second simulation campaign,
i.e., the ‘July concept’ [4, 5], is used to produce and reconstruct
the simulated data for the here presented studies. Unless stated
otherwise, the field strength of the ECCE solenoid supercon-
ducting magnet is set to 1.4 T.

Since the PYTHIA-6 Monte Carlo does not include helicity
distributions, the simulated data needs to be reweighted1. The
applied weights are evaluated at next-to-leading order in pertur-
bative QCD, at the generated values of the kinematic variables
xB, Q2 = −q2, and z = (p · Ph)/(p · q), where q, p, and Ph

represent the four momenta of, respectively, the virtual photon,
beam proton and created hadron. The weights are of the form

1 + λD(y)
∆ ⊗ Dq,g→h

Fh
UU

, (1)

where λ = +1 or λ = −1 depending if the beam lepton and
beam proton have their spin orientation respectively parallel or
anti-parallel. The respective orientation of the spin of the lep-
ton and proton beams is for each event randomly simulated.
The depolarisation factor is represented by D(y), where y is
the inelasticity. The depolarisation factor depends on the ra-
tio of the longitudinal-to-transverse virtual-photon absorption

1Only the processes with PYTHIA ID 99 and 131–136 are reweighted.
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Q2 > 1 GeV2 1 GeV2 < Q2 < 100 GeV2 Q2 > 100 GeV2

18 × 275 GeV2 21.923 pb−1 21.995 pb−1 1231.564 pb−1

5 × 41 GeV2 61.402 pb−1 61.483 pb−1 5944.374 pb−1

Table 1: Luminosity of the various Monte-Carlo data sets, generated at the energy configurations 18 × 275 GeV2 and 5 × 41 GeV2.

1.0e-05 1.58489e-05 2.51189e-05 3.98107e-05 6.30957e-05
1.0e-04 1.58489e-04 2.51189e-04 3.98107e-04 6.30957e-04

xB 1.0e-03 1.58489e-03 2.51189e-03 3.98107e-03 6.30957e-03
1.0e-02 1.58489e-02 2.51189e-02 3.98107e-02 6.30957e-02
1.0e-01 1.58489e-01 2.51189e-01 3.98107e-01 6.30957e-01

1.0
1.0 1.77828 3.16228 5.62341

Q2 [GeV2] 10.0 17.7828 31.6228 56.2341
100.0 177.828 316.228 562.341

1000.0 10000.0
0.01 0.05 0.10 0.15 0.20

z 0.25 0.30 0.40 0.50 0.60
0.70 0.80 0.90 1.00

Table 2: Used kinematic bins in xB, Q2, and z.

cross sections. For the evaluation of this ratio, the parametri-
sation from Ref. [6] is used. The term ∆ stands for e2

q∆q,
with e2

q the parton charge squared and ∆q the quark helic-
ity PDF, or ∆g, the gluon helicity PDF, depending if the pri-
mary, struck parton is a quark or a gluon. The symbol ⊗
represents the convolution integral of the parton helicity dis-
tribution and the fragmentation function, Dq,g→h, evaluated at
next-to-leading order. As input, the DSSV14 helicity distribu-
tions [1, 7] and the DSS14 pion and kaon fragmentation func-
tions [8, 9] are used. The unpolarised structure function Fh

UU
is the (charge-squared) weighted sum of the convolution in-
tegrals of the spin-independent PDFs and fragmentation func-
tions. For the PDFs, the NNPDF30 nlo as 0118 set [10], evalu-
ated through the LHAPDF interpolator [11], is used. The next-
to-leading order semi-inclusive DIS coefficients needed in the
calculation are taken from Ref. [12].

Data have been simulated for various sets of lepton and pro-
ton beam energies: 5 GeV and 41 GeV, 10 GeV and 100 GeV,
18 GeV and 100 GeV, and 18 GeV and 275 GeV. In order to
illustrate the impact of the ECCE design on the determination
of the helicity distributions, the studies for data simulated at
the highest and lowest centre-of-mass energies,

√
s, are pre-

sented. For these energies, the simulated data sets, generated
for different regions in Q2, and their corresponding luminosity
are summarised in table 1. In the present study, the statistical
uncertainties of the asymmetries are scaled to an integrated lu-
minosity of 10 fb−1.

For the evaluation of the double-spin asymmetries, events
satisfying the following criteria are selected: Q2 > 1 GeV2,
in order to be in the DIS regime, a squared invariant mass of the
photon-nucleon system W2 > 10 GeV2, in order to avoid the
region dominated by baryon-resonance production, and an in-
elasticity 0.01 < y < 0.95, where the upper cut aims at limiting
contributions from QED radiation and the lower cut removes
events with a degraded resolution in the particle’s momentum
reconstruction. The (reconstructed) hadrons are identified using

the generated Monte-Carlo information and their fractional en-
ergy with respect to the energy of the virtual photon exchanged
in the lepton-proton interaction, z, is restricted to lie above 0.01,
in order to limit contributions from target fragmentation. No
special requirement is placed on the hadron rapidity. The rapid-
ity distribution (in the laboratory frame) of the generated and
reconstructed pions and kaons is presented in figure 1. The se-
lected data sample is evaluated in 25 bins of xB, 13 bins of Q2,
and 13 bins of z, as presented in table 2.

3. Evaluation of the asymmetries

Experimentally clean access in semi-inclusive DIS to the he-
licity distributions is provided by the extraction of longitudinal
double-spin asymmetries. Assuming constant lepton-beam and
proton-beam polarisation, respectively Pe and Pp, they can be
written as:

Ah
∥
(xB,Q2, z) =

1
Pe Pp

−→
−→
Nh

−→
−→
L
−

←−
−→
Nh

←−
−→
L

−→
−→
Nh

−→
−→
L
+

←−
−→
Nh

←−
−→
L

(xB,Q2, z) (2)

= D(y)Ah
1(xB,Q2, z), (3)

where
−→
−→
Nh (
←−
−→
Nh) represents the number of semi-inclusive DIS

hadrons of type h in bin (xB,Q2, z) collected with (anti-)parallel

beam-spin orientation, while
−→
−→
L (
←−
−→
L ) is the corresponding lumi-

nosity. The asymmetry Ah
∥

represents the asymmetry with re-
spect to the lepton-beam direction, while Ah

1 is the asymmetry
with respect to the virtual photon and gives access to the con-
volution of the parton helicity distributions and fragmentation
functions.

In the present simulation, Nh is obtained by reweighting each
event, as described in section 2, while the randomly generated
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Figure 1: Rapidity distribution (in the laboratory frame) of generated (green line) and reconstructed (blue line) pions (left) and kaons (right).

relative beam-spin orientation results in
−→
−→
L ≈
←−
−→
L . The lepton and

proton beam polarisations are set to 100% in the simulation,
but in order to account for experimentally realistic conditions,
a beam polarisation for both beams of 70% is assumed in the
evaluation of the statistical uncertainty.

In the following, the depolarisation factor is set to 1 for the
evaluation of the systematic uncertainties, both in equation 1 for
the reweighting of the simulation and for the extraction of A1 in
equation 3. The reason for this approach lies in the enhance-
ment of small differences between generated and reconstructed
data points when introducing the depolarisation factor due to
fluctuations that result solely from the limited amount of gen-
erated Monte-Carlo data. For the evaluation of the statistical
uncertainty, the actual value of the depolarisation factor is used
in equations 1 and 3 and in addition it is required to lie above
0.1.

The generated asymmetries, evaluated from the generated
scattered beam-lepton and hadron information, as well as the
reconstructed asymmetries, evaluated from the scattered beam
lepton and created particles reconstructed by the ECCE detec-
tor, based on tracking information only, are presented in figure 2
for positive pions and in figure 3 for negative kaons, for the
beam-energy configurations 5 × 41 GeV2 and 18 × 275 GeV2.
The depolarisation factor is set equal to 1 here. The different
behaviour of the kaon and pion asymmetries at larger z values
reflects the fact that, contrary to the pion, the negative kaon
and the proton do not have a valence quark flavour in common.
As can be seen from the figures, the reconstructed asymmetries
agree quite well with the generated asymmetries, and any ef-
fect from unreconstructed hadrons or smearing of the kinematic
variables due to finite detector resolution stays very limited. In
that sense, the ECCE design is robust and satisfies the require-
ments needed for the extraction of double-spin asymmetries.

The figures also clearly show the broad kinematic coverage
in xB, Q2, and z, with the two centre-of-mass energies cover-
ing complementary regions in xB for the different ranges in z.
The data collected at high centre-of-mass energy allows one to
reach xB values down to 10−4. Such broad kinematic coverage
is needed for a precise extraction of the various parton helicity
distributions.

In a realistic experimental situation, an unfolding procedure
would be applied to the measured asymmetry in order to extract
the ‘physics’ asymmetry, free from detector effects. The appli-
cation of such unfolding procedure in the present study would
allow to extract a ‘physics’ asymmetry, which approaches the
generated asymmetry more closely. Such unfolding would re-
quire a vastly larger sample of simulated data and an elaborate
procedure, which surpasses the purpose of the present study. In-
stead, it is decided to take the difference between the generated
and the reconstructed asymmetry as a systematic uncertainty in
each kinematic (xB, Q2, z) bin. The corresponding, evaluated
uncertainty is expected to constitute an upper limit on the sys-
tematic uncertainty. In addition to this systematic uncertainty, a
global scale uncertainty of 2%, stemming from the uncertainty
in each of the two beam polarisations, is taken into account.

The statistical and systematic uncertainties on the A1 asym-
metry are summarised in figure 4 for positive pions and in fig-
ure 5 for negative kaons. The central value on the vertical axis
is meaningless and only has been chosen for clear visibility.
The error bars represent the statistical uncertainty (scaled to an
integrated luminosity of 10 fb−1 and accounting for beam polar-
isations of 70%), while the error band represents the combined
systematic and statistical uncertainties. An additional 2% scale
uncertainty originating from the uncertainty in the beam po-
larisations also needs to be included. On average, the system-
atic uncertainty is larger than the statistical uncertainty, yet, still
very limited. The evaluation of the uncertainties shows that the
ECCE detector design is suited to provide data with adequate
precision.

Finally, figures 6 and 7 illustrate the asymmetry that would be
obtained after an unfolding procedure on the asymmetry mea-
sured with the ECCE detector2, for 10 fb−1 of data collected at
5 × 41 GeV2 and 18 × 275 GeV2, respectively, for the range
10.0 GeV2 < Q2 < 17.8 GeV2 and three ranges in z. The sys-
tematic uncertainties, evaluated as described above, are indi-
cated as well. These figures again clearly illustrate the com-
plementarity between data collected at the two centre-of-mass

2In practice, the central values of the reconstructed asymmetries have been
replaced here by those of the generated ones, for the kinematic bins for which
an asymmetry is reconstructed.
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Figure 2: Generated (squares) and reconstructed (circles) double-spin asymmetries with D(y) = 1 for positive pions, as a function of xB and for selected ranges in
z (panels) and Q2 (colors). The data points are drawn at, respectively, the average generated and average reconstructed xB in each bin. The data are generated at
5 × 41 GeV2 (top two rows) and 18 × 275 GeV2 (bottom two rows) and scaled to an integrated luminosity of 10 fb−1.

energies and their reach in xB for a fixed range in z.

As stated previously, the here performed studies are based on
simulations with the field strength of the ECCE superconduct-
ing solenoid set to 1.4 T. An alternative configuration, where
the field strength is set to 3.0 T has also been considered. The
influence of the higher magnetic field strength is illustrated in

figures 8 and 9. As figures 4–5, figure 8 shows the uncertainties
in the A1 asymmetry as a function of the kinematic coverage in
xB (x axis) and Q2 (colors). Here, the results for 18×275 GeV2

and one bin in hadron fractional energy 0.10 < z < 0.15 are
shown. Comparing the 1.4 T setting (first panel) and the 3.0 T
setting (second panel), it can be seen that the 3.0 T configura-
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Figure 3: Generated (squares) and reconstructed (circles) double-spin asymmetries with D(y) = 1 for negative kaons, as a function of xB and for selected ranges in
z (panels) and Q2 (colors). The data points are drawn at, respectively, the average generated and average reconstructed xB in each bin. The data are generated at
5 × 41 GeV2 (top two rows) and 18 × 275 GeV2 (bottom two rows) and scaled to an integrated luminosity of 10 fb−1.

tion allows for a similar kinematic coverage as the 1.4 T config-
uration. The observed behaviour is similar in all of the z bins.
Additional information is provided in figure 9, which shows
the ratio of the statistical uncertainties in the asymmetry for the
1.4 T and 3.0 T configuration for 0.10 < z < 0.15 (left) and
0.60 < z < 0.70 (middle). The low-z bin is in general pop-

ulated by low-energetic hadrons. Since these are more likely
to be deviated out of the detector acceptance by higher mag-
netic fields, the ratio of the uncertainties is on average below
1.0 for this low-z bin. A higher-z region, depicted in the middle
panel, illustrates the fact that the higher-energetic hadrons are
less deviated by a higher magnetic field, resulting in an average
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Figure 4: Statistical (error bars) and total (error bands) uncertainty for each (xB, Q2) bin and for selected ranges in z, for positive-pion A1 asymmetries at 5×41 GeV2

(top two rows) and 18×275 GeV2 (bottom two rows). An additional global scale uncertainty of 2% accounts for the uncertainty in the beam polarisations, as indicated
in the figure. The central value on the vertical axis of the data points has no meaning.
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statistical-uncertainty ratio centered around 1. An increase of
the ratio as a function of xB is observed for fixed values of Q2,
a trend most clearly observed in the lower z region, though also
visible for higher z values. This means that the 3.0 T configura-
tion allows for a better coverage at larger values of xB for fixed
Q2, apart for the highest xB bin at fixed Q2, where a drop of the
ratio, likely linked to the lower cut on y and finite resolution, is
observed.

4. Evaluation of the helicity distributions

The impact of the ECCE data on the helicity distributions
is evaluated for the energy configurations 5 × 41 GeV2 and
18 × 275 GeV2. The procedure for the determination of the
impact of the ECCE data follows that adopted in Ref. [13].
For the present study, the set of helicity distributions from
Ref. [13], obtained by combining the standard data set of the
global DSSV14 analysis [7] with simulated EIC inclusive DIS
data at

√
s = 45 GeV, is used. With this set, A1 asymmetries

are generated and subsequently Gaussian smeared according to
the uncertainties of the original data set (i.e., the original ex-
perimental data set and the simulated data at

√
s = 45 GeV).

Following this, new sets of parton helicity distributions are ex-
tracted through a fit of the sets of replicated data. The im-
pact of the here studied semi-inclusive DIS ECCE data is then
evaluated by performing a reweighting of the obtained repli-
cas, where the weight of each replicated data set is modified
according to how well it reproduces the pion and kaon asym-
metries from the simulated ECCE data at 5 × 41 GeV2 and
18 × 275 GeV2. The outcome of this reweighting represents
the combined impact of the EIC inclusive and semi-inclusive
DIS data.

Note that in principle one could start from the original set of
DSSV14 helicity distributions. However, given the high pre-
cision of the EIC data and its partially new phase-space cov-

erage, reweighting the original DSSV14 helicity distributions
would result in a very limited number of helicity distributions
in agreement with the ECCE data, and as a result it would com-
promise the statistical accuracy. Likewise, a cut of xB > 10−4

was imposed on the simulated data used in the reweighting ex-
ercise, since otherwise the number of reweighted replicas with
non-negligible weights would be too small to obtain any reli-
able statistical information. The inclusion of the complete data
set would require to perform a new global analysis that would
presumably lead to even smaller uncertainties for the sea-quark
distributions.

The impact of the ECCE data at 5 × 41 GeV2 and 18 ×
275 GeV2 on the sea-quark helicity distributions is shown in fig-
ure 10. Here, the helicity distributions for ū, d̄ and s as well as
their uncertainty estimates are presented. The most noticeable
feature after the inclusion of the ECCE semi-inclusive DIS data
is the reduction of the uncertainty of ∆ū and ∆d̄ for xB < 10−2.
This is driven by the data for pion production. As expected, and
due to the charge factor, the ū distribution is better constrained
than that of d̄. Note that the impact at xB < 10−4 is a conse-
quence of the chosen parameterisation of the distributions.

5. Summary and outlook

The evaluation of the measurement of double-spin asymme-
tries in semi-inclusive DIS using the ECCE detector has been
presented for pion and kaon production. The study shows that
the ECCE design is well suited for the measurement of such
asymmetries and for the subsequent extraction of parton helic-
ity distributions. Firstly, the resolution of the ECCE detector is
such that the smearing of kinematic variables is limited. Sec-
ondly, the design provides a good acceptance, allowing for the
measurement of asymmetries that already without corrections
reflect closely the generated asymmetries. Furthermore, the en-
visioned detector provides a broad kinematic coverage in xB,
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Figure 9: Ratio of the statistical uncertainties for positive-pion A1 asymmetries at 18 × 275 GeV2 with the 1.4 T and 3.0 T configurations, as a function of xB (x
axis) and Q2 (color), for 0.10 < z < 0.15 (left ) and 0.60 < z < 0.70 (middle).
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Q2 and z, aided by the possibility to vary the beam energies.
In turn, the broad kinematic coverage, down to xB = 10−4, and
a high precision are essential to constrain the helicity distribu-
tions, in particular the sea-quark and gluon helicity distributions
at low xB, which so far remain largely unconstrained.
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