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Abstract 

Machine Learning (ML) algorithms are emerging in various industries as a powerful 

complement/alternative to traditional data regression methods. A major reason is that, unlike 

deterministic models, they can be used even in the absence of detailed phenomenological knowledge. 

Not surprisingly, the use of ML algorithms is being explored also in heat transfer applications. It is of 

particular interest in systems dealing with complex geometries and underlying phenomena (e.g. fluid 

phase change, multi-phase flow, heavy fouling build-up). However, heat transfer systems present 

specific challenges that need addressing, such as the scarcity of high-quality data, the inconsistencies 

across published data sources, the complex (and often correlated) influence of inputs, the split of data 

between training and testing sets, and the limited extrapolation capabilities to unseen conditions. In an 

attempt to help overcome some of these challenges and, more importantly, to provide a systematic 

approach, this article reviews and analyses past efforts in the application of ML algorithms to heat 

transfer applications, and proposes a regression framework for their deployment to estimate key 

quantities (e.g. heat transfer coefficient), to be used for improved design and operation of heat 

exchangers. The framework consists of six steps: i) data pre-treatment, ii) feature selection, iii) data 

splitting philosophy, iv) training and testing, v) tuning of hyperparameters, and vi) performance 

assessment with specific indicators, to support the choice of accurate and robust models. A relevant 

case study involving the estimation of the condensation heat transfer coefficient in microfin tubes is 

used to illustrate the proposed framework. Two data-driven algorithms, Deep Neural Networks and 

Random Forest, are tested and compared in terms of their estimation and extrapolation capabilities. The 

results show that ML algorithms are generally more accurate in predicting the heat transfer coefficient 

than a well-known semi-empirical correlation proposed in past studies, where the mean absolute error 

of the most suitable ML model is 535 [𝑊𝑚2𝐾−1], compared to the error using the correlation of 1061 

[𝑊𝑚2𝐾−1]. In terms of extrapolation, the selected ML model has a mean absolute error of 1819 

[𝑊𝑚2𝐾−1], while for the correlation is 1111 [𝑊𝑚2𝐾−1], indicating a disadvantage of the use of semi-

empirical models, although the comparison was not entirely suitable, given that the correlation was used 

as is and no training was done. In addition, feature selection enables simpler models that depend only 

on features that are potentially most related to the target variable. Special attention is needed however, 

as overfitting and limited extrapolation capabilities are common difficulties that are encountered when 

deploying these models. 

1. Introduction 

The thermal performance of heat exchangers is predominantly dependent on the value of the heat 

transfer coefficient (HTC), which determines the rate of heat exchanged for a given area. Its value is 

the result of a series of complex interactions between the thermo-physical properties of fluids, the 

geometry of the system, operating conditions and several other factors (e.g. metallurgy, surface 

conditions, fouling, etc.) [1, 2]. Accurate estimation of the heat transfer coefficient is important to better 

design and monitor heat transfer equipment. The efficiency of such equipment plays a crucial role in 

energy systems in terms of safety, profitability, and impact on the environment. Given that thermal 

energy usage represents a substantial proportion of the total energy consumption in developed countries, 

efficient heat transfer is critical to increase the sustainability of industries across multiple sectors, such 
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as chemical, biochemical, petrochemical, oil and gas, food, electronic, solar energy, pulp and paper, etc 

[3, 4]. As an example, thermal energy usage in the United Kingdom corresponds to approximately 50% 

of the total energy consumption and the related processes are responsible for around a third of the 𝐶𝑂2 

emissions in the entire country [5]. In this context, there is a need for more accurate prediction of the 

rate of heat transfer in traditional industrial heat transfer equipment, but, more critically, to develop new 

and accurate tools to estimate these quantities for novel technologies, to enable transfer to and adoption 

by the process industries. Many of the novel technologies arising tend to involve complex geometries 

(e.g. for heat transfer enhancement) and underlying phenomena (e.g. fluid phase change, multi-phase 

flow), with multiple interacting variables and non-intuitive effects. The use of ML algorithms emerges 

as a promising alternative to traditional correlation approaches to identify key variables and capture 

their impact on the rate of heat transfer. While the use of ML algorithms to heat transfer applications 

has been explored in the past, as will be reviewed in the following, there is no systematic approach to 

apply these tools while taken into consideration the specific challenges encountered in the field. The 

objective of this work is to develop a framework to provide to help in better analysing data in complex 

heat transfer applications and easily train models to estimate relevant quantities, even with limited 

understanding of the underlying phenomena involved. 

A great deal of research efforts was put in the 1960s and 1970s to devise design methods for single-

phase, two-phase and multi-phase systems which are still used today [6, 7, 8]. These traditional methods 

for estimating local HTCs consisted in performing experiments to calculate specific dimensionless 

numbers and establishing correlations among them. For example, in turbulent single-phase flows, the 

Chilton-Colburn [9] and the Dittus-Boelter [10] correlations, where the Nusselt number is a power 

function of both Reynolds and Prandtl numbers, have a typical error range of 10% - 30% [11, 12]. 

However, over the last decades, researchers have tried to improve the accuracy of these correlations by 

using linear or nonlinear regression techniques. In two-phase flows, the complexity of the phenomena 

involved increases exponentially and many more system characteristics must be accounted for. For 

example, small changes in operating conditions may lead to a transition from one flow pattern to 

another, which profoundly affects heat transfer [13, 14, 15]. For this reason, efforts have focused on 

developing robust correlations to estimate the two-phase HTCs, particularly in the area of cooling of 

electronics [16, 17, 18], refrigeration and air conditioning [19, 20, 21, 22]. This is not a trivial task, as 

a successful attempt would need large amounts of experimental data and a deep understanding of the 

underlying heat and mass transfer mechanisms. The inherent complexity of these systems, whose 

behaviour is determined by several, interacting phenomena, leads to a lack of fundamental 

understanding of the correlations among variables. As a result, appropriate mathematical models 

capable of estimating and predicting target variables (e.g. a two-phase HTC) as a function of relevant 

inputs are challenging to develop and validate, and very often computationally expensive to solve. An 

example is large-scale heat transfer problems solved with computational fluid dynamics, which need to 

solve a set of extremely large numbers of equations and suffer from convergence problems [23, 24].  

An alternative approach to traditional regression methods is using data-driven methods that have been 

receiving great attention in various areas of science and engineering. This is due to the rapid 

development in computational power, the lower cost of sensors, and storage capacity, which lead to 

wider availability of data and more efficient algorithms such as artificial intelligence, and more 

specifically machine learning (ML). These algorithms and data-driven approaches do not necessarily 

require a deep phenomenological understanding of the systems and can provide a solution to problems 

that may be too challenging to solve with deterministic models [25]. ML and heat transfer has not been 

an exception. 

In this context, the optimal mapping of specific inputs to targeted outputs, using previously measured 

data, is the main goal of Supervised Learning (SL), which is a widely studied branch of Machine 

Learning [26]. In cases where input and output variables are continuous, these methods are referred to 

as Regression, which is commonly used in heat transfer applications, particularly linear and nonlinear 

regression models. The deployment of regression algorithms varies depending on the characteristics of 

the desired model. This range covers simple implementation approaches such as a linear model, to more 

abstract and complex methods such as Deep Neural Networks (DNNs) or Random Forest (RF). These 

methods present the advantage of exploiting the availability and interactions of measured or calculated 
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data efficiently, as well as being able to be trained with simplicity [27]. All these characteristics enable 

predictive capabilities that facilitate the design of predictive analytics or decision-making criteria. 

However, there are very well-known challenges in the application of the ML algorithms namely, the 

size and quality of the collected data and model performance assessment. As discussed below, heat 

transfer problems are not an exception. 

This work aims to (i) review state-of-the-art in the application of ML to heat transfer problems; (ii) 

identify benefits and limitations of ML-based regression approaches applied to heat transfer systems; 

(iii) provide a framework for the systematic use of ML algorithms to regress heat transfer data, as an 

alternative to classic correlations; and (iv) illustrate the approach with a relevant Case Study. The work 

is structured as follows. Section 2 reviews past efforts in the application of ML algorithms to regress 

heat transfer data and analyses the main challenges encountered. Section 3 describes in detail regression 

models from the ML perspective and compares the approach against classic methods. Section 4 provides 

a step-by-step description of the framework developed in this work. In Section 5, the case study used 

to illustrate the application of the framework is introduced: the estimation of the condensation heat 

transfer coefficient in microfin tube systems. Section 6 provides the specific method used in the case 

study, where two regression algorithms are tested and compared with a validated and widely used 

deterministic correlation for the same system [16]. The use of different input features, hyperparameter 

tuning on each algorithm, and their sensitivity to specific features are assessed to identify those 

scenarios where ML can provide benefits over the use of empirical correlations, and those where the 

latter option seems to be more desirable. The results and outcomes of the Case Study are shown and 

discussed in Section 7 and the conclusions are presented in Section 8. 

2. Application of ML Algorithms to Heat Transfer Problems: Literature Review 

ML algorithms applied to heat transfer problems require large amounts of data over a wide range of 

operating conditions, geometrical parameters and working fluids. Obtaining these large datasets is time-

consuming. Moreover, as multivariate regression (e.g. more than one input variable) is used in most 

heat transfer applications, it is of great significance that the each input variable is selected properly. 

Data quality is another challenge that very much depends upon the class of heat transfer problems (these 

classes are defined next) and the scale of the heat transfer system. For instance, in industrial scale 

problems, several factors may affect the quality of the measurements including large measurement 

errors, missing measurements or unexpected events. The quality of the collected data has a significant 

effect on the ML model performance since these models fundamentally rely on the features of the data. 

Obtaining high-quality data across various sources is a major challenge in the heat transfer area due to 

potential inconsistencies across these sources. 

Among the challenges described above, the latter becomes important when assessing a models’ 

prediction capabilities, including accuracy and extrapolability. The model accuracy refers to the error 

between the ML outputs and the real data. Extrapolability refers to the model prediction capabilities on 

the data that does not lie in the search space. This is of great relevance in heat transfer. The performance 

of the models can also be assessed against the accuracy of existing models in the literature. Knowing 

these challenges allow for a systematic classification of types of heat transfer problems that are suitable 

for ML deployment. 

Heat transfer problems where an ML approach can be applied are broadly classified into i) design and 

synthesis of heat transfer systems, ii) operation of heat transfer systems, iii) calculation of 

thermophysical properties and iv) fundamentals of heat transfer phenomena. ML algorithms have been 

applied to the synthesis of heat exchanger networks with the aid of genetic algorithms [28, 29] and to 

optimise the design of heat exchanger geometry [30, 31, 32]. The challenge here is to ensure that ML 

algorithms incorporate manufacturability considerations and meet generally accepted industry 

standards for construction. From an operational point of view, ML algorithms have been applied to the 

monitoring of heat exchangers and the prediction of fouling [33, 34, 35, 36, 37], which affect a large 

portion of the equipment in the process industry [38]. The complex system dynamics, the general lack 

of key measurements and often poor measurements available that suffer from bias, drift and other errors 

[39, 40, 41, 42] constitute the biggest barriers to the application of pure machine learning algorithms to 
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this class of problems. Successful industrial applications have been shown when ML models are 

combined with deterministic models [43]. There are other studies that have incorporated ML algorithms 

to study fouling rather from a fundamental point of view to analyse the fouling behaviour against 

various operating conditions excluding the time variable [44, 45]. However, the amount of data 

available severely limits the extrapolability of these results. Other examples of the deployment of ML 

algorithms is the optimisation and control of indoor temperature and energy consumption in buildings 

[46] and the use of state-of-the-art ML models to control variable speed compressor in chillers [47]. On 

the topic of the calculations of thermophysical properties, ML models have been developed to estimate 

the viscosity, density, and thermal conductivity of thermal fluids [48, 49, 50, 51]. While all of these 

areas are of interest, this paper focuses on the latter class of problems: the application of ML to the 

prediction of fundamental heat transfer problems.  

Table 1 provides an overview of some of the recent applications of ML algorithms in heat transfer 

fundamentals and by no means is intended to be a comprehensive review of ML applications in this 

field. The first area reported in Table 1 is heat transfer in solids. While this phenomenon is better 

understood than systems involving convection or radiation, there are still challenges related to sensor 

limitations and low model accuracy (e.g. the estimation of the heat transfer across the interface of two 

solid materials in cooling of electronics [23]). Consequently, the application of ML algorithms has been 

explored by various authors as an alternative approach to overcome these limitations. Wu et. al [52] 

developed several ML-based models using least-squares boosting (LSBoost), support vector machine 

(SVM), and Gaussian process regression (GPR) to model the temperature discontinuity between two 

dissimilar materials using approximately 80,000 material systems, which is described as interfacial 

thermal resistance (ITR) [52]. The main motivation for applying ML algorithms was driven by the 

limitations of the first-principles approaches commonly used for this problem, including the large 

discrepancies between experimental and predicted data, when measured via the acoustic mismatch 

model (AMM) and diffuse mismatch model (DMM), and computational limitations for more accurate 

models such as molecular dynamics (MD) simulations. The results of the study showed a significant 

improvement in prediction accuracy when using these algorithms, compared to its deterministic 

counterparts. Peng et al. [53] applied a convolutional neural network (CNN) model to predict steady-

state heat conduction with a random geometry in a 2D space and illustrated that the model is capable of 

predicting the temperature distribution quite accurately, while is 3 to 4 times more computationally 

efficient, compared to numerical solutions provided by OpenFOAM. Another example of ML 

application in solid-state heat transfer is the work of Szénási et al. [54], which developed an artificial 

neural network (ANN) model to predict the conduction heat transfer coefficient according to the 

temperature signals recorded during the heat treatment process. 

Another area in heat transfer where ML algorithms have been applied is single-phase fluid flow. 

Systems in this area can be modelled using computational fluid dynamics (CFD) simulations, which are 

known to be computationally demanding and often come with convergence issues [23]. An example of 

the ML application in this area is the work of Kwon et al. [55] who analysed the performance of a 

random forest (RF) regressor against a finite volume model in predicting the local convective HTC of 

cooling channels with 243 different channel geometries. The study showed that the RF regressor has 

similar predictive abilities compared to the results from a CFD simulation with high accuracy and more 

versatility in terms of expanding the range of parameters and refining the resolution. Cai et al. [56] 

developed a physics-informed neural network (PINN) model for simulating the temperature, pressure, 

and velocity of internal and external flow-forced convection and compared the results with CFD 

simulations. PINN is a type of neural network model that combines deterministic models with the ML 

algorithm as an extra constraint to guide the ML algorithm for more accurate results. Moreover, 

Souayeh et al. [57] applied an ANN model to predict the thermal energy transport coefficient, pressure 

penalty, and thermohydraulic efficiency of a circular channel with corrugated spring tape inserts and 

the results lead to predictions with approx. 97% of accuracy on an unseen data set. Another example in 

single-phase flow area is the study of Pai and Weibel [58], which shows the application of ML-based 

surrogate models to optimise the flow cross-section shapes in constant cross-section channels. The study 

demonstrates that the model performs good prediction accuracy for shapes that have been used to train 

the model but rather has poor prediction capabilities on unseen shapes.  



5 

 

In two-phase fluid flow, ML algorithms have been deployed for two main classes of problems, namely 

flow pattern classification and prediction of key quantities (i.e. HTC and pressure drops). ML models 

are very suitable for classification tasks, so it is not surprising that one class of problem that has been 

explored is flow pattern classification. Mask et al. [59] developed several ML models using tree-based 

algorithms to classify two-phase flow regimes starting from temperature and heat flux data (Tree-based 

algorithms are a type of ML model that is deployed to solve classification and regression problems by 

using tree-like structures for predictions) [26]. They assessed the performance of several models and 

reported the same accuracy of approx. 93% for all the models developed. Hobold and da Silva [60] 

proposed a framework using a combination of machine learning models to classify different boiling 

regimes using only images, this was an interesting approach as it does not rely on measurements but 

rather visual observations. Loyola-Fuentes et al. [61] incorporated different algorithms such as random 

forest, K-nearest neighbours, and multilayer perceptron to classify two-phase flow patterns in pulsating 

heat pipes. The area of flow pattern recognition has been receiving increasing attention recently and 

researchers have conducted a lot of research on the topic using machine learning models, a large portion 

of which can be found in the review article carried out by Yang et al. [62]. The second class of problems 

where ML algorithms have been applied is the prediction of heat transfer coefficients and pressure drops 

in two-phase flows. Hughes et al. [63] also showed the superiority of machine learning algorithms over 

conventional correlations for predicting condensation frictional pressure drop and heat transfer 

coefficient. Another example of the prediction of pressure drops in a two-phase heat transfer system is 

the study by Khosravi et al. [64]. They developed models using ANN and SVM algorithms to model 

the pressure drop during the evaporation of R407C and illustrated that ANN outperformed the SVM 

with an 𝑅2 = 0.99865 [23, 64]. Hobolt and da Silva [65] developed a framework for a specific 

application of ML algorithms in pool boiling problems to quantify the heat flux of nucleate boiling by 

using different types of ML models and reached an error in predictions of less than 7%. The authors 

trained their algorithms based on visualisation data to infer the heat flux from nucleate boiling 

experiments. Longo et al. [66, 67, 68] demonstrated the interesting capabilities of the use of ML 

algorithms to predict both the condensation and boiling heat transfer coefficients and the two-phase 

pressure drops inside brazed plate heat exchangers. Several other applications also exist, which can be 

found in the review article by Hughes et al. [23]. 

As seen from the review above, it is of great importance to understand the inherent differences between 

traditional and ML-based regression methods to appropriately deploy these techniques. These 

differences are analysed in detail in the following section, from a modelling and conceptual point of 

view. 

3. Traditional versus Machine Learning Regression  

Regression can be defined as the process of finding a mathematical representation of a set of output or 

target variables (𝑌𝑖), contained in 𝒀, as a function of a set of input or explanatory variables (𝒙𝑖), 

contained in 𝑿. In addition, both 𝑿 and 𝒀 are continuous. When 𝑿 has only one input feature (i.e. a 

vector of 𝑁 observations), the regression is said to be univariate, whereas when 𝑿 has more than one 

input feature (i.e. a matrix of observations of multiple features 𝑀) the regression is named multivariate 

[26]. A general formulation of this representation is shown in Equation (1), where 𝜣 contains adjustable 

parameters that are estimated during the regression. Note that 𝜣 depends on whether 𝑿 is univariate or 

multivariate and the type of regression. Note that notations with bold capital letters for variables and 

parameters (e.g. 𝑿, 𝒀, 𝜣) represents matrices, bold small letters (e.g. 𝒙, 𝒚, 𝜽) are vectors, and light 

letters are the representation of their elements. 

𝒀 = 𝑓(𝑿, 𝜣) (1) 

Finding 𝑓(𝑿, 𝜣) can be done in numerous ways. Perhaps the most common method is linear regression, 

where the machine learns a linear representation of the target variables, described by Equation (2). 

𝒀 = 𝜽1 + 𝑿 𝜽2 (2) 
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In this case, 𝜣 is the parameter matrix comprising the intercept 𝜽1 and the slope 𝜽2. These parameters 

are normally estimated using training data via the minimisation of the sum of squared residuals (SSR). 

Once the parameters in 𝜣 have been optimally estimated, model-based predictions are enabled, and new 

values of 𝑿 may be utilised to obtain a predicted estimation of 𝒀. 

Linear regression offers great interpretability, as the interactions among input and output variables are 

clear and no transformations are carried out in between, and owing to its simplicity has been applied to 

Table 1: Relevant studies on the application of ML algorithms in the fundamentals of heat transfer 

phenomenon 

 Reference Year Application ML models 

H
ea

t 
tr

a
n

sf
e
r 

in
 s

o
li

d
s 

Wu et al. [52] 2019 Modelling interfacial thermal resistance 

(ITR) 
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Peng et al. [53] 2020 Modelling heat conduction in complex 

geometries 

CNN 

Szénási et al. [54] 2020 Inverse heat conduction problem ANN 
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Kwon et al. [55] 2020 Modelling local convective HTC of a 

cooling channel 

RF regressor 

Cai et al. [56] 

 

2021 Modelling temperature, velocity, and 

pressure of flow-forced convection 

PINN 

Souayeh et al. [57] 2021 Modelling friction factor and Nusselt 

number of flow in a circular tube 

ANN 

Pai and Weibel [58] 2022 Optimization of internal flow channel 

cross-sections 

ANN 
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Mask et al. [59] 2019 Gas-liquid flow pattern prediction RF, Boosted bagging, 

and Extreme gradient 

boosting 

Hobold and da Silva [60] 2018 Classification of boiling regimes PCA, SVM, and ANN 

Loyola-Fuentes et al. 

[61] 

2022 Flow pattern classification in heat pipes KNN, RF, and MLP 

Hughes et al. [63] 2021 Modelling condensation frictional pressure 

drop and heat transfer coefficient 

SVR, ANN, and RF 

Khosravi et al. [64] 2018 Modelling pressure drop during 

evaporation of R407C 

ANN and SVR 

 

Hobold and da Silva [65] 2019 Visualisation-based quantification of 

nucleate boiling heat flux 

PCA, CNN, and MLP 

Longo et al. (a) [66] 2020 Modelling of condensation HTC inside 

brazed plate heat exchangers  

ANN 

Longo et al. (b) [67] 2020 Modelling of boiling HTC inside brazed 

plate heat exchangers 

ANN 

Longo et al. (c) [68] 2020 Modelling refrigerant two-phase frictional 

pressure inside brazed plate heat 

exchangers 

GBM model 

Calati et al. [69] 2020 Modelling of nucleate boiling inside porous 

media 

ANN 

Das and Akpinar [70] 2018 Modelling convective HTC of air-heated 

solar collector 

SVM 
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many problems. However, it is not capable of capturing non-trivial and hidden interactions and dealing 

with larger numbers of observations and input variables thus it can be used only in simple problems. In 

complex systems, the correlations among system variables tend to be non-linear rather than linear. For 

example, the design of heat exchangers needs the calculation of heat transfer coefficients, which 

depends on a wide range of input variables, such as geometry, fluid thermo-physical properties and 

operating conditions, whose interactions are known to be non-linear. For these types of systems, the use 

of non-linear regression models, which define 𝑓(𝑿, 𝜣) in Equation (1) as a non-linear function, is 

required. This makes the regression analysis more difficult to solve and requires more efficient 

algorithms, which could be impractical in various cases. Hence, more efficient models and algorithms 

are needed to tackle these complex problems. 

The two methods described above are referred to as traditional regression models, in which the 

assumptions and rules are introduced in the form of a regressed function (hand-crafted function) and 

constraints. These methods require a priori knowledge of the functional form of the equation to be 

regressed and use statistical techniques to fit the model into the collected data. On the contrary, ML-

based regression does not require prior knowledge and the functional form of the equation to be 

regressed is not imposed and it can help bridge the gap when the detailed physics of the system is not 

known. Figure 1 illustrates a broad overview of the classical- and ML-based algorithms for regression 

problems. The main difference between these two approaches lies in the model training phase. ML-

based regression algorithms utilise a rather different approach to solve these problems: instead of using 

a pre-defined model, a model configuration is set up by defining a set of hyperparameters. These 

hyperparameters shall not be confused with the model parameters. A model hyperparameter is a 

parameter that is external to the model and its value controls the learning process and cannot be affected 

by the data [71]. Afterwards, part of the data is used as a training set to identify settings for the ML 

model parameters using statistical techniques. Several training algorithms exist that are similar to the 

ones used in classical regression models. When training the ML model, a set of rules for the model 

parameters will be found that provides the best realistic prediction (prediction algorithm) [72]. After 

the training step, a new input is fed to the model to assess the predictive capabilities of the built model. 

Table 2 provides a summary of the pros and cons of both modelling techniques. In science and 

engineering, traditional regression methods are also referred to as mechanistic (or white-box) modelling 

since they require an understanding of the underlying physics of the problem, while the ML counterpart 

is referred to as black-box modelling. This is because the phenomenological understanding is missing 

in the latter modelling approach. In most complex systems, developing a mechanistic model can be 

challenging and time-consuming since the correlations between all variables are unknown or difficult 

to measure [74]. Hence, ML-based models can become useful to extract those correlations by using 

only the features of the data. It is evident that since the only source of information for these models is 

the collected data set, they require a larger amount of data compared to traditional approaches [75]. 

Moreover, it is well-known that ML-based models have strong interpolation properties and poor 

extrapolation properties. As a result, the predictive capabilities are limited to the validation space. 
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Figure 1: Overview of classical (top) and ML-based (bottom) regression models workflow [72] 

Table 2: Comparison between traditional and ML-based regression models [73] 

Regression technique Pros Cons 

Traditional • A lower amount of data 

required 

• Better extrapolation capabilities 

in general  

• Physical interpretability 

 

• High phenomenological 

understanding required 

• Computationally expensive for 

complex problems 

• Large prediction errors 

• Deterministic 

ML-based • Fewer assumptions required 

• Less a priori knowledge 

required 

• Lower prediction errors 

• Possibly probabilistic 

• Poor extrapolation capabilities 

• A large amount of data required 

• No physical interpretation 

A common and widely used ML-based modelling option to capture complex interactions is the use of 

Artificial Neural Networks (ANNs). ANNs employ universal approximator functions (activation 

functions) to perform complex regression tasks and unhide interactions between input and output 

variables that would be otherwise not identified [76]. They consist of individual processing units named 

neurons, which process the input data with an activation function to the next neuron. These units can 

be fully connected, present loops or skip connections. These different configurations give rise to 

different architectures and types of ANNs (e.g. Feed-forward, Convolutional, Recurrent, Graph, etc.) 

[77, 78, 79]. The basic structure of an ANN is shown in Figure 2, where neurons are grouped in different 

levels: (i) an input layer, which takes as arguments the data from selected input features, (ii) a hidden 

layer that builds the representation of the outputs based on the inputs, and (iii) an output layer that holds 

the prediction of the output variables based on the calculations in previous layers. When the number of 

hidden layers increases and the structure of the ANN becomes more complex, these are referred to as 

Deep Neural Networks (DNNs), which enable establishing the representation of more complex systems 

in a wide range of areas such as image, text, and sequential data processing. 

A set of hyperparameters must be defined for these models prior to training like other machine learning 

models, which may have a significant effect on the model performance. That includes (i) the number of 

neurons or processing units, (ii) the activation functions for each layer to approximate the output of 
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each neuron, (iii) the number of epochs indicating the number of iterations that the learning algorithm 

works on the entire training dataset, (iv) loss function as the objective function for the optimisation 

problem (e.g. mean absolute error, mean squared error, etc.), (v) optimisation algorithm to define the 

training method for fitting the model to the training data (e.g. gradient-based such as “Adam” or “SGD” 

and gradient-free such as particle swarm optimisation) [80, 81], (vi) batch size as the number of data 

samples that are processed before the model parameters are updated at each epoch, (vii) weight and bias 

initialisation that initially assigns random values to the neural network parameters for training. Other 

hyperparameters also exist to configure a neural network model such as regularisation, learning rate, 

and dropout, the details of which can be found in [82]. Current computational tools such as Python and 

R allow for simple and straightforward options to build, save and load ML-based models. This is done 

to avoid building a pre-trained model from scratch, which represents a disadvantage versus equation-

based models that have been trained beforehand. 

Other popular methods for ML-based regression are those based on decision trees, in particular the 

Random Forest (RF) algorithm [83]. For regression tasks, this algorithm builds a fixed number of 

decision trees, which are fed from independent subsets of data. Each tree uses a random selection of 

input features and grows the trees to obtain a prediction. Once all trees are finished, the mean predicted 

 

Figure 2: Basic structure of an ANN 

value is estimated and output as the resulting predicted value. Using this approach is advantageous as 

no bias is introduced in each tree, and the contribution of each input feature to the target value can be 

estimated. The overall structure of the RF algorithm is depicted in Figure 3. Similar to ANNs, a set of 

hyperparameters have to be set for the RF models. However, the nature of these hyperparameters would 

be different from ANN models due to the difference in the implemented algorithms. The RF 

hyperparameters include (i) the number of decision trees that have to be built by the model to average 

out at the end, (ii) the split criterion that states the condition of a decision node, (iii) the use of 

bootstrapping that divides the data set into different subsets and train the model on those subsets that 

are randomly chosen with replacements, (iv) the minimum sample size to split that defines the minimum 

number of samples used to split an internal node. There are other hyperparameters such as the maximum 

depth of a tree, maximum number of nodes, and maximum features, the details of which can be found 

in [84]. 

The benefits of the use of these more refined methods (i.e. flexibility in their use, relatively high 

accuracy and realisation of non-trivial correlations between input and output data) are mainly limited 

by data-driven issues (i.e. quantity and quality) and by their own interpretability. On one hand, the 

number of available observations plays a major role in regression models, provided that such data cover 

a varied or expected set of experiments or settings. The number of input features is also important, as 
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redundant variables could mask underlying correlations among input features. The quality of the data 

should also be considered, as faulty measurements are mostly present in real-life systems. On the other 

hand, methods such as DNNs and RFs tend to lose interpretability (in a physical fashion) as they 

increase the number of parameters to be estimated during training (vector 𝜣). 

Similar to other machine-learning algorithms, ANNs and RFs must undergo training/validation, and 

testing phases based on the collected dataset. Thereafter, models can be compared concerning their 

prediction accuracy and generalisation capabilities. A few techniques are currently practised for training 

and validation of the data-driven models as listed in the following: (i) holdout, (ii) k-fold cross-

validation, and (iii) ensemble method. In the first validation technique, the dataset is split randomly into 

training and test set. After training, the model is tested against an unseen dataset. Hence, a single 

estimate of the performance will be provided, which in most cases is not sufficient to evaluate the model 

performance. There are two main disadvantages associated with this method. One is that the 

performance of the model on a different random split will be unknown or, in other words, the model 

sensitivity to the data split will not be determined. To overcome this issue, it is suggested to employ the 

k-fold cross-validation technique, in which the data is split into different training and testing folds and 

the model is trained for each [85]. This approach will give a more realistic performance of the model 

over the entire dataset. The other drawback to the random split method rises from the fact that the 

optimisation algorithms for training these models heavily depend upon the initialisation of the model 

parameters. Since the model parameters are randomly initialised, the optimised parameters will be 

different every time the model is trained. Therefore, by employing the first validation approach, the 

sensitivity of the model performance against the initialisation of the parameters will be unknown. An 

approach to resolve this issue is to fix the initialisation of the model or use an ensemble method to train 

the model with various initialisations and provide a more robust model performance against the data. 

In this work, the first two validation techniques (i.e. holdout and k-fold cross-validation) are utilised 

separately and in combination to more accurately estimate the model performance on an unseen dataset 

[86]. 

 

 

Figure 3: Basic structure of a Random Forest 

The model complexity in terms of hyperparameters plays an important role in determining the 

generalisation capabilities of the model. This falls under the bias-variance trade-off analysis of models 

with various complexities. A schematic representation of the concept of bias-variance trade-off is 

illustrated in Figure 5. An oversimplified model will lead to underfitting the training data, meaning that 

the correlation among the variables will not be learned by the model properly. Hence, the model will 

have a high bias in predictions and consequently a low variance. On the other hand, overfitting occurs 

when the model is too complex. In this case, the training data is memorised by the model and hence, 

the model prediction will have extremely low bias and extremely high variance. However, an optimum 

model will provide a relatively effective trade-off between bias and variance of the predictions as shown 
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in Figure 5. The bias-variance trade-off is assessed throughout analysing model generalisation error or 

the so-called out-of-sample error, which evaluates the model performance on a previously unseen data 

set (test data set). The theory behind generalisation error can be found in [87]. 

 

Figure 4: Schematic representation of validation methods: 1) Holdout (Top), 2) K-fold cross-

validation (Middle), and 3) Ensemble method (Bottom) 

 

Figure 5: Schematic representation of bias-variance trade-off versus model complexity 
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Figure 6: Overview of the proposed ML-assisted framework 

4. Systematic Regression Framework for Heat Transfer Data 

In this section, a systematic ML-assisted framework, specifically designed for heat transfer problems, 

is proposed. The framework is intended as a modelling guideline to model specific output variables 

(e.g. an HTC) based on acquired experimental data and to select the best model candidate among the 

ones tested in the search space. It should be noted that the framework is agnostic to the ML model and 

other machine learning techniques may be used in the boundary of the framework that outperform the 

ones suggested in this study. However, a more rigorous analysis is required by using other ML models 

to confirm. Figure 6 depicts the overview of the proposed framework in six steps. The tasks and actions 

required to follow the framework are provided in the rest of this section. 

4.1. Step 1: Raw data pre-processing and use of baseline 

The first step is to perform pre-processing of the acquired data using pre-processing functions suitable 

for the collected data set (from the literature or laboratory experiments). Moreover, a baseline 

correlation (or a model to compare the ML algorithms against) shall be selected as a basis of 

comparison. This is not a requirement for the procedure; however, it is useful to compare the 

performance of the developed models to the existing models in the literature. The algorithm 

corresponding to this step consists of the following sequence of actions: 

1. Collect or acquire experimental data (𝓓). 

2. Define the baseline correlation and determine the correlation predictions using the collected 

data set to compare the ML model performance with (optional): 

𝒚̂ = 𝑔(𝑿, 𝜽) 

Where 𝑔 is the correlation function, 𝑿 represents the matrix of 𝑀 independent variables with 

𝑁 observations,  𝜽 is the vector of correlation parameters, and 𝒚̂ represents the estimated 

output variable of that specific correlation. 

3. According to the collected data set and the predictions of the correlation function, apply the 

desired pre-processing functions (𝓹): 

 

a) Remove the potential outlier data points with data observation (𝓹𝒐𝒖𝒕𝒍𝒊𝒆𝒓): 

 

𝓓𝒇𝒍𝒊𝒕𝒆𝒓𝒆𝒅 = 𝓹𝒐𝒖𝒕𝒍𝒊𝒆𝒓(𝓓) 
 

b) Define lower and upper bounds for the target variable (𝑦) on the new data set (𝓓𝑜𝑢𝑡) and 

remove the data that lies beyond those bounds (𝓹𝒃𝒐𝒖𝒏𝒅𝒔): 



13 

 

 

𝓓̅ = 𝓹𝒃𝒐𝒖𝒏𝒅𝒔(𝓓𝑜𝑢𝑡) 

 

Note: Other pre-processing functions may also be applied here to prepare a proper data set for 

developing an ML algorithm. More specific functions shall be defined by data observation. 

4.2. Step 2: Features and Target Variable Selection 

After pre-processing the data, the features (independent variables) and the target variables shall be 

selected. This step is crucial as it further provides the input and output variables of the machine learning 

model. A feature selection technique is used in this study to analyse the relevance of the features for the 

output variable and assess the model performance based on the most important features. The method 

implemented in this study is based on the recursive feature elimination technique, however, it must be 

noted that other techniques such as principal component analysis (PCA) can be employed for feature 

selection. The algorithm of Step 2 allows selecting the features and the target variable as follows:  

1. For all variables in the data set: 

a) If the variable is to be modelled, categorise it as the target variable (𝓓𝒚) 

b) If the variable is an independent variable, categorise it as an input variable (𝓓𝑿) 

 

2. Establish the importance of features by using an independent estimator: (employing the 

recursive feature elimination (RFE) method): 

a) If the independent estimator is the RF with recursive feature elimination, follow the steps 

below: 

 

i. If it is desired to reduce the number of features for the model go to Step 2.b. Else 

skip the following steps and move to Step 3. 

ii. Specify the objective function for the RF model (e.g. MAE, MSE, etc.): 

 

𝐽(ℎ𝑅𝐹(𝑿, 𝜣𝑅𝐹), 𝒚) 

iii. Train and validate the model according to the objective function and a validation 

method described in the previous section: 

𝜣𝑅𝐹
𝑜𝑝𝑡

= 𝑎𝑟𝑔 𝑚𝑖𝑛
𝜣𝑹𝑭

𝐽(𝜣𝑹𝑭) 

𝒚̂𝑅𝐹 = ℎ𝑅𝐹(𝑿, 𝜣𝑅𝐹
𝑜𝑝𝑡

) 

Note: It is recommended to use 𝑘-fold cross-validation technique since it provides a 

more realistic estimate of the model training error for feature selection. 

iv. Rank the importance of each variable based on a user-defined estimator (an indicator 

function). 

 

𝒙𝑠𝑜𝑟𝑡𝑒𝑑 = 𝑠𝑜𝑟𝑡(𝒙) 

 

v. Eliminate the least important variable and create a new set of features with the 

variables left. 

𝑋𝑖𝑗
𝑛𝑒𝑤 = 𝑋𝑖𝑗

𝑠𝑜𝑟𝑡𝑒𝑑  for 1 ≤ 𝑖 ≤ 𝑀 − 1 and 1 ≤ 𝑗 ≤ 𝑁 

vi. Replace 𝑿 with 𝑿𝑛𝑒𝑤 and 𝑀 with 𝑀𝑛𝑒𝑤 as the number of variables in the new set 

of variables. 

vii. Repeat steps b to f until an optimal number of input variables are selected. 

b) If other methods are used such as PCA, etc., the steps of feature selection or elimination 

must be followed accordingly. 

4.3. Step 3: Selection of Training and Testing Data 
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In this step, the training and testing data should be split by either existing strategies or a user-defined 

approach according to the specific evaluation criteria of the model. It is important to note that the data 

split at this step must be carried out as such to prevent any data leakage from either of the data sets into 

another. Data leakage usually takes place when part of the test data set has been present in the training 

set. Hence, it must be avoided to prevent any misleading information for model performance assessment 

(Step 6). The following actions should be followed to prepare the two splits: 

1. Given the input and target variables determined in the previous step, split the data into 

training and test sets. Decide the ratio of the data set that has to be put into training and 

testing sets. As a common practice in literature, a split of training/testing of 70%/30% or 

80%/20% is recommended according to the Pareto principle [88]. The split shall be done 

randomly. 

Note: One may split the data systematically into training and testing sets and not randomly 

to assess the model extrapolation capabilities. In this study, a scenario is shown by following 

a systematic data split to illustrate the model performance according to this splitting strategy. 

2. Now that the training and test sets have been selected, represent the splits as the following: 

 

𝓓̅𝒕𝒓𝒂𝒊𝒏: (𝓓̅𝑿
𝒕𝒓𝒂𝒊𝒏, 𝓓̅𝒚

𝒕𝒓𝒂𝒊𝒏) 

𝓓̅𝒕𝒆𝒔𝒕: (𝓓̅𝑿
𝒕𝒆𝒔𝒕, 𝓓̅𝒚

𝒕𝒆𝒔𝒕) 

 

4.4. Step 4: Training and Testing Stages 

As the training and testing data has been prepared by following the previous steps, now the model of 

interest with its properties has to be built and to be fitted to the corresponding data. To this aim, the 

model of interest has to be selected first and then the model hyperparameters have to be selected 

accordingly. Afterwards, the training and testing stages can be carried out as described below: 

1. Choose the ML model of interest, ℎ(𝑿, 𝜣𝑀𝐿). 

Where ℎ is the function representing the ML model and 𝜣𝑀𝐿 represents the model 

parameters upon its development. 

2. Specify the set of model hyperparameters (𝝑): 

a) If  the selected model is a neural network, select the following hyperparameters and leave 

the rest as the default values in the implementation: 

i. The number of processing units in the input layer is equal to the number of inputs: 

𝐼𝑛𝑝𝑢𝑡 𝑙𝑎𝑦𝑒𝑟 𝑠𝑖𝑧𝑒 =  ∑ 𝑛𝑖

𝑖𝑛𝑝𝑢𝑡 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠

𝑖

 

ii. The number of processing units in the output layer: 

𝑂𝑢𝑡𝑝𝑢𝑡 𝑙𝑎𝑦𝑒𝑟 𝑠𝑖𝑧𝑒 =  ∑ 𝑛𝑘

𝑡𝑎𝑟𝑔𝑒𝑡 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠

𝑘

 

iii. The number of hidden layers 

iv. The number of processing units at each hidden layer  

v. The activation function for each layer’s processing units 

vi. The number of epochs for model training 

vii. The batch size for training epochs 

viii. The objective/loss function (e.g. L1 or L2 norm, MAE, MSE, etc.) 

 

𝐽𝐷𝑁𝑁(𝒚̂𝑫𝑵𝑵, 𝒚), where 𝒚̂𝑫𝑵𝑵 = ℎ𝐷𝑁𝑁(𝑿, 𝜣𝑫𝑵𝑵, 𝝑𝑫𝑵𝑵) 
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ix. Optimisation algorithm 

x. The initialisation of the model weights and biases 

 

b) If the selected model is Random Forest, select the following hyperparameters and leave 

the rest as the default values in the implementation: 

i. The number of estimators (trees) 

ii. The split criterion 

iii. Use of bootstrapping 

iv. Minimum sample size to split 

c) Else, if other ML models have been selected (e.g. SVM, GPR, etc.), the hyperparameters 

must be selected according to that model configuration. 

Note: According to the choice of the user, different hyperparameters can be set up for the models 

that are not listed above.  

3. Select the validation method for the models based on the following criteria and the 

hyperparameters selected above: 

a) holdout 

b) k-fold cross-validation  

c) Ensemble  

4. Train the model on the training data set (𝓓̅𝒕𝒓𝒂𝒊𝒏): 

a) If the holdout method has been chosen as the validation method, save the optimised model 

parameters and training loss value and go to step 5 of this algorithm. 

b) Else, If k-fold cross-validation has been selected, split the training data into 𝑘 folds and 

then train the model for each, take the average training loss of all folds as the 

representative loss value of the model 

c) Else, if an ensemble method has been chosen, save all the model parameters and training 

loss values 

 

5. Perform prediction on the test data set for the trained models at the previous step of this 

algorithm and save the predictions and model data to be compared later on. 

4.5. Step 5: Hyperparameter Tuning based on Grid Search 

In this step, the hyperparameters of the ML models are to be tuned for assessing the performance of the 

models against these hyperparameters. Since the search space to tune the hyperparameters is quite large, 

a grid search approach is recommended to tune the hyperparameters based upon using the following 

algorithm: 

1. Select the desired hyperparameters (𝝑) to be tuned based on the ML model (ℎ) selected in 

Step 4. 

 

2. Define an array of various choices for each selected variable (i.e. a grid of different values) 

 

3. Create a list of hyperparameters for each model to be trained for and according to their 

combinations. 

 

4. Go to Step 4 and train each model with adjusted hyperparameters. 

4.6. Step 6: Performance Assessment 

Now that all the models have been trained and the predictions have been carried out, models can be 

compared based on their prediction performance and learning capabilities. It must be noted that the 

performance assessment is only valid within the studied search space of the hyperparameters and there 

may be models that outperform the ones tested in this study. Hence, the selected model at this step by 

no means is the global optimum model. The following algorithm represents the step for performance 

assessment: 
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Assess the models’ performance according to the following criteria: 

a) If the CV scores are significantly different, choose the model with the lowest CV score 

b) Else, if the evaluation metric of the test set is significantly different from one another, 

choose the model with the lowest metric value 

c) Else, select the model with the minimum difference between training and test metrics 

values 

d) Optional: comparison against existing models. If existing first-principle or semi-

empirical models exit, then it is useful to assess the performance of the predictions of the 

ML-regression against these models. The mean absolute error (MAE), shown in 

Equation (3) is selected as a performance indicator:  

𝑀𝐴𝐸 =
∑ |𝑦𝑖 − 𝑓(𝑥𝑖 , 𝜣)|𝑁

𝑖=1

𝑁
 

(3) 

This value indicates the main discrepancy between the predictions of the ML models 

and what is considered ground truth (in this case, the experimental HTC). The selected 

ML models are assessed using this indicator during the training and testing stages. 

Additionally, to provide potential prediction improvements over traditional methods, 

the MAE values of the chosen ML models are compared to those estimated by the semi-

empirical correlation developed by Cavallini et al. [16], which has proven to output 

robust estimations within varied experimental ranges (with ±20% of error), and more 

accurate than previous attempts for such estimation. Please refer to the corresponding 

reference to review more details. 

Furthermore, the percentage of data points outside a fixed threshold is estimated using 

Equation (4), where the critical value 𝜏𝑐 is selected as 20% of experimental values. This 

value is selected to maintain consistency with the estimation error of the baseline 

correlation. The integrated use of this indicator and the MAE for each regression model 

is sufficient to understand and assess regression performance in a discretised (by 

counting those data points outside the error threshold) and quantitative (by measuring 

how far each estimation is from its corresponding experimental value) manner. 

% points outside =
|𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑜𝑖𝑛𝑡𝑠| ≥ 𝜏𝑐

𝑁
 

(4) 

e)  

5. Case Study: Estimation of the Condensation Heat Transfer Coefficient in Microfin tubes 

5.1. Background 

In the last forty years, it has become a common practice to use extended surfaces to enhance 

condensation heat transfer inside horizontal tubes. Thus, microfin tubes, as a design technology that 

improves heat transfer, are widely used in heat exchangers for numerous HVAC and refrigeration 

systems. In fact, since they were invented by Fujie et al. [89], microfin tubes have received significant 

attention for their ability to provide large heat transfer enhancements (80-180%) with a relatively small 

increase in pressure drop (20-80%) as compared to an equivalent smooth tube under the same operating 

conditions. They provide enhanced heat transfer by (i) increasing the effective exchange area; (ii) 

inducing increased turbulence in the liquid film (iii) exploiting the surface tension effect to facilitate 

the condensate drainage [16]. Common microfin tubes are characterised by fin tip diameter (𝑑𝑓), 

number of fins (𝑛𝑓), helix angle (𝛽), apex angle (𝛼) and fin height (ℎ𝑓). These features are depicted in 

Figure 7, which shows a basic design of a microfin tube. In general, microfin tubes have an inside 

diameter from 3 to 15 mm, a single set of 40-70 fins with helix angle (β) from 0° to 30°, fin height (h) 

from 0.1 to 0.25 mm, triangular or trapezoidal fin shapes with an apex angle (γ) from 25 to 90°. The 

heat transfer coefficient (HTC) for condensation in microfin tubes relies on complex interactions among 

the systems’ characteristics (e.g. geometry, operating conditions, flow pattern, etc.) and heat transfer 

mechanisms (e.g. forced convection, temperature-driven, etc.). 
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Figure 7: Basic design of a microfin tube reprinted with permission from [16]. © 2009 Elsevier 

5.2. Dataset 

The dataset used for the Case Study consists of 4,333 experimental data points of quasi-local and local 

heat transfer coefficients collected from several independent laboratories inside 53 different tubes as a 

function of 21 input features. These observations correspond to experimental runs carried out by 

multiple authors over the last three decades (see [16] for a detailed list of authors). The experimental 

(calculated) HTC for each observation is considered the target or output variable. A summary of the 

experimental inputs can be found in Table 3: Experimental input features. The data set is put through 

the proposed framework where outliers are filtered, training and testing data sets are selected and the 

ML models are set up and deployed correspondingly. 

5.3. Approach 

Cavallini et al. [16] proposed a correlation, which is widely used and considered one of the most 

accurate methods available to estimate the condensation heat transfer coefficient inside microfin tubes. 

This was developed based on traditional regression methods using the dataset described above. The 

prediction accuracy of this semi-empirical correlation is taken here as a reference to evaluate the 

performance of the ML approach. 

Given that the development of semi-empirical correlations usually suffers from the limitations 

mentioned above, this study attempts to showcase the proposed regression workflow to compare, select 

from, and assess the performance of two Machine Learning models, to regress the value of the HTC 

using as inputs the experimental data. The models are compared against each other and the benchmark 

semi-empirical correlation proposed by Cavallini et al. [16]. 

Two important issues are addressed in this Case Study (for all ML models): i) the selection of data to 

be used during training, and ii) the selection of input features and their relevance concerning the output 

or target variable. The first issue is related to the amount and quality of data to use in the training stage, 

as the accuracy and robustness of any regression model greatly depend upon whether the training data 

include a wide range of system conditions. The second issue is related to the number of input features 

to the regression model, and their direct effect on the output variable, as it is often the case where a 

larger number of input features only add disturbances to the model outputs, decreasing its prediction 

performance. On the other hand, a smaller number of input features could not suffice for explaining the 

target variables. 
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Table 3: Experimental input features 

Variable Symbol  Units Range  Variable Symbol  Units Range 

Vapour 

quality 
𝑥  − [0.02 – 1.0] 

Heat of 

vaporisation 
ℎ𝐿𝑉  J kg−1 

[8,50E04 – 

3.0E05] 

Refrigeran

t mass 

flux 

G kg m−2s−1 [79 – 919] 
Reduced 

pressure 
𝑃𝑟𝑒𝑑 − 

[2.80E-02 – 

6.70E-01] 

Liquid 

density 
ρL  kg m−3 [884 – 1481] 

Surface 

temperature 
𝑇𝑠  K [-25.0 – 74.0] 

Liquid 

thermal 

cond. 

λL  W m−1K−1 [0.05 – 0.14] 
Surface to wall 

temp. difference 
𝑇𝑠 − 𝑇𝑤  K [0.23 – 18.0] 

Liquid 

heat 

capacity 

cpL  kg m−3 [881 – 2263] Fin tip diameter 𝑑𝑓  m 
[6.0E-03 – 

1.60E-02] 

Liquid 

viscosity 
μL  Pa s 

[8.30E-05 – 

4.30E-04] 
Fin height ℎ𝑓  m 

[1.20E-04 – 

6.30E-04] 

Liquid 

surface 

tension 

σL N m−1 
[1.50E-03 – 

1.80E-03] 
Helix angle 𝛽  ° [0.0 – 30.0] 

Vapour 

density 
ρV  kg m−3 [7.0 – 167] Apex angle 𝛾  ° [0.0 – 90.0] 

Vapour 

thermal 

cond. 

λV  W m−1K−1 
[8.60E-3 – 

2.60E-2] 

Number of fins 

per tube 
𝑛𝑓  − [21.0 – 82.0] 

Vapour 

heat 

capacity 

cpV  kg m−3 [616 – 2588] Tube length 𝐿𝑓  m [0.15 – 6.40] 

Vapour 

viscosity 
μV  Pa s 

[1.0E-05 – 

1.80E-05] 
    

To consider both issues systematically, this work studies two separate Scenarios and three Sub- 

scenarios each as summarised in Table 4. In Scenario 1, the data splitting for the training and testing 

stages is done randomly, where 70% of the data set is used for training, while the rest (30%) is used as 

a testing set. A consequence of this splitting is that the testing set might consist of some observations 

that are within the ranges considered in the training set, meaning that the test dataset might contain 

datapoints that are within the range of training data. On the contrary, Scenario 2 considers the training 

of the models using a specific set of data, which is selected manually to take only into account certain 

types of microfin tubes. This way, the testing set is completely out of the range of training data to assess 

the extrapolation capabilities of the developed model. The data have been pre-processed and categorised 

according to the type of microfin tube, resulting in 53 different tubes. The fin tip diameter is selected 

as the key variable in this scenario to split the data into training and testing sets. Note that even though 

each tube is different, they have been put through similar conditions across different experiments, in 

other words, there are still similar operating ranges in both training and testing data. 

Furthermore, to address the selection of input features, the two Scenarios include three Sub-Scenarios, 

where different sets of input features are used to train and deploy the models. In the first Sub-Scenario 

(a) all input features in Table 4 are used, in the second Sub-Scenario (b) a reduced set is used, which is 

selected using feature importance estimations, and in the third Sub-Scenario (c) traditional 

dimensionless numbers, detailed in Table 5, are used. 

Note that the baseline correlation was not retrained during this study, that is, the accuracy of estimation 

between the baseline correlation and the ML models of neither scenario presented here can be entirely 

compared, as only the ML-based methods were trained with different sets of data. Nevertheless, 

Scenario 1 is the closest to the training of the baseline correlation, as both original trainings use the  
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Table 4: Summary of the scenarios considered in the Case Study 

Scenario 

number 
Description 

1a Random data split, training with all input features 

1b Random data split, training with a set of reduced input features 

1c Random data split, training with dimensionless numbers 

2a Systematic data split, training with all input features 

2b 
Systematic data split, training with a set of reduced input 

features 

2c Systematic data split, training with dimensionless numbers 

Table 5: Set of traditional dimensionless numbers 

Variable Units Description Definition 

JV  [−] Vapour velocity 𝑥𝐺 [𝑔𝑑𝑓𝜌𝑉(𝜌𝐿 − 𝜌𝑉)]
0.5

⁄  

ΔTdimless [−] Temp. difference 𝑇𝑠 − 𝑇𝑤 𝑇𝑠⁄  

Bo [−] Bond number 𝑔𝜌𝐿ℎ𝑓𝜋𝑑𝑓 8𝜎𝐿𝑛𝑓⁄  

Rx [−] 

Geometrical 

enhancement 

factor 

1

𝑐𝑜𝑠 (𝛽)
{1 +

2ℎ𝑓𝑛𝑓[1 − 𝑠𝑖𝑛 (𝛾/2)]

𝜋𝑑𝑓𝑐𝑜𝑠 (𝛾/2)
} 

 

PrL [−] 
Liquid Prandtl 

number 
𝜇𝐿𝑐𝑝𝐿 𝜆𝐿⁄  

ReL [−] 
Liquid Reynolds 

number 
𝐺𝑑𝑓 𝜇𝐿⁄  

entire set of data used in this study. In Scenario 2, it is expected to have large differences between the 

baseline correlation and the ML-based methods, as the training set in this scenario is much more reduced 

in the latter than that of the former. 

6. Application of the Regression Framework to the Case Study 

In this section, the steps of the framework reported in Section 4 are followed for the prediction of the 

condensation HTC in microfin tubes (case study reported in Section 5). 

6.1. Data Pre-processing 

As proposed in the first step of the framework, the experimental data are inspected to find and discard 

data points that are either unexpected or inconsistent. First, a screening through the input features allow 

the detection of outliers coming from the data samples originated in the study of Vollrath et. al [90] (a 

subset of the selected data set), where several experimental runs at lower mass fluxes were performed, 

and the helix angle 𝛽 was set to zero. As a result, when estimating the HTC using the correlation 

developed by Cavallini et. al [16], extreme values are calculated. Additionally, as a further filtering 

procedure, those HTC values lower than 24,000 W m-2 K-1 were used. This is done to maintain 

consistency with the results reported in the work used as a baseline [16]. This filtering procedure 

reduced the total number of experimental points from 4,333 to 4,115. 

6.2. Features and Target Variables Selection 

Once the data have been properly pre-processed, the feature selection should take place. The easiest 

selection in this case is the one for the output or target feature, which is the value of the HTC. For the 
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input features, this selection depends on the different Scenarios described in Table 4. In Scenarios 1a/2a, 

and 1c/2c the selection translates into the use of the features shown in Table 3 and Table 5 respectively. 

In Scenarios 1b/2b, the selection is much more elaborated. In this work, relevant input features are 

selected using a recursive elimination approach, where an optimal set of input features is selected based 

on their relative importance to the output variable. An external data-driven estimator, which is able to 

estimate these importance values, is deployed. This procedure is repeated k times with different portions 

of the training data and an average score value is estimated to determine the most relevant features. This 

procedure is known as Recursive Feature Elimination with Cross-validation (RFECV) and is available 

on the Python library Scikit-learn. 

6.3. Selection of Training and Testing Data 

Training and testing data are selected differently depending on whether Scenario 1 or Scenario 2 is 

carried out. For the first one, a random split of 70/30% is used for training and testing sets, respectively. 

This creates a training data set consisting of 2,880 data points and a testing set of 1,235 data points. 

Given that this selection was done randomly, there is no conscious bias towards specific experimental 

ranges. This practice usually yields more general training sets, provided that the original data allow for 

it. 

For Scenario 2, each data observation was assigned to a specific microfin identification label, which 

encodes the tube’s geometrical main characteristics. There is a total of 53 types of microfin tubes. The 

training set is then selected to: (i) maintain consistency with the number of data points in Scenario 1 

(i.e. around 70% of data) and (ii) consider tubes with similar characteristics and leave different ones for 

the testing set. The main selection criterion for Scenario 2 is the fin tip diameter 𝑑𝑓. The values for this 

selection are shown in Table 6. This practice allows for a more detailed study of the extrapolation of 

the ML models when facing an entirely unseen dataset. It is expected that the results from Scenarios 1 

and 2 differ significantly, given their fundamental designs. Furthermore, differences in accuracy of 

estimation between the baseline correlation and the ML-based models are expected to be larger in 

Scenario 2. This is due to what was mentioned above about the use of the baseline correlation without 

retraining. 

6.4. Training and Testing Stages 

The ML models in this work are trained using the two training sets defined for Scenario 1 and Scenario 

2. Additionally, cross-validation is deployed during training in all cases to obtain a more general 

assessment of the performance of the regression. Given that the k-fold cross-validation outputs multiple 

scores for each fold in the training data, a mean score value can be obtained, providing a wider scope 

into such performance. 

To deploy the training stage, the ML model needs to be built up first. To do this, both the RF and the 

DNN algorithms are initialised using fixed parameters that depend on the type of model. When building 

the RF algorithm, default values from the Sci-kit learn library are used. These values are summarised 

in Table 7, for RF and DNN respectively. Note that the DNN building, training, and deployment are 

done using the TensorFlow [91] library in Python. Furthermore, to explore the effect of more complex 

DNNs on regression performance, three different DNN architectures are used. The details of these 

distinct architectures are provided in Table 8, where DNN 1 is the most complex neural network model 

used in this study, followed by DNN 2 and DNN 3, which is the simplest. 

Table 6: Selection criteria for Scenario 2 

Parameter Value  Units 
Selected 

tubes 

Number of 

points 

Training range for 

𝑑𝑓 
(7.75 – 8.51) [mm] 13 2729 (66%) 

Testing range for 𝑑𝑓 (5.95 – 7.69)/(8.52 – 15.8) [mm] 40 1386 (34%) 
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Table 7: Default parameters for RF and DNN models 

Parameter: RF Initial value Parameter: DNN Initial value 

Number of estimators (trees) 100 Number of epochs 50 

Split criterion “squared error” Number of batches 5 

Minimum sample size to split 2 Loss function “mean absolute error” 

Use of bootstrapping True Optimisation algorithm “Adam” 

Table 8: DNN architectures used in Cases 1 and 2 

DNN Number of hidden layers 
Number of neurons per hidden 

layer 

1 4 (256, 128, 64, 32) 

2 3 (128, 64, 32) 

3 2 (64, 32) 

6.5. Hyperparameter Tuning 

When evaluating the accuracy score of an ML model, this value is directly related to the parameters 

used in such a model. Depending on the input and output data (i.e. number of observations, number of 

input features, nonlinearities between inputs and outputs, etc.), more complexity should be added or 

discarded. To address this, a grid search is carried out to assess and compare the regression performance 

of each ML model, when using different sets of parameters. Grid search performs cross-validation using 

the selected model and estimates different accuracy scores for all combinations of the selected set of 

parameters. Model selection is carried out based on the mean cross-validation score of each model 

tested, where the model with the best accuracy score (lowest in the case of MAE) is further used to 

deploy estimations. 

In this work, the parameters and values used during the grid search are summarised in Table 9. For 

consistency, the same parameters shown in Table 7, used in the initialisation of each model, are also 

used in the grid search stage. 

6.6. Performance Assessment 

Model selection takes place considering two levels of comparison, that is, regression accuracy is 

assessed within single regressors (default versus grid search parameters), and among regressors (RF 

versus DNNs). Each comparison is based on both the mean cross-validation MAE at each instance of 

the models, and those MAE from the single fitting of the models to the selected training data. 

As a baseline, the correlation developed by Cavallini et. al [16] is used to calculate the HTC with the 

data of the selected training and testing sets, and their corresponding MAE values are also estimated. 

This allows for performing comparisons across the models and selecting those that exhibit regression 

improvements over the baseline correlation. In addition, the percentage of data points outside a 20% of 

experimental error (see Equation (4)) is calculated for all regression methods (including the baseline 

correlation) to add an extra layer of interpretation of the results. 

7. Results 

7.1. Feature Importance Analysis 

As explained above, this step can assist in identifying the relevant features to the output variable and 

help simplify the model by only considering the most relevant features. Figure 8(b) and Figure 8(d) 

show the feature importance for Scenario 1a and Scenario 2a, respectively. 
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Table 9: Parameter grid for the grid search 

Parameter: RF Initial value Parameter: DNN Initial value 

Number of estimators 

(trees) 
[100, 300, 500] Number of epochs [200, 400, 600] 

Split criterion 
[“squared error”, 

“absolute error”] 
Number of batches [5, 10, 20] 

Minimum sample size 

to split 
[2, 3, 5] Loss function 

[“mean absolute error”, 

“mean squared error”] 

Use of bootstrapping [True, False] 
Optimisation 

algorithm 
[“Adam”, “SGD”] 

In both cases, not surprisingly, the vapour fraction 𝑥 represents the most relevant input feature, followed 

(in different order) by the mass flux 𝐺, the liquid-phase thermal conductivity 𝜆𝐿, the temperature 

difference Δ𝑇, and the heat of vaporisation ℎ𝐿𝑉. The remaining input features vary in their relative 

importance and their corresponding order. The reason for this is the set of data used for training: in 

Scenario 1, the training data contain information from most (if not all) microfin tubes, increasing the 

importance of different sets of geometrical characteristics such as the angles 𝛽 and 𝛾, whereas in 

Scenario 2, the selected microfin tubes are similar in this manner, and as a consequence, the refrigerant 

characteristics such as viscosity (𝜇𝐿), density (𝜌𝐿) and surface tension (𝜎𝐿) become more relevant. In 

addition, the vapour-phase physical properties exhibited a lower relevance in both cases. This already 

suggests that the data split in Scenario 2 could mask the relative importance of certain features, in favour 

of others, leading to an unsuccessful data splitting. 

When reducing the number of input features from Scenarios 1a and 2a to Scenarios 1b and 2b, the 

relevant features of the former are shared with the latter and the liquid-phase heat capacity 𝑐𝑝𝐿) along 

with the apex angle (𝛾) are included. This extra set of features accounts for both, a geometrical and 

fluid-related parameter, which balances out the contribution of these two types of input features into 

the overall feature relevance. Note that for each case, the reduced set of features was deployed 

iteratively, until a unique subset of input features was obtained. The number of iterations for each case 

differs, but the final results are the ones shown in this work. 

Finally, when comparing the feature relevance in Scenarios 1c and 2c, it is clear that most of the features 

and their relative hierarchy are the same in both cases, where the vapour fraction, fluid’s mass flux and 

temperature difference are still the most relevant. The only difference between these two scenarios is 

the presence of the liquid-phase Reynolds number in Scenario 2c. As the fluid’s physical properties are 

more relevant in Scenario 2, the relevance of the liquid-phase surface tension is increased. 

This feature importance analysis is crucial for the construction and deployment of an ML-based 

regression model, as the correct selection of input features not only decreases computational time but 

also delivers a qualitative understanding of the input data and their correlation with the target variable. 

These insights can then be validated via expert knowledge and/or further experiments. Overall, the 

comparison between Scenario 1 and 2 resulted in consistent outputs, where the slight difference between 

the two scenarios can be explained by the fact that two different strategies have been selected for 

preparing training and testing datasets (i.e. random versus systematic). 
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(a) (d) 

 

 (b) 

 

(e) 

     
                                    (c) 

 

(f) 

Figure 8: Feature importance for (a) Scenario 1a, (b) Scenario 1b, (c) Scenario 1c, (d) Scenario 2a, (e) 

Scenario 2b, and (f) Scenario 2c 

7.2. Regression Performance 

The performance indicators for the regressions carried out in Scenarios 1 and 2 are shown in Table 10 

for Scenario 1, and Table 11 for Scenario 2. Both tables show the MAE and the out-of-range values for 

training and testing sets, along with the cross-validation scores for each algorithm. These values are 

reported for the use of default and grid-search-based hyperparameters. Note that to compare these 

results with the baseline correlation, the performance indicators were also calculated using such 

correlation and the selected training and testing sets. Note that the ML-based models were trained 

separately for Scenarios 1 and 2 (as data sets are different), whereas the baseline correlation is used 

without retraining, that is, the parameters of the original correlation have not been calculated. 
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In Scenario 1, all MAEs and out-of-range percentages are lower than those of the baseline correlation. 

This suggests that the use of any of these ML-based regression models is capable of estimating the 

condensation HTC with more accuracy than the baseline correlation. In Scenario 1, the lowest cross-

validation score belongs to DNN 1 with the use of grid search. Furthermore, this model has the lowest 

MAE in the testing set. In terms of training MAE, the RF model provides the lowest training in all 

cases; however,, there is a larger gap between these values and testing MAEs (compared to the rest of 

the models). This means that this model presents a low bias and a high variance, which is an indication 

that there is memorisation rather than learning (or overfitting). With this in mind, it can be said for now 

that the use of DNN 1 plus grid search provides for a more suitable estimation model for Scenarios 1a, 

1b, and 1c, however, as more results are shown below, the importance of avoiding overfitting will 

become more relevant.. The differences in estimations between the baseline correlation and DNN 3 

with grid search for both sets of data are shown in Figure 9. 

The effect of feature selection can also be assessed with these results. In all three sub-scenarios, the 

estimation accuracy tends to decrease when the number of input features decreases. This behaviour is 

shared across all ML-based models, and independent of the set of hyperparameters. However, this 

decrease seem to be negligible among models. For example, when using the MAE during testing of 

DNN 1, the difference between Scenario 1a (use of all input features) and Scenario 1b (use of relevant 

features) is of 105 [𝑊𝑚2𝐾−1], which is equivalent to around 1.7% of the mean HTC in the testing set 

(6132 [𝑊𝑚2𝐾−1],). When comparing Scenarios 1a and 1c (use of dimensionless numbers), the 

difference in accuracy is of 155 [𝑊𝑚2𝐾−1], or 2.5% of the mean HTC in the testing set. Two 

observations can be made from this: i) the differences in MAE among subscenarios is negligible, as 

both modelling approaches provide similar accuracy (because of the use of relevant features Scenario 

1b and physical knowledge in Scenario 1.c), and ii) the use of feature importance is able to provide 

similar degree of accuracy as both the use of individual experimental features and of dimensionless 

numbers (which contain a physical interpretation of the phenomenon under study).  

In Scenario 2, the use of the baseline correlation provides more accurate results than those of the 

different ML-based models. The main reason for this is the selection of training data. According to the 

authors who developed the baseline correlation [16], this was trained using a variety of experimental 

points, which cover more types of microfin tubes compared to those selected in Scenario 2. This leads 

to a rather unfair comparison between the baseline correlation (which has been trained with a richer 

data set) and the ML-based models (which have only been trained with subsets of data).The reader 

should be aware of this and (provided the information is available), to guarantee a more fair comparison, 

the retraining of the baseline correlation should be considered. 

Given the above, when comparing the MAE and out-of-range percentages results between Scenario 1 

and Scenario 2, it is seen that the estimations of the former are more accurate than those of the latter. 

This comparison clearly shows that the appropriate selection of training data, which covers a large 

variety of microfin tubes, is able to deploy accurate models that overperform the semi-empirical 

correlation used as a baseline Note that this is also true for the training of the baseline correlation. The 

regression performance results for Scenario 2 are summarised in Table 11. 

A comparison among the ML-based models still provides significant insights. Note that since Scenario 

2 is tested with a completely different set of microfin tubes (based on diameter), and the cross-validation 

is done using the training set, the MAE values for the former set have more priority than the MAE of 

the latter, given that the testing set is entirely unknown (from a fin tip diameter perspective). Because 

of this, the most accurate model among the ML algorithm is the one presenting the lowest MAE in the 

testing set, which in this case is the RF method. 
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Table 10: Regression results for all models in Scenario 1 

 

Method 
MAE 

training 

MAE 

testing 

CV 

score 

% out-

of-

range 

MAE 

training 

– GS 

MAE 

testing 

– GS 

CV 

score 

– GS 

% out-

of-range 

– GS 

S
ce

n
ar

io
 1

a 

Cavallini 

et. al 

[16] 

1039 1061 -- (33, 34) 1039 1061 -- (33, 34) 

Random 

Forest 
198 516 572 (0.7, 9) 195 511 569 (0.8, 9) 

DNN 1 598 651 664 (12, 14) 236 426 480 (2, 7) 

DNN 2 679 718 769 (15, 18) 307 465 532 (3, 7) 

DNN 3 845 870 897 (22, 25) 429 535 600 (6, 9) 

S
ce

n
ar

io
 1

b
 

Cavallini 

et. al 

[16] 

1039 1061 -- (33, 34) 1039 1061 -- (33, 34) 

Random 

Forest 
222 562 639 (1.2, 11) 220 553 637 (1, 11) 

DNN 1 705 731 776 (17, 18) 308 531 578 (4, 11) 

DNN 2 763 788 864 (18, 19) 386 544 637 (7, 12) 

DNN 3 895 914 976 (23, 26) 550 647 680 (11, 14) 

S
ce

n
ar

io
 1

c 

Cavallini 

et. al 

[16] 

1039 1061 -- (33, 34) 1039 1061 -- (33, 34) 

Random 

Forest 
231 583 657 (0.9, 12) 231 581 649 (0.9, 12) 

DNN 1 855 863 874 (23, 25) 398 581 676 (6, 13) 

DNN 2 936 932 956 (27, 28) 638 719 765 (14, 18) 

DNN 3 970 988 1037 (28, 28) 657 685 812 (16, 18) 

 

(a) 

 

(b) 
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(c) 

 

(d) 

 

(e) 

 

(f) 

 

(g) 

 

(h) 

Figure 9: Parity plots for the HTC in [𝑊𝑚2 𝐾−1] for (a) the baseline correlation in the training set, (b) 

the baseline correlation in the testing set, (c) DNN 1 with GS in the training set for Scenario 1a, (d) 

DNN 1 with GS in the testing set for Scenario 1a, (e) DNN 1 with GS in training set for Scenario 1b, 

(f) DNN 1 with GS in the testing set for Scenario 1b, (g) DNN 1 with GS in training set for Scenario 

1c, (h) DNN 1 with GS in the testing set for Scenario 1c. Sidelines indicate ±20% of error 

The use of DNNs (with or without GS) is less appropriate, as they exhibit the highest MAE and out-of-

range percentage values. Overall, GS increases the accuracy of all ML-based models, except in Scenario 

2a when using the RF algorithm. The selection of input features is more important here than in Scenario 

1, where the use of dimensionless numbers (namely Scenario 2c) presents higher accuracy. This 

suggests that including expert knowledge (and studying the relevance of each input feature) in the 

construction of ML-based models results in improved accuracy, especially when the training set is 

reduced in variability. A comparison of the estimations between the baseline correlation and the RF 

model is shown in Figure 10. As with Scenario 1, the differences in MAE among the use of sets of input 

features (Scenarios 2a, 2b and 2c) are relatively small, where a similar degree of accuracy is exhibited 

between the use of all input features (Scenario 2a) and the use of relevant features (Scenario 2b). 
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Table 11: Regression results for all models in Scenario 2 

 

Method 
MAE 

training 

MAE 

testing 

CV 

score 

% out-

of-

range 

MAE 

training 

– GS 

MAE 

testing 

– GS 

CV 

score 

– GS 

% out-

of-range 

– GS 

S
ce

n
ar

io
 2

a 

Cavallini 

et. al [16] 
1026 1111 -- (38, 24) 1026 1111 -- (38, 24) 

Random 

Forest 
167 1817 1405 (0.7, 46) 207 1828 1358 (1.3, 46) 

DNN 1 461 14337 2853 (9, 87) 247 23764 1568 (2, 89) 

DNN 2 568 14902 2429 (12, 93) 304 31176 2347 (3, 91) 

DNN 3 716 10037 1873 (17, 88) 450 12426 1560 (7, 68) 

S
ce

n
ar

io
 2

b
 

Cavallini 

et. al [16] 
1026 1111 -- (38, 24) 1026 1111 -- (38, 24) 

Random 

Forest 
170 1898 1318 (0.7, 51) 214 1827 1286 (1,4, 50) 

DNN 1 533 2666 3071 (10, 63) 251 3210 2186 (1.4, 71) 

DNN 2 690 2359 2189 (18, 53) 358 11047 2472 (5, 83) 

DNN 3 853 3206 1557 (26, 59) 533 4501 1629 (12, 74) 

S
ce

n
ar

io
 2

c 

Cavallini 

et. al [16] 
1026 1111 -- (38, 24) 1026 1111 -- (38, 24) 

Random 

Forest 
181 1503 1487 (0.7, 45) 232 1465 1383 (1.2, 45) 

DNN 1 645 2085 1439 (16, 54) 343 5250 1380 (5, 72) 

DNN 2 681 1693 1133 (17, 50) 502 2844 1362 (10, 57) 

DNN 3 832 1798 1175 (23, 56) 637 1819 1076 (15, 52) 

 

 

(a) 

 

(b) 
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(c) 

 

(d) 

 

(e) 

 

(f) 

 

(g) 

 

(h) 

Figure 10: Parity plots for the HTC in [𝑊𝑚2 𝐾−1] for (a) the baseline correlation in the training set, 

(b) the baseline correlation in the testing set, (c) RF without GS in the training set for Scenario 2a, (d) 

RF without GS in the testing set for Scenario 2a, (e) RF with GS in training set for Scenario 2b, (f) RF 

with GS in the testing set for Scenario 2b, (g) RF with GS in training set for Scenario 2c, (h) RF with 

GS in the testing set for Scenario 2c. Sidelines indicate ±20% of error 

Note that this portion of the study has not included the different levels of uncertainty in the experimental 

data, as the overall data set comes from a series of independent experiments, by several authors. This 

could play  an important role, as larger uncertainties could be propagated to the estimations of the output 

variable. Given that such uncertainties were not available as part of the experimental data set, the results 

shown in this section are not entirely decoupled from these uncertainties. An alternative to estimate the 

uncertainty in the measurements is the use of Bootstrapping. In this method, an initial deterministic 

model is fitted, and several bootstrapped samples are generated that combine the reference model output 

with errors sampled with replacement. This leads to create “𝑁” synthetic dataset and for each dataset, 

a new realisation of the model is obtained reflecting the impact of measurement errors on the uncertainty 

of the model parameters. Although this method assumes a normal distribution of errors and an equal 

probability of realisation, it can be useful in the absence of measurement errors from the experiments. 
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However, the objectives of this work are to explore the use of pure machine learning methods thus this 

is outside the scope of the present work. 

7.3. Feature Sensitivity 

A further insight into selecting an appropriate model is assessing the trend of the target variable with 

respect to specific relevant features. As shown in Figure 5, a generalised model has a balanced bias-

variance trade-off, which can be visualised with a sensitivity study. For this study, HTC estimations 

were carried out with respect to variations in vapour quality 𝑥𝑣 for a fixed mass flux of the refrigerant 

𝐺. The estimations are done for eight different values of 𝐺 (in Table 12) and each microfin tube. As a 

reference for expected behaviour, the HTC estimations using the baseline correlation, for a single 

microfin tube with the characteristics given in Table 12, are illustrated in Figure 11. As shown, each 

HTC trend increases with increasing vapour quality and mass flux. This behaviour is consistent with 

experimental observations. The smooth rate at which the estimations increase indicates that the baseline 

correlation is relatively robust to changes in these two relevant features. It is then expected that the 

selected ML-based models provide similar trends under the same conditions. 

In Scenario 1, the most accurate model so far is DNN 1 with GS. The sensitivity results for this model 

with each set of input features (i.e. Scenario 1a, Scenario 1b, Scenario 1c) are shown in Figure 12(a) to 

Figure 12(c). The trend in each model is generally similar to that shown in Figure 11; however, such 

trends are not as smooth as those given by the baseline correlation. This discrepancy suggests that this 

DNN model tends to be biased towards the training data. A possible cause of this phenomenon is the 

higher complexity of the model (given its number of hidden layers and neurons per hidden layer) 

compared to the other DNNs used in this Scenario. The HTC estimations for the same conditions, using 

DNN 3 with GS are depicted in Figure 12(d) to Figure 12(c). These estimations seem to be more 

consistent with those of the baseline correlation, as well as being more accurate when trained and tested. 

In particular, the use of input features as Scenario 1a appears to be more realistic, indicating the DNN 

model benefits more from the use of a higher number of input features. In light of these insights, the 

selection of an appropriate model should be updated to DNN 3 with GS, as even though a higher MAE 

is expected (i.e. higher bias), it shows smoother trends than DNN 1 (i.e. lower variance), leading to a 

more balanced and therefore more suitable model, which can predict accurately and respond robustly 

to different sets of values. 

Table 12: Characteristics of single microfin tube and feature ranges for sensitivity study 

Variable [units] Value Variable [units] Value 

Fluid R134a 𝑑𝑓 [mm] 7.70 

𝑇𝑠 [°C] 40.2 𝑛𝑓 [−] 60 

𝑇𝑠 − 𝑇𝑤 [°C] 7.40 ℎ𝑓 [mm] 0.23 

𝛾 [°] 43 𝛽 [°] 13 

Range 𝐺 [kg m−2s−1] [100, 800] Range 𝑥𝑣 [−] [0.1, 0.9] 
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Figure 11: HTC estimations for the single microfin tube described in Table 12 

 

(a) 

 

(d) 

 

(b) 

 

(e) 

 

(c) 

 

(f) 
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Figure 12: Estimations of the HTC in [𝑊𝑚2 𝐾−1] for the single tube in Table 12 using (a) DNN 1 with 

GS for Scenario 1a, (b) DNN 1 with GS for Scenario 1b, (c) DNN 1 with GS for Scenario 1c, (d) DNN 

3 with GS for Scenario 1a, (e) DNN 3 with GS for Scenario 1b, (f) DNN 3 with GS for Scenario 1c 

In Scenario 2, a similar phenomenon is observed. The estimations for the sensitivity study using the RF 

regressor without GS for each set of input features are shown in Figure 13(a) to Figure 13(c). The trends 

do not follow the expected behaviour and indicate that the RF model, considering its training data (i.e. 

low bias, see Figure 5), is too complex. It has already been pointed out that the selection of training data 

as in Scenario 2 does not provide a suitable regression model for the HTC. The results in Figure 13 

support this claim, the model with the lowest MAE in this case not only provide less accurate 

estimations than the baseline correlation but also its response to changes in a pair of relevant features 

lacks interpretability and is not consistent with the selected baseline. 

Similar to Scenario 1, the use of a simpler model, such as DNN 3 with GS, outputs more consistent 

trends than the initially selected model (i.e. RF without GS). These results are shown in Figure 13(d) to 

Figure 13(f) for each set of input features. Once again, the bias-variance trade-off shows in this case 

that from all the models studied, a model with a higher bias (or less complexity) is more desirable. Note 

that the set of input features with the lowest MAE (i.e. Scenario 2c) delivers a different behaviour with 

respect to the two remaining sets, which overestimate the HTC (when compared to the baseline 

correlation). However, the trends delivered by DNN 3 in Scenario 2c are still not as consistent with the 

baseline as the ones seen with DNN 3 in Scenario 1, as they tend to overestimate at higher values of 𝑥𝑣 

and 𝐺. 

 

(a) 

 

(d) 

 

(b) 

 

(e) 

 

(c) 

 

(f) 
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Figure 13: Estimations of the HTC in [𝑊𝑚2 𝐾−1] for the single tube in Table 12 using (a) RF without 

GS for Scenario 2a, (b) RF without GS for Scenario 2b, (c) RF without GS for Scenario 2c, (d) DNN 3 

with GS for Scenario 2a, (e) DNN 3 with GS for Scenario 2b, (f) DNN 3 with GS for Scenario 2c 

This parametric study is useful to understand the bias-variance trade-off of different models that can 

exhibit similarities in their accuracy scores. Note that if only the MAE and out-of-range percentage 

were used to select a model over the baseline correlation, those regressors with low biases would have 

been selected, and no further evaluation of the balance with its variance would have taken place, leading 

to an uninformed decision. Overall, a simpler model, with a lower number of parameters and well-

balanced bias and variance is preferable. In addition, the use of input features including expert 

knowledge (as in Scenario 1c/2c) can bring improvements in estimation accuracy. 

8. Conclusions 

This work proposed a framework for the deployment of Machine Learning algorithms developed 

specifically for the regression of heat transfer data. The framework consists of several steps that include 

data pre-treatment, methods for feature selection and performance indicators to support the choice of 

accurate and robust models. The Case Study presented involved the estimation of the condensation heat 

transfer coefficient in microfin tubes using the proposed framework and two different data-driven 

algorithms. The dataset contained 4333 data points collected by several research studies over the last 

three decades with a sufficient range of variability in the independent variables.  

The models developed in this study were assessed concerning their accuracy and extrapolation 

capabilities in two different scenarios. In Scenario 1, where data was split randomly, all developed 

models could predict the HTC quite accurately on the testing dataset (both the RF and the DNN models) 

with a MAE smaller than 988 𝑊/𝑚2𝐾. All DNN models perform more robustly than the RF algorithm, 

where the use of DNN 3 using grid search and all input features provides more suitable estimations with 

a MAE in the testing set of 685 [𝑊𝑚2𝐾−1], compared to 1061 [𝑊𝑚2𝐾−1] when using the baseline 

correlation. Moreover, differences in model accuracy when changing the number of input features are 

negligible, as similar accuracy is obtained when a proper set of input features is selected, either by 

feature importance analysis or use of expert knowledge via dimensionless numbers. In Scenario 2, 

where the data was split systematically, the model accuracy dropped orders of magnitude compared to 

Scenario 1. In addition, given the differences during training, the use of the baseline correlation is more 

accurate than any of the selected ML model (DNN 3 with grid search), where the former shows a testing 

MAE of 1111 [𝑊𝑚2𝐾−1] and the latter, 1819 [𝑊𝑚2𝐾−1]. This scenario showcases the lack of 

robustness of ML-based methods when the training data are limited in terms of ranges of values to 

cover. 

The feature sensitivity study allowed for a deeper understanding of the behaviour of the machine 

learning models. The use of random splitting to select training data also provided better trends than 

those from the systematic selection. The baseline correlation behaved more realistically; however, the 

selected DNN exhibited sufficiently close trends and at the same time, more accurate estimates during 

the training and testing stages. 

The wide variety of scenarios tested in this study enables a deeper understanding of the way Machine 

Learning models perform in specific contexts (e.g. different sets of input features and different ranges 

of values for the training set). In future work, to improve the prediction capabilities of the Machine 

Learning models, a potential option is the use of hybrid ML algorithms that benefit from the features of 

both data-driven and physics-based models. In addition, the estimation of measurement uncertainty via 

Bootstrapping or other suitable methods will be accounted for. 
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AMM Acoustic mismatch model ℎ𝑓 Fin height [𝑚] 

ANN Artificial neural network ℎ𝐿𝑉 Heat of vaporisation [J kg−1] 

Adam Adaptive moment estimation 

method 

ℓ Range limit of the data [−] 

CFD Computational fluid dynamics 𝐿𝑓 Tube length [m] 

CNN Convolutional neural network M Number of independent variables 

[−] 

CV Cross-validation N Number of observations [−] 

DMM Diffusive mismatch model 𝑛𝑓 Number of fins per tube [−] 

DNN Deep neural network 𝑁𝑢 Nusselt number [−] 

GBM Gradient boosting machine 𝓹(.) Vector of pre-processing functions 

GPR Gaussian process regression 𝑃𝑟𝑒𝑑 Reduced pressure [−] 

GS Grid search 𝑃𝑟 Prandtl number [−] 

HTC Heat transfer coefficient R Range of data 

HVAC Heating, ventilation, and air 

conditioning 
𝑅𝑥 Geometrical enhancement factor [−] 

ITR Interfacial thermal resistance 𝑅𝑒 Reynolds number [−] 

KNN K-nearest neighbour T Temperature [K] 

LSBoost Least-squares boosting 𝛥𝑇𝑑𝑖𝑚𝑙𝑒𝑠𝑠 Dimensionless temperature [−] 

MAE Mean absolute error 𝑿 Independent variables 

MD Molecular dynamics 𝑥𝑣 Vapour quality [−] 

ML Machine learning 𝒀 Target variables 

MLP Multilayer perceptron 𝒀̂ Estimated target variables 

MSE Mean squared error Greeks  

PCA Principal component analysis 𝛽 Helix angle [°] 

PINN Physics-informed neural network 𝛾 Apex angle [°] 

RF Random forest 𝜣 Regression parameters 

RFE Recursive feature elimination 𝝑 ML model hyperparameters 

RFECV Recursive feature elimination with 

cross-validation 
𝜆 Thermal conductivity [W m−1K−1] 

SGD Stochastic gradient descent 𝜇 Viscosity [Pa s] 

SL Supervised learning 𝜌 Density [kg m−3] 

SSR Sum of squared error 𝜎 Liquid surface tension [N m−1] 

SVM Support vector machine 𝜏𝑐 Critical threshold [−] 

SVR Support vector regression Subscripts  

Symbols  i, j, k indexes 

Bo Bond number [−] L Liquid 

cp Heat capacity [J kg−1 K−1] S Surface 

𝓓 Experimental data V Vapour 
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𝓓̅ Pre-processed data W Wall 

𝑑𝑓 Fin tip diameter [m] Superscripts  

f(.) Regression function opt optimised 

𝐽(.) Objective function  test Testing data set 

𝐽𝑉 Vapour velocity [−] train Training data set 

ℒ(.) Machine learning loss function   

G Refrigerant mass flux [kg m−2s−1]   

g(.) Baseline correlation function   
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