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A B S T R A C T

In steel moment-resisting frames, energy dissipation occurs through yielding at the beam ends. Furthermore, the 
column panel zone can be designed to contribute to this energy dissipation process. The European standard (EN 
1993–1–4) for stainless-steel is developed based on carbon steel procedures, without taking into account stainless 
steel’s unique strain hardening and mechanical properties. This discrepancy may result in inaccuracies in pre
dicting panel zone behavior. However, with the recent advancements in stainless steel, it is timely to reassess 
these limitations. The present research investigates the behavior of stainless-steel column web panels through an 
explainable artifactual intelligence methodology. This approach combines twelve widely recognized machine 
learning algorithms with the SHAP algorithm for enhanced explainability and transparency. In addition, a user- 
friendly graphical user interface has been developed to simplify engineering design. The Extra Trees Regression 
algorithm demonstrated the highest predictive performance, achieving R² = 0.987, mean absolute error (MAE) =
3.575 kN, and root mean square error (RMSE) = 6.464 kN for the entire dataset. The SHAP analysis revealed that 
bolt diameter and the column second moment of inertia are the most critical input features affecting shear 
strength. This approach effectively captures the nonlinear characteristics of shear behavior in stainless-steel 
column web panels and offers clear insights into the contribution of different factors. The developed method 
not only improves predictive accuracy but also promotes transparency, making it a practical tool for engineers in 
structural component design.

1. Introduction

The use of stainless-steel as a structural material has greatly 
advanced due to the recent trend in the use of sustainable materials with 
improved performance [1]. This material’s exceptional corrosion resis
tance and durability make it the ideal choice for use in harsh environ
ments, such as coastal or industrial areas [1,2]. Furthermore, stainless 
steel’s recyclability and long lifespan align with current trends toward 
sustainable construction practices, where reducing environmental 
impact is key. In this regard, recent studies have also explored 
eco-friendly materials, such as recycled concrete and brick waste, to 
further reduce the carbon footprint of construction materials [3–6]. 
Long-lasting structures minimize the expenses of regular maintenance 
and as well increase their lifespan, which is in line with increased 
acceptance of sustainable building [7]. Furthermore, stainless-steel is an 
optimal material in terms of strength-to-weight, making it possible to 
build light and slender constructions without compromising structural 

stability or safety. This attribute can mean significant financial and 
engineering advantages [8]. It also meets the current architectural 
requirement of designing attractive architectural structures since this 
material allows for development of slender and aesthetically pleasing 
components [9]. Stainless-steel exhibits non-linear behavior at rela
tively low-stress levels, unlike carbon-steel. However, it does not show a 
defined yield stress or a distinct plateau before undergoing strain 
hardening. Rather, as strain rises, the stress-strain diagrams show a 
progressive reduction in stiffness and notable strain hardening [10]. 
Moreover, greater elongation ability of stainless-steel in the plastic zone, 
between the yield strength and ultimate tensile strength, can be attrib
uted to its high ductility characteristic [2,8]. In cold working process 
that is used for stainless-steel, work hardening is improved which 
further leads to increased strengths and hardness. The unique properties 
of stainless-steel make it an optimal material for improving the seismic 
resilience of building structures [11]. In practice, the majority of inter
national structural design standards, for example the current EN 
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1993–1–8 design [12], refer to the design of carbon-steel structures. 
They only offer supplementary guidelines for the design of stainless-steel 
structures (Eurocode 3 (EN 1993–1–4) [13] design codes). This raises 
concerns regarding the utilization of these steels in numerous structural 
applications.

A moment-resisting frame (MRF) is capable of resisting lateral force 
by inducing flexural and shear behavior in the beams and columns and is 
thus a good choice for lateral load-resistance systems [14]. MRF can be 
considered very important in architectural as well as functional adapt
ability. In addition, beam-column connections are critical in the struc
tural integrity of MRFs because they are the primary components that 
resist the seismic forces. The degree of moment transmission among its 
constituent parts is the key to the performance of an MRF. During both 
the Northridge and Kobe earthquakes, numerous structures experienced 
weld fractures, leading to significant failures. As a result, researchers 
began exploring high-strength bolted connections that show semi-rigid 
characteristics [15], such as Flush end-plate connections (FECs). These 
bolted connections in frame systems have proven effective in mini
mizing various types of damage during earthquake loads. FECs are 
generally considered a viable alternative to beam-to-column joints in 
moment-resisting frames [15]. FECs are made of a connecting plate that 
is welded to the beam flange and bolted to the column through the use of 
high tensile bolts. Nevertheless, the structural performance can be 
influenced by inaccurate interpretations of FECs behavior. It is therefore 
important to design FECs according to their actual structural behavior. 
As for the plastic design, FECs also offer sufficient rotation capacity. 
Furthermore, it is crucial to note that the interaction forces between the 
components can affect the behavior of the connection. In nonlinear 
analysis, beam-column joints may yield in shear since they have to 
transfer considerable bending moment [16]. Not considering the fact 
that joints are relatively flexible compared to other structural compo
nents, this can cause incorrect hinge formation patterns. As a result, it is 
necessary to have a separate component that properly simulates the 
behavior of the beam-column joint. To overcome this, a panel zone (PZ) 
joint component is introduced for the purpose of idealizing steel 
beam-column joints for nonlinear analysis of MRFs [17]. The panel zone, 
as depicted in Fig. 1, is the column region enclosed by continuity plates 
and column flanges. The integration of the panel zone into the 
moment-resisting frames design has both advantages and disadvantages. 
On the positive side, the panel zone can play a major role in energy 
dissipation through inelastic deformation and thus increasing the 
overall ductility of the frame and the distribution of seismic energy.

This also means that less damage is caused to crucial elements like 
beams and helps to enhance the strength of the structure during earth
quake. Also, when the panel zone is designed to contribute to energy 
absorption it allows for the optimization of the balance between strength 
and ductility according to specific performance objectives. However, 
these benefits involve certain compromises. Permitting inelastic 

deformation in the panel zone can also cause large story displacements 
which affect the serviceability of the structure and hence additional drift 
control measures will be necessary. The reduction in overall structural 
stiffness due to inelastic panel zone behavior may affect lateral stability 
and necessitate additional design measures. In addition, higher strain 
demands increase the risk for local failure mechanisms. The perfor
mance of the panel zone has been of interest to researchers for decades. 
Investigations in this line started in late 1960s and early 1970s, and 
regulations and guidelines during this period addressed different aspects 
of panel zone response. In the conducted studies, emphasis has been put 
on the assessment performance of the panel zone in I-shaped open col
umns made of carbon steel. Krawinkler et al. [18] have pointed out the 
fact that panel zones demonstrate a high degree of strength after 
achieving the yield point. In these studies, the hysteretic loops that were 
deformable and stable and a high cyclic re-hardening was observed by 
the researchers. In addition, some studies have shown that shear de
formations have a great influence on panel zone response [19]. The 
panel zone can adequately dissipate energy through shear up to a level 
that is characterized by considerable inelastic distortions and thus pre
vent local crippling and yielding of the column web and distortion of the 
column flange [16]. In terms of the panel zone, the process of shear 
yielding starts in the middle and then extends radially outward [19]. It 
can be observed that the shear distortion is at its maximum in the center 
of the panel zone and at minimum in the corner. In most cases when the 
connection is subjected to unbalanced bending moments, a panel zone 
experiences a complex pattern of stress [16]. This includes the normal 
stresses which mainly result from the axial force acting on the column, 
and the shear stress which occurs due to the moment which is trans
ferred from the beams [20]. Studies on the behavior of panel zones in the 
elastic range have revealed the influence of shear distortion as high
lighted by Krawinkler et al. [18]. Upon yielding, the shear strength of 
the panel zone, which is formed by the column flanges and continuity 
plates is greatly reduced. Based on Krawinkler et al. [18] findings, it is 
possible to state that the complete yield of the steel panel zones takes 
place at the distortion level that is four times higher than the initial one. 
This assumption is also considered in the current design standards.

Most of the studies on the panel zones have been performed on 
carbon and high strength steel columns. Jaspart [21] used numerical 
and experimental analysis to study the behavior of the panel zone and to 
propose multi-linear analytical models. These models were introduced 
in EN 1993–1–8 [12] later. Coelho et al. [22] undertook a series of ex
periments on web shear panels of high strength steel to assess the shear 
strength performance and the results compared with that of the design 
codes currently in use. Jordao et al. [23] using experimental and nu
merical investigations proposed a new mechanical model to analyze 
internal carbon steel joints with beams of unequal depths. Tuna et al. 
[24] performed a numerical analysis to determine the deformation re
quirements in carbon steel panel zones which were designed in 

Fig. 1. Panel zone in steel frame.
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accordance with various code provisions. They conducted a parametric 
study, and the analyses revealed that designs based on EN 1993–1–8 
[12] resulted in negligible yielding in the panel zone. Brandonisio et al. 
[25] assessed the mechanical characteristics of the beam to column 
panel zone and reviewed the European code for the design of PZs. The 
analysis includes non-linear numerical and experimental tests. The re
sults are then compared with the practices followed in Europe. The 
study, both theoretical and experimental, has identified some short
comings in the application of the European regulations, leading to an 
over estimation of PZ shear strength by approximately 50–60 %. Lu et al. 
[26] compared the mechanical properties of the panel zone through 
testing end-plate and T-stub connections under cyclic loading. They 
compared the parameters like shear force, plastic energy dissipation, 
and failure modes. Comparing the available experimental and analytical 
data, it is possible to point out that even in cases with carbon steel 
I-sections having flange thicknesses greater than 2.5 cm, the provided 
models in the design codes are not adequately precise [16]. This un
derlines the need for a design criterion that is safer and more depend
able, especially in the case of stainless steel. Unlike carbon steel, 
stainless-steel exhibits significantly different mechanical behaviors.

Conducting experiments to assess the shear strength of stainless-steel 
column web panels is expensive. The development of steel design 
through analytical, empirical, mechanical, and numerical simulation 
models has been greatly enhanced yet the design process still remains a 
laborious task and offers limited support for design enhancement. 
Analytical method constitutes a mathematically accurate and compu
tationally efficient prediction technique through the use of mathemat
ical equations, but its effectiveness is, however, limited in significant 
deformations or high static complexity. The empirical curve fitting 
method, though being straightforward and practical for engineers who 
do not have many computation resources, suffers from the accuracy and 
reliability, especially in complex steel joints. The component method 
offers a detailed description of connection behavior by modeling 
discrete elements like bolts and plates, though its complexity demands 
extensive component data. Finite element modelling is a notable tech
nique as it allows to simulate complex features and behaviors, non
linearities and material specifics, with insights into stress, strain and 
failure mechanisms. However, its computational demands and the 
expertise required for effective use pose significant challenges, partic
ularly for those with constrained resources. More recently, there has 
been a shift towards computational methods where computers learn 
from data samples, known as the machine learning (ML) approach. ML is 
gaining more importance in the field of structural engineering as it in
tegrates artificial intelligence (AI) with the intricacies of engineering 
design and safety [27]. This study’s ML approach, combined with 
explainable artificial intelligence (XAI) techniques, provides a novel 
alternative. By employing ML models, this approach captures nonlinear 
behaviors and interactions in the shear behavior of stainless-steel col
umn web panels with high accuracy and efficiency. Integration of the 
SHapley Additive exPlanations (SHAP) algorithm further ensures 
interpretability by revealing the influence of critical input features on 
shear strength predictions. This combination enhances both the reli
ability and transparency of the model’s predictions, offering a practical 
and accessible tool for design engineers and researchers. ML techniques 
have been applied in different fields, for example, applying Support 
Vector Regression (SVR) for fatigue reliability of offshore wind struc
tures for the treatment of uncertainties in material and load character
istics [28], and ML models for detection of seismic failure modes in 
concrete structures [29]. Due to the benefits of ML in predicting struc
tural responses, some researchers have incorporated adaptative frame
works with Monte Carlo simulations to improve computation time in the 
reliability analysis of complex structures [30]. Shah et al. [31] explored 
the application of ML models to predict the moment-rotation behavior of 
boltless steel connections, employing Artificial Neural Networks (ANN), 
Adaptive Neuro-Fuzzy Inference System (ANFIS), and Linear Genetic 
Programming (LGP). The study demonstrated that, while ANN and 

ANFIS models showed limitations in accurately modeling nonlinear re
lationships, the LGP model outperformed both, providing superior pre
dictive accuracy and robustness. Cao et al. [32] investigated the use of 
the Extreme Learning Machine (ELM) method to predict the moment 
behavior in beam-to-column connections. The study aimed to address 
the limitations of traditional approaches by applying ELM to model 
complex, nonlinear relationships with high accuracy and reduced 
computational time. The authors compared ELM’s performance to Ge
netic Programming (GP) and ANN, finding that ELM outperformed both 
in terms of prediction accuracy. The results indicated that ELM could 
effectively capture the moment-rotation characteristics and provide 
reliable estimates. Kueh [33] developed mathematical expressions for 
the moment-rotation behavior of steel flush endplate beam-column 
connections using ANN and Multi-Linear Regression (MLR). The study 
addressed limitations of existing models by providing explicit equations 
for resistant moment and initial rotational stiffness. The ANN model, 
trained using MATLAB, showed superior predictive performance 
compared to MLR, with higher correlation coefficients and lower mean 
absolute percentage error (MAPE). This work highlights the potential of 
ANN to generate ready-to-use equations for structural design, reducing 
computational and experimental complexities.

So far, ML models have only been used to address the shear behavior 
of reinforced concrete (RC) structural joints. However, no previous 
research seems to have examined the use of ML algorithms to predict the 
shear strength of steel column web panels. In this regard, several 
research have investigated the application of ML methods in predicting 
the shear capacity of exterior and interior concrete beam-column joints 
[34–36]. Similarly, ANN methods were applied by Alwanas et al. [37], 
and Park et al. [38] to predict the shear resistance of such joints. ML 
approaches have also been applied to estimate the shear transfer 
strength of RC joints [39]. Recently, Zakir Sarothi et al. [40] evaluated 
the performance of various ML models, including ANN, K-Nearest 
Neighbors (KNN), Support vector machines (SVM), Decision Tree (DT), 
Random Forest (RF), Extreme Gradient Boosting (XGBoost), and Cate
gorical Boosting (CatBoost), to predict the bearing capacity of shear 
bolted connections. Furthermore, references [41,42] provide a 
comprehensive comparative analysis of the performance of various ML 
algorithms. These investigations have demonstrated that the ML pre
dictions are highly accurate in predicting structural response of beam to 
column joints. In combination, these papers underscore the increasing 
use of ML in structural analysis and support the case for its further use to 
predict the structural component behavior with a high degree of accu
racy and reliability.

To the best of the author’s knowledge, a research gap exists in the 
study of stainless-steel column web panels, in contrast to the well- 
documented investigations on concrete, carbon steel, and high- 
strength steel joints. In fact, there appears to be no research address
ing the shear strength of column web panels made of stainless-steel 
material. The methodology of this study begins with the development 
of an extensive input database using ABAQUS software and its inte
grated Python scripting interface [43]. During the training phase, then 
twelve well-established ML models are evaluated: Kernel Ridge 
Regression (KRR), Polynomial regression (PR), Decision Tree (DT), 
Random Forest (RF), Extremely Randomized Trees (ETR), K-Nearest 
Neighbors (KNN), Gradient Boosting (GB), Extreme Gradient Boosting 
(XGB), Light Gradient Boosting (LGBM), Categorical Boosting (Cat
Boost), Histogram-Based Gradient Boosting (HistGB), and Support 
Vector Regressor (SVR). In addition, the best optimal predictive model is 
determined considering the level of accuracy that is being achieved for 
shear strength. The next stage of the study focuses on the explanation of 
ML results. XAI provides a clearer picture of the input-output in
terconnections in the developed ML models. To achieve this goal, the 
SHAP algorithm is used, which provides explanations for the predictions 
made by ML. The SHAP is theoretically well-founded and can be used 
with any ML model, including shallow architecture and deep learning 
models. Local and global interpretations can be provided through this 
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framework, which increases the understanding of the problem under 
consideration. Furthermore, the trained ML models are employed for 
designing a graphical user interface (GUI) software. By incorporating a 
GUI, it is possible for the researchers and designers to estimate the shear 
strength of stainless-steel column web panels, which increases the 
user-friendliness of the proposed method.

1.1. Contribution to the field and study significance

The objective of this study is to investigate the application of AI 
methods in predicting the shear behavior of column web panels using an 
XAI approach. This research will emphasize various important aspects: 

• Novelty: This study is among the pioneering efforts to apply 
advanced ML techniques to predict the shear strength of H-shaped 
stainless-steel column web panels. It extends design considerations 
specifically to stainless-steel panel zones, a critical area currently 
limited by European standards, such as Eurocode 3 (EN 1993–1–4), 
which predominantly developed based on carbon steel.

• Innovation and transparency: This work uniquely integrates 
explainable AI techniques through the SHAP algorithm to interpret 
ML predictions. Unlike traditional black-box models, this approach 
gives a detailed description of why a certain model made a particular 
prediction, which has enhanced the interpretability of ML models. 
Such transparency can attract more research attention to the 
importance of interpretability and trustworthiness in predictive 
models.

• Practicality: The development of a simple GUI enhances the acces
sibility and usability of the predictive approach. This GUI could 
make it easy for researchers and designers to estimate the shear 
strength of stainless-steel column web panels, leading to broader 
applications of the method.

By addressing these aspects, this study fills a research gap in existing 
standards and research by providing a predictive framework developed 
specifically to the unique properties of stainless steel, which differ 
substantially from those of carbon steel. This work not only addresses 
the need for updated design considerations for stainless-steel, but also 
demonstrates the power of ML and XAI in advancing the field of struc
tural engineering.

2. Panel zone shear strength

Fig. 2 shows the forces acting in the panel zone region. It is assumed 
that the joint members, beams, columns, and the panel zone has un
dergone bending moment (M), axial force (N), and shear force (V) due to 
horizontal earthquake load. The combined effect of these forces creates 
complex deformation and stress state of the panel zone region which 
makes the analysis of mechanical properties of the panel zone rather 
complex.

To obtain the shear force within the panel zone, the bending moment 
at the middle of the thickness of the beam flange may be used, given that 
the contraflexure point is located at mid-height of the columns. By 
considering the equilibrium relationship between the moment, axial and 
shear forces of the joint panel zone, the following relationship can be 
derived [25]: 
(

Mb1

hb1
+

Nb1

2

)

+

(
Mb2

hb2
+

Nb2

2

)

− Vc1 − Vpz = 0 (1) 

The global relationship between the force distribution of the panel 
zone is given by 

Nb1 − Nb2 = Vc1 − Vc2 (2) 

And, by substituting Eq. (2) into Eq. (1), the shear force of the panel 
zone can be computed as 

Vpz =
Mb1

ht1
+

Mb2

ht2
−

Vc1 + Vc2

2
=

Mb1

ht1
+

Mb2

ht2
− Vc (3) 

In the above Eqs. (1–3), Mb1 and Mb2 represent the bending moments 
at the left and right ends of the beam, respectively. Nb1 and Nb2 denote 
the axial forces at the left and right beam ends. Vc1 and Vc2 are the shear 
forces in the column above and below the panel zone. hb1 and hb2 
indicate the distances between the flanges of the left and right beams, 
while hc1 and hc2 represent the distances between the top and bottom 
column flanges.

The average shear strength value of the column section is determined 
by considering the equilibrium condition of the joint (Mc1 + Mc2 = Mb1 
+ Mb2) [25]: (Eq. 4) 

Vc =
Vc1 + Vc2

2
=

Mc1 + Mc2

H − db
=

Mb1 + Mb2

H − db
(4) 

The shear strength value of the panel zone is determined by the 
following equation: (Eq. 5) 

Vpz =
Mb1 + Mb2

ht
.(1 − β) (5) 

where ht =(hb1+hb2)/2, β = ht / (H- db), H is story height, and db is the 
depth of the beam cross section.

Based on previous research findings [25], the panel zone undergoes 
yielding in a sequence that starts at the center and spreads outward to 
the surrounding area. If the bearing capacity is sufficient, the axial force 
in the column is completely transmitted to the column flange and the 
bolted end-plate connection of the semi-rigid joint [26]. Adopting a 
consistent distribution of shear stress simplifies the formulation and 
provides design results that are adequately sufficient.

In the following sections, following a general description of the 
employed AI algorithms in Section 3, a comprehensive database is 
created in Section 4 using a Finite Element approach. The shear strength 
of the panel zone for all samples is calculated using Eq. (5). This data
base forms the basis for the analysis carried out in Sections 5 and 6, 
where ML methodologies are used to evaluate and interpret the findings.

3. Applied artifactual intelligence algorithms

In this investigation, the ML models were created using the Scikit- 
learn ML package [44]. A total of twelve ML models were 

Fig. 2. Forces acting on PZ of an internal flush end-plate joint.
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implemented including the following: KRR, PR, DT, RF, ETR, KNN, GB, 
XGB, LGBM, CatBoost, HistGB, and SVR.

The reason of selecting various ML models in this study can be 
explained by the general recommendation approach used in the ML 
methodologies, according to which, it is necessary to try different al
gorithms to find the one that would be the most suitable for solving the 
considered problem. Each problem shows different characteristics 
which might be more compatible with specific algorithms than others, 
and hence, this broad approach is applied in this study. Therefore, 
through the use of these models this study not only allows for the 
evaluation of the considered ML models’ effectiveness, but also prevents 
the possibility of bias toward any particular model and ensures that the 
most appropriate model is used, depending on the set performance 
measures. This approach is further justified by the fact that these twelve 
models are well known and commonly used in the literature, thus 
validating their applicability across different fields of structural engi
neering [27]. Moreover, the use of SHAP algorithm enhances the 
interpretability of these models, hence providing the importance of 
different features for the model prediction, which is vital in under
standing the mechanical behavior of connections. Understanding which 
features are most influential in the model’s predictions allows for a 
deeper analysis and understanding of the underlying phenomena, 
thereby adding more value to the study. Discussing this subject in detail 
will result in an excessive length of the current study. Furthermore, there 
has been a recent publication of a review article [27] on the application 
of these algorithms in structural engineering as well as the examples of 
the use of these algorithms in different sectors of structural engineering. 
Consequently, to maintain the focus and conciseness of this study, only a 
brief overview of each algorithm is provided in the following sections.

3.1. Kernel Ridge Regression

Kernel Ridge Regression (KRR) is an advanced ML technique which is 
suitable for analyzing intricate data and especially when non-linearity is 
involved. As a combination of ridge regression with kernel methods, 
KRR provides a reliable tool for revealing complex relationships in the 
data. Ridge regression aims to prevent overfitting by adding a penalty 
term to the loss function, which shrinks the regression coefficients [45]. 
KRR follows this process with kernel functions that enable the modeling 
of non-linear relationship between the variables. The general idea of 
KRR is the projection of the given input data into a higher-dimensional 
feature space with the help of kernel function. The choice of kernel 
depends on the nature of the data and the specific problem being 
addressed [45].

3.2. Polynomial Regression

Polynomial Regression (PR) is an extension of the linear regression 
that utilizes polynomial functions of the input variables to model com
plex nonlinear relationship between the input parameters and the target 
response. PR is good at fitting complex and non-linear data. However, 
PR can be very sensitive to overfitting, especially if high degree poly
nomials are used [46]. The overfitting can be minimized by finding the 
appropriate degree of the polynomial through cross validation, thereby 
improving the model’s performance on new data. Bagging, or Bootstrap 
Aggregating, increases PR’s stability by training the model on different 
bootstrapped samples of the dataset and averaging the results [47]. The 
model complexity must be managed, and methods like regularization 
and feature scaling should be employed to enhance the utilization of PR 
without encountering numerical problems and overfitting.

3.3. Decision Tree

Decision Tree (DT) relies on criteria and starts with a root node as a 
representation of the whole dataset. In each cycle, the model evaluates 
all the current conditions and splits the samples into different nodes 

based on those conditions. The model divides the data into subgroups 
and creates new nodes and branches as the model progresses through the 
selected criteria [48]. The process of splitting or branching is repeated 
until the end points are pure in terms of classes or until other criteria is 
met, such as the minimum number of instances per node or the depth of 
the tree. The terminal nodes represent the forecast produced by the 
model. When applied to regression, each of the leaves pertains to a single 
value. The path from the root node to an end point represents a chain of 
choices that produce a given result [49].

3.4. Random forest

Random forest (RF) is an ensemble technique in the ML family that is 
used for improving the prediction reliability and accuracy by using a set 
of decision trees. This approach is efficient, as it takes advantage of a 
single DT algorithm while avoiding it’s weaknesses. By using this 
approach, every tree learns from a randomly chosen subset of the 
training dataset, and a randomly chosen subset of features, thus di
versity is incorporated into the model’s predictions [50]. The data is 
randomly split into different sets using the bootstrapping method. This 
means that each tree is exposed to slightly different data, hence reducing 
the overfitting of the data. RF is produce by growing different decision 
trees in parallel with each other, and each tree making a different de
cision. In regression problems, the final prediction can often be the 
average of the outputs derived from the trees. The integration of mul
tiple models results in the reduction of variance, hence leading to more 
stable and reliable predictions on unknown data [51]. Moreover, the 
process of randomly selecting a subset of features at each split point in 
the trees ensures that no single feature has excessive influence on the 
model. This increases the general variety and reduces the risk of 
overtraining.

3.5. Extra Trees Regression

The Extra Trees Regressor (ETR) is a ML algorithm that is based on 
the RF model, designed to perform regression with higher effectiveness 
and precision. In Extra trees multiple randomized decision trees are 
fitted on different samples of the dataset. This method uses the concept 
of ensemble averaging to increase the predictive power and reduce over 
fitting. Compared to conventional decision trees, ETR fully randomizes 
both the split points and features at each split, which results in higher 
variance reduction. Each tree in the ETR forest chooses the feature and 
split point randomly, rather than opting for the optimal split as in 
traditional decision trees. Additionally, each tree is grown on the entire 
dataset, not on bootstrap samples. This method, proposed by Geurts 
et al. [52], is quite suitable for dealing with large datasets and modelling 
nonlinear interactions between variables. The extreme randomness in 
the splitting process results in highly diverse trees, which, when com
bined, help in lowering the chances of overfitting and bias. The impor
tant parameters in ETR include the number of trees, number of features 
that are randomly selected in each split, the minimum sample size per 
split. Therefore, ETR is a stable solution for regression problems because 
it is fast and does not require significant hyperparameter optimization.

3.6. K-Nearest Neighbors

The basic principle of operation of K-Nearest Neighbors (KNN) is to 
use distance metrics between data points in the feature space to make 
predictions. KNN uses the (k) nearest data points in the training set, 
where (k) is a predetermined number, to make predictions for a new 
data point. In regression problems, the KNN algorithm calculates the 
average of the value of the k nearest neighbors of a new data point [53]. 
In this regard, the predicted result is influenced by the values of the 
neighboring points leading to a forecast that reflects the characteristics 
of the local neighborhood. The performance of KNN relies on the value 
of (k) and the distance measure used to determine the proximity of 
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samples. Common distance metrics include the Euclidean distance, the 
Manhattan distance, and the Minkowski distance. The parameter (k) 
determines the level of localization of the decision boundary. Lower 
values of (k) can capture finer details of the data but are vulnerable to 
noise while higher values enable more generalized predictions. Thus, 
choosing an appropriate (k) value is important for balancing detail and 
generalization in the model’s predictions. KNN is an easy and under
standable algorithm, but it can be slow and time-consuming, especially 
when it is used on large data sets [53]. However, KNN is still widely 
applied because its ease of calculation and higher accuracy in cases 
where the relationship between features and the output variable is 
complex and not easily modeled by parametric equations.

3.7. Gradient Boosting

Gradient Boosting (GB) is executed by successive steps of minimizing 
the loss function which could be mean square error [54]. The following 
steps may be used to apply this technique. First, a simple model, for 
example, a decision tree with limited depth, is trained on the given 
dataset. This first model is known as the basic learner. Then, the residual 
errors which are the differences between the predicted values and the 
actual values are calculated. In the subsequent stages, new models are 
trained in order to predict such deviations. Every new model is an 
attempt to correct the errors of previous models. The forecasts produced 
by these new models are combined with the forecast of the earlier 
models to form an improved model. This is repeated for a certain 
number of iterations or until the residuals reach a certain level of 
tolerance. In Gradient Boosting the term ‘gradient’ refers to the gradient 
descent method that is used to optimize the loss function. In each step of 
the loop, the method calculates the gradient of the loss function with 
respect to the model’s predictions and adjusts the parameters. Thus, the 
approach effectively decreases the model’s prediction error [54].

3.8. Extreme Gradient Boosting

Extreme Gradient Boosting (XGBoost) is a Boosting method which is 
derived from GB ML framework. It is used for its efficiency and effec
tiveness especially in terms of its predicted accuracy. Unlike the gradient 
descent method that involves adjusting all the parameters over the 
whole dataset, XGBoost improves the model gradually by adding more 
trees that focus on the mispredictions made by the previous trees. In 
each of these processes, it uses gradient descent to effectively optimize a 
specific loss function [55]. Moreover, XGBoost has several additional 
elements that can improve the model’s efficiency; for instance, over
fitting prevention techniques, parallel tree growth for faster processing, 
and the ability to handle sparse data [55].

3.9. Light Gradient Boosting Machine

Light Gradient Boosting Machine (LGBM) is developed using the GB 
technique. LGBM’s speed and performance are enhanced by two key 
algorithms: Gradient-based One-Side Sampling (GOSS) and Exclusive 
Feature Bundling (EFB) [53]. This way, GOSS enhances the training 
process as it directs LGBM to focus on the most informative samples. This 
is accomplished by prioritizing cases with large gradients, as these cases 
are more likely to improve the model’s accuracy. Additionally, a subset 
of the less significant cases (with smaller gradients) is randomly 
sampled, ensuring that the model captures a wide range of data points 
while focusing on the most informative ones. Thus, the training process 
is carried out much faster, hence reducing the volume of data that has to 
be trained. Exclusive Feature Bundling (EFB) aims at decreasing the data 
size by combining mutually exclusive features, which are features that 
rarely take non-zero values simultaneously. Reducing the feature space 
is a realistic method that helps LGBM manage large datasets. LGBM 
utilizes the leaf-wise tree construction procedure rather than the 
level-wise one, which is used in most traditional boosting methods. 

LGBM constructs trees by sequentially adding leaves in a manner that 
maximizes loss reduction at each stage [56].

3.10. Categorical boosting

Categorical boosting (CatBoost) is a GB based method that is similar 
to XGBoost and LGBM. But it is more advanced in terms of the handling 
of categorical data. The system is particularly designed to provide an 
efficient computation of the categorical variables by utilizing a strategy 
that incorporates target statistics. This technique is beneficial in 
reducing the problem of leakage and overfitting, which is usually 
associated with normal encoding. CatBoost uses an ordered boosting 
approach which makes the model more stable and accurate [57].

3.11. Histogram-Based Gradient Boosting

Histogram-Based Gradient Boosting (HBGB) is a more developed 
form of the ML method called Gradient Boosting Decision Trees (GBDT). 
It does this by discretizing continuous features into bins and creating 
histograms that reduce the time and memory needed for training. This 
method is faster since it searches for the best splits in fewer candidate 
points. In each decision tree of the ensemble, the errors of previous trees 
are corrected through gradient descent on the loss function [58]. 
Compared to other models, HBGB has a natural ability to address cate
gorical features and missing values by setting them to bins, which im
proves its flexibility. It is most useful when dealing with large data and 
those with numerous features since it is less sensitive to issues of data 
distribution and outliers. In addition, HBGB is highly scalable due to its 
ability to parallelize its operations and is suitable for modern 
data-intensive applications [58].

3.12. Support Vector Regressor

Support Vector Regressor (SVR) is a type of ML technique derived 
from the support vector machine (SVM) for those problems where the 
dependent variable is a continuous variable [57]. It seeks to identify a 
function deviate from observed values by no more than epsilon (ε), and 
at the same time minimizing the model complexity while maximizing 
the prediction accuracy using convex optimization. The technique of 
SVR involves mapping of the input data into a higher-dimensional 
feature space using kernel functions to perform linear regression in 
this space. The method is less prone to overfitting and does not depend 
on the distribution of the data. Among the hyperparameters which have 
a higher impact on the SVR, there are the capacity value (C), epsilon (ε) 
and the kernel type. Some of the most widely used kernel functions are 
linear kernel, polynomial kernel, radial basis function (RBF) kernel, and 
Sigmoid kernel [57]. Other hyperparameters are generally set by opti
mization techniques such as particle swarm optimization, Bayesian 
optimization, and grid search for better performance of SVR. because of 
such flexibility and stability, SVR is used in many fields as one of the 
most popular techniques.

3.13. SHapley Additive exPlanations (SHAP) algorithm

In the context of ML systems, explainability can be defined as the 
ability to explain or to present a parameter in a format that can be easily 
understood by a human. Explainability is the measure of how well a ML 
model can justify its reasoning for a given prediction or decision and 
particularly can be measured by how well a human can comprehend the 
model’s decision-making process. SHAP model-agnostic explanation 
[59], can be chosen as one of the well-known methods in the field of XAI. 
SHAP, an explanation framework for the various ML models, which is 
based on the Shapley value and game and probability theory [59]. As 
part of the model decision-making process, SHAP uses both the global 
and local measurements. This way, the relationship between the model’s 
features and the output targets can be identified and thus the behavior of 
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the model can be explained. Shapley’s Additive Explanation has been 
beneficial by identifying the precise weights of features for a specific 
prediction. The theoretical construct identifies model with game rules 

and features with players who may be present in the game and absent. In 
this metaphor, Shapley values are obtained from the evaluation of the 
model by different subsets of the input variables. By understanding the 

Fig. 3. (Simplified shell models are displayed using rendering shell thickness feature): Comparison of numerical and experimental failure modes.
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relationship between the model’s features and output targets, it is 
possible to interpret the behavior of the model.

4. Finite Element modeling and validation

This study relied on FE analysis as an essential step of the database 
development, because experimental data on stainless-steel column web 

Fig. 3. (continued).
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Fig. 3. (continued).

Fig. 4. force-displacement curves for specimens (1–2).
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panels are limited. By the development and validation of the 3D 
nonlinear FE model, a large database of configuration conditions was 
obtained. This database was used as the basis for training the ML models 
employed in this study to provide accurate estimates of shear strength.

In previous studies conducted by current authors [10,60], a 3D 
nonlinear FE model was developed in Abaqus [43] to analysis the 
behavior of various connections for which experimental test data were 
available. Building on that FE model, this paper presents and validates a 
numerical modeling procedure for the connections at hand. The ABA
QUS scripting interface with Python [43] then used the validated nu
merical model to generate a large dataset automatically through loop 
creation. An overview of the FE modeling used in the study is provided 
in the following. The material behavior of stainless-steel was described 
by the nonlinear relationship suggested by Rasmussen [61]. This rela
tionship holds that the material yield surface grows uniformly in the 
stress space as the plastic strains increase, which is called isotropic 
hardening. In this study, the mechanical properties of austenitic 
stainless-steel, such as yield strength and elastic modulus, were adopted 
based on the recommendations provided in Eurocode 3 Part 1–4 (EN 
1993–1–4) [13]. For detailed values and guidelines, readers are 
encouraged to refer to the Eurocode document [13]. In the FE model, 

quadrilateral 4-node shell elements known as S4R elements were used. 
In this case, in order to correctly record the panel zone deformations, at 
least five elements were used across the thickness of the plate. By per
forming a mesh sensitivity analysis, the mesh sizes varying from 5 mm to 
40 mm were evaluated. Then, a structured mesh in various sizes was 
used. A finer mesh size of 5 mm was applied in areas of the model 
considered to be subjected to concentrated loads, while the rest of the 
model was meshed with a larger size of 20mm. Only the horizontal 
displacements at the cross section of the upper part of the column were 
restrained, whereas, all the degrees of freedom at the bottom section of 
the column were restricted. At the beam end, where out-of-plane dis
placements were also limited, a monotonic load was applied. To model 
the bolts, a simpler approach was taken; they were modeled with the 
help of an Abaqus cartesian connector element. To characterize the 
element, it can be defined as a spring with the elastic-plastic failure 
behavior in axial as well as shear mode. Compared to solid elements, 
these elements are considerably more efficient in terms of computa
tional requirements. More specifically, it has been found in prior studies 
that using this approach to model bolts is effective [57,62,63]. The 
circular-shaped “rigid body” was incorporated into the model to ensure 
that any undesired deformation that may occur in the connector region 
is avoided. The tangential behavior was described using the penalty 
friction coefficient which was assigned as 0.3. The hard contact option 

Table 1 
Comparison between FE and test results for specimens (1–2).

Specimen FE / Experimental results

Kj,ini Fj,R Fj,u Δj,u

Specimen 1 0.92 0.98 1.02 0.91
Specimen 2 1.19 0.97 1.02 1.15
Average 1.05 0.97 1.02 1.03
St.dev 0.135 0.005 0.0 0.12

Table 2 
Comparison between FE and test results for specimens (3–7).

Specimen FE / Experimental results

Sj,ini Mj,R Mj,max Φj,u

Specimen 3 1.08 0.96 1.05 1.04
Specimen 4 0.96 0.95 0.97 1.02
Specimen 5 0.96 1.09 1.05 1.06
Specimen 6 1.03 0.96 1.05 1.01
Specimen 7 0.85 1.09 1.05 1.06
Average 0.976 1.01 1.034 1.038
St.dev 0.078 0.065 0.032 0.020

Fig. 5. moment-rotation curves for specimens (3–7).

Fig. 6. General description of input features.
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was chosen in order to permit a potential separation following contact. 
In the simulations, the main-secondary surfaces technique was used for 
modeling plate contacts using Abaqus software[43]. To validate the 
implemented finite element modeling procedure, the results were 
compared with available experimental data for seven different types of 
beam-to-column connections made of stainless-steel from three separate 
experimental studies [64–66]. Fig. 3 illustrates the failure mechanism 
that occurs during deformation under the highest load.

Fig. 3(a–f) shows that the numerical failure modes match the 
experimentally observed failure modes. In addition, it is evident from 
Fig. 3(a–f) that the FE prediction of connector failure matches the failure 
observed in the experiment that validates the connector failure defini
tion used in the model. These models depicted a large scale of plastic 
deformations akin to those observed in the column flange and end-plate 
of the FE models. As shown in Fig. 3(g and h), there was a consistent 
deformation in a t-stub of the specimens. In this pattern, the tension 
flange of the beam and the end plate between two bolt rows came under 
tension. The proposed model captured this behavior effectively. 

Furthermore, the model accurately replicated the specific bending of the 
column flange. The finite element results agreed well with the test data, 
which means that the finite element models can accurately describe the 
performance of beam-to-column joints.

Figs. (4 and 5) show a comparison of the force-displacement curves 
for specimens (1–2) and the moment-rotation curves for specimens 
(3–7).

To compare the numerical predictions by FE analysis with the 
experimental data, the primary joint characteristics reported in Tables 1 
and 2 were used. Since the load-displacement results for the first two 
specimens were provided by the reference test [64], these were 
extracted from the FE analysis and the comparison results are shown in 
Table 1. Similarly, for specimens 3 to 7, where moment-rotation curves 
were provided by the reference tests [65,66], the corresponding 
moment-rotation characteristics were obtained from the FE analysis and 
the comparison results are presented in Table 2. Table 1 shows the 
plastic resistance (FRd), initial stiffness (Kj,ini), ultimate resistance (Fj,u), 
and ultimate deformation (Δj,u) comparison results. Table 2 presents the 

Fig. 7. The distribution of effective input features.
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plastic moment resistance (Mj,R), initial rotational stiffness (Sj,ini), 
maximum moment capacity (Mj,max), and ultimate rotational capacity 
(Φj,u) comparison results of the joints.

The average ratios of Kj,ini (derived from the slope of the force- 
displacement curve) and Sj,ini (obtained from the slope of the moment- 
rotation curve) are 1.05 and 0.976, respectively, with standard de
viations of 0.135 and 0.078, which shows that the FE models have slight 
differences in predicting these stiffness values. Plastic resistance (FRd), 
determined by the intersection of the initial stiffness (Kj,ini) line with the 
tangent line of the hardening part of the load displacement curve, and 
plastic moment resistance (Mj,R), determined by the intersection of the 
initial rotational stiffness (Sj,ini) line with the tangent line of the hard
ening part of the moment rotation curve, are measures of the load and 
moment at which the connection transitions from elastic to plastic 
behavior. The average ratio for FRd is 0.97 with a standard deviation of 
0.005, indicating that the FE models have a good agreement with min
imal variation from experimental data. The average ratio for Mj,R is 1.01 
with the standard deviation of 0.065, which in general shows an 

accurate prediction of plastic moment resistance by the FE models.
Ultimate resistance (Fj,u) and maximum moment capacity (Mj,max) 

define the peak load and moment the connection can sustain before 
failure. The FE models show strong alignment with experimental results, 
as indicated by an average ratio of 1.02 for Fj,u (standard deviation 0.0) 
and 1.034 for Mj,max (standard deviation 0.032). These results suggest 
that the FE models reliably predict the connection’s maximum capacity. 
Ultimate deformation (Δj,u) and ultimate rotational capacity (Φj,u) are 
parameters that define ductility of the connection and its capacity to 
undergo large deformations before failure. The FE models slightly 
overestimate these values, with average ratios of 1.03 (standard devia
tion 0.12) for Δj,u and 1.038 (standard deviation 0.020) for Φj,u. How
ever, the low standard deviations indicate consistent predictions across 
specimens.

From Figs. (3–5) and the numerical values given in Tables (1 and 2) it 
is possible to conclude that there is a very good agreement between the 
numerical model and the experimental data. The developed FE models 
are able to capture the structural response of all the considered 

Fig. 7. (continued).
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specimens and are therefore utilized to develop the database.

5. ML model development and configuration

5.1. Statistical analysis of the compiled database

The British Stainless-steel Association has published a comprehen
sive list of stainless-steel sections [67]. According to this list, in the 
initial phase, all the stainless-steel sections that were accessible were 
identified, resulting in a total of 150 H-shaped column and welded 
I-shaped beam sections from various suppliers. Nevertheless, it is not 
feasible to consider every conceivable arrangement of these segments. 
Thus, only a limited number of connections that meet the specific 
criteria of the design guidelines were meticulously taken into account 
for this study. Finally, after implementing these restrictions and prac
tical guidelines for connection setup, a total of 612 samples were 
deemed suitable for analysis. Fig. 6 shows a general description of input 
features.

Fig. 7 depicts the statistical distribution of the 10 considered input 
features including: the bolt diameter (Db), the end-plate width (bep), the 
end-plate height (hep), the end-plate thickness (tep), the bolt spacing in 
tension (Pt), the bolt spacing between comparison bolts (Pc), the hori
zontal distance between bolts (gi), and the vertical distance between the 
innermost tension bolt and the innermost comparison bolt (Pi), the 
column and beam second moment of inertia (Icxx, Ibxx) where frequency 
indicating the number of samples in the database. Fig. 8 illustrates the 
impact of each parameter. The intensity of the color increases propor
tionally with the frequency of the input parameters falling inside this 
range. From Figs. (7 and 8) the following results are evidence: the tep 
values are ranged between 5 mm and 30 mm with the most frequency in 
the 10–20 mm range. In this range Vpz shows higher values. The bep 
values range from 88.7 mm to 300 mm, with most of the data points 
located at 100–150 mm and 200–250 mm ranges. Fig. 8 shows that Vpz 
values increase with higher bep, particularly concentrated around 
150–200 mm. The hep values range from 140 mm to 426 mm, with 
significant data concentration around 200 mm, 300 mm, and 400 mm. 
Fig. 8 shows Vpz increasing with higher hep values, particularly around 
these concentrations, which are within typical ranges used in practice. 
The Pc values show a strong clustering around 0 mm with fluctuations 
that can rise up to 100 mm. In fact, the zero values of Pc indicate that the 

connections have a single row of compression bolts. Fig. 8 also depicts 
that Vpz is higher at lower Pc values. The Pi values are between 40 mm 
and 160 mm with a relatively high density at 50 mm to 100 mm. Fig. 8
shows Vpz values are higher with increasing Pi, particularly around these 
concentrations. The Pt values show a strong clustering around 0 mm 
with occasional spikes up to 100 mm. Indeed, the zero values of Pt 
indicate that the connections possess only one row of tension bolts. For 
gi, the values range from 45 mm to 200 mm, with most values between 
50 mm and 110 mm, indicating a broad distribution. The Ibxx values 
range from 7.98e+06 mm4 to 2.19e+08 mm4. Additionally, Vpz values 
are concentrated at lower Ib

xx values. Similarly, Icxx values range from 
8.38e+06 mm4 to 2.62e+08 mm4, showing Vpz concentration at lower 
Ic
xx values. Lastly, the Db values range from 16 mm to 24 mm, reflecting 

the use of only three bolt sizes: 16 mm, 20 mm, and 24 mm.

5.2. Data pre-processing

Before training and testing the ML models, data preparation was 
carried out. This process involved converting raw data into a format that 
made data more effective. The completion of this phase was important 
for achieving optimal model performance, because in case of failure of 
this step, the accuracy of the models could negatively affected. There
fore, before training the ML models on the acquired dataset, the data 
needed to be preprocessed and structured appropriately using the 
feature scaling. The values of the independent features are scaled with 
the help of the min-max scaler (Eq.6) which is a mathematical technique 
that normalizes the input characteristics to a range between (− 1 and 1). 
This is necessary because the independent features characterize various 
quantitative measures and dimensions. The objective is to adjust the size 
of both input characteristics and output values to fit into a different 
range, in order to avoid the dominance of bigger numerical values over 
smaller ones [27].

As part of this data preparation process, statistical analyses were 
conducted to verify data quality and completeness. Checks for missing 
values confirmed that the dataset was complete, with no missing values 
identified. Additionally, outlier detection was performed, confirming 
that all data points were within acceptable ranges. Subsequently, the 
database that had been prepared and scaled was randomly partitioned 
into two distinct subsets: a training set and a test set. One of the widely 
used strategies when building multiple machine learning models is to 

Fig. 7. (continued).
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split the data in the following way: 80 % of the data can be used for the 
training set while only 20 % of the data can be used for the testing set. 
The testing set was kept unseen and was used solely for the verification 
of the model’s accuracy without being employed for training purposes. 
Fig. 9 shows the general approach utilized for training ML models. 

xn =
2(x − xmin)

(xmax − xmin)
− 1 (6) 

5.3. Performance evaluation of modeling

To evaluate the performance of the ML models in this study, three 
different statistical metrics were used. The calculation of the Coefficient 
of Determination (R2) determines the extent to which the independent 
variable(s) predict the variance in the dependent variable (Eq. 7.a). The 
Root Mean Square Error (RMSE) quantifies the average magnitude of 
errors between predicted and actual values, providing an indication of 
the typical deviation of predicted values from the actual values. The 

calculation assigns greater importance to larger errors and is determined 
by taking the square root of the average squared difference between 
predicted and actual values (Eq. 7.b). The Mean Absolute Error (MAE) is 
a metric used to evaluate the precision of a predictive model. It is 
calculated by taking the average of the absolute differences between the 
predicted values and the actual data, as shown in (Eq. 7.c). 

R2 = 1 −

∑n
i=1(Vi − V̂ i)

2

∑n
i=1(Vi − V)2 (7.a) 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

i=1
(Vi − V̂ i)

2

√

(7.b) 

MAE =
1
n
∑n

i=1
|Vi − V̂ i| (7.c) 

Viis the actual value, V̂is the predicted value,Vis the mean of actual 
values, and n is the number of observations.

Fig. 8. Hexagonal contour graph of the input and output parameters in the database.
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5.4. Model training and hyperparameter optimization

With regard to the architecture of an ML model, hyperparameters are 
important as they dictate the behavior of the training process and are not 
changed as the model is trained. Choosing the right hyperparameters 
depends on the data and algorithms and the objectives of the problem at 
hand. To identify optimal hyperparameters, search algorithms are used 
to explore the hyperparameter space. These algorithms continue 
training the models with different parameters, then assess the accuracy 
of the models, and refine their choices until the most effective param
eters are found. In this study, both the randomized as well as the grid 
search method was applied. First, random search selected random 
hyperparameters within certain ranges and performed the search. This 
was followed by a grid search whereby the study tested all possible 
combinations within these ranges. In an attempt to overcome over
fitting, a 5 fold cross validation algorithm was used [44]. This was done 
by partitioning the training data into five equal partitions or folds, and 

iteratively using each fold as a validation set while the others served as 
the training set. The collection of hyperparameters that produced the 
best performance was selected after all possible combinations were 
assessed.

6. Results and discussions

6.1. Cross-validation scores results

Fig. 10(a) depicts the average MAE for different ML models, utilizing 
a 5-fold cross-validation approach. In each boxplot, the top and bottom 
of a box represents the interquartile range (IQR) and the middle hori
zontal line within a box represents the median. The whiskers extend to 
the last data points till 1.5 times the IQR, and the points that are below 
this lower limit or above the upper limit are considered to be outliers. As 
seen in the case of ETR model in Fig. 10(a), the median MAE is the 
lowest; it can be then concluded that in terms of minimizing the absolute 

Fig. 8. (continued).

S. Sarfarazi et al.                                                                                                                                                                                                                               Results in Engineering 24 (2024) 103454 

15 



errors, ETR outperforms all the other models. Other methods such as 
HistGB, CatB, and GB also have low median of MAE which suggest that 
they are also performing well. On the other hand, SVR and PR have 
higher median MAE compared to the other models, which indicates poor 
performance. The IQR of the DT and KNN models are larger, which 
shows that their performance varies in different folds. Algorithms such 
as RF and LGBM show reasonable stability with low MAE values and 
narrow distribution.

The R2 values are depicted in Fig. 10(b) and represent the extent of 
variance in the dependent variable accounted for by the models. It can 
be seen that higher R2 values are indicative of a better model. ETR is 
once as the most accurate model with the highest median R2 from Fig. 10 
(b). Models like HistGB, CatBoost, and GB also have high median R2 

values, which proves the good quality of the models in terms of 
explanatory power. However, PR and SVR indicates lower Median R2 

which implies that they are less efficient in capturing the variation of the 
data. It can be seen that KRR and DT models have comparatively larger 
IQRs and few outliers suggesting that the models have more variation in 
their performance. The results for RF, LGBM, and XGB are highly 

accurate with narrow variations indicated by the R2 values.
Fig. 10(c) depicts the RMSE values of the models. The smaller the 

RMSE value the better is the predictive accuracy of the model. ETR also 
demonstrated good results by having the lowest median of RMSE, which 
proves that this algorithm is reliable in minimizing the error of predic
tion. HistGB, CatBoost, and GB also demonstrate relatively low RMSE 
values, which points to the models’ high accuracy. Other models such as 
SVR and PR have less accuracy as depicted by their higher RMSE. In 
terms of the model’s performance, the DT model has the lowest accuracy 
and a large spread of scores with several outliers. RF and LightGBM 
show the stability of the model with relatively low RMSE values and a 
narrow range of distribution. KNN and KRR models provide a moderate 
level of accuracy with significant variation.

6.2. Machine learning model performance evaluation results

This study makes reference to statistical criteria, namely R2, RMSE, 
and MAE, to assess the accuracy of ML models in predicting shear 
strength of stainless-steel panel zones. The comprehensive performance 
of these models, including training, testing, and all datasets, is presented 
in Table 3.

From Fig. 11 and Table 3, ETR and CatBoost are identified to be the 
best models for all the metrics and the datasets used. For the R² value, 
ETR has the highest with a value of 0.992 on the training set, and 0.968 
on the testing set, shows that the model fits the data very well and has a 
very good predictive capability. It also maintains the least RMSE (5.057 
on training and 10.306 on testing) and MAE (2.664 on training set and 
7.196 on testing set), thus depicting the least prediction errors. This high 
performance is due to the fact that ETR is less prone to overfitting; since 
it uses an ensemble of decision trees where the average of the output of 
the trees is taken which improves both the accuracy and the general
ization. CatBoost also gives very good results with R² values of (0.992 on 
training and 0.968 on testing), and RMSE (5.314 on training set and 
10.217 on testing set), as well as MAE (3.426 on training set and 7.562 
on testing set). CatBoost’s gradient boosting algorithm helps in the 
proper optimization of the model by handling categorical features effi
ciently and reducing overfitting. HistGB and RF models are also iden
tified to have good performance. HistGB results in an R² of (0.992, 
0.964), with RMSE values of (5.072 and 10.842) and MAE values of 
(3.035 and 7.741) on training and testing sets, respectively. RF follows 
closely with R² values of (0.990, 0.964), RMSE of (5.793 and 10.777), 

Fig. 8. (continued).

Fig. 9. General flowchart outlining the process of model generation for 
each model.
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and MAE of (93.931 and 7.929) on training and testing sets, respec
tively. GB, XGBoost and LGBM also have high R² values around 0.960 on 
testing set and achieving relatively good RMSE and MAE values. These 
models employ boosting techniques that help to improve the prediction 
by trying to correct the mistakes made by the previous models. KNN 
performs fairly well with an R² of (0.990 and 0.945) on training and 
testing sets, respectively. However, its error rates are higher, with RMSE 
values of (5.703 and 13.372), and MAE values of (1.678 and 10.098) on 
training and testing sets, respectively, showing an inconsistency in 
performance. DT and KRR have relatively lower but still reasonable 
performance with R² values of 0.991 and 0.964 on training and 0.944 
and 0.941 on testing datasets, respectively. DT has higher error rates 
with RMSE (5.616 and 13.533) and MAE (1.811 and 9.028) on training 
and testing sets, respectively which indicates that it might overfit the 

training data. KRR has RMSE values of (11.047 and 13.892), and MAE 
values of (7.931 and 10.207) on training and testing sets, respectively 
which shows it struggles with error minimization. SVR and PR have the 
lowest accuracy. SVR gives R² values of 0.960 on training and 0.947 on 
testing, with higher RMSE (11.603 on training and 13.080 on testing) 
and MAE (7.283 on training and 9.461 on testing). PR shows the lowest 
R² values (0.944 on training and 0.900 on testing) and the highest RMSE 
(13.698 on training and 18.010 on testing) and MAE (10.270 on training 
and 13.295 on testing), which means significant prediction errors and 
low model performance

The information provided in Table 3 is clearly depicted in the 
graphical representation shown in Fig. 12. This visualization allows for a 
more comprehensive comprehension of the performance metrics across 
various machine-learning models presented in Table 3.

6.3. Residual analysis of machine learning models

The residual plots for the entire dataset of all the ML models dis
cussed in this study are presented in Fig. 13. From Fig. 13 it can be 
observed that there are significant variations in the predictive capacities 
of the models. The ETR model has the least mean residual (0.06 kN) and 
standard deviation of residuals (6.46 kN), hence, the predictions of this 
model are accurate and close to the actual values. Likewise, the HistGB 
model has a relatively small mean residual of 0.10 kN and a standard 
deviation of 6.61 kN, indicating a small amount of error spread and good 
predictive capability. On the other hand, the PR and SVR models have 
more dispersion with the mean of residuals of 0.47 kN and 0.43 kN; and 
the corresponding standard deviations of 14.66 kN and 11.91 kN, 
respectively. This implies that there is a higher variability in the pre
diction errors and this could be an indication of issues with the 
robustness and generalization of the model. The DT and KNN models 
also give reasonable results with the mean residuals of 0.07 kN and 0.13 
kN, and standard deviations of 7.87 kN each. These results suggest fairly 
good performance of the model with a reasonable level of variability in 
the errors. However, it is observed that both the GB and LGBM models 
are slightly overestimated with positive mean residuals of 0.51 kN and 
0.49 kN, respectively, and standard deviations around 8 kN. This over
estimation trend could be attributed to the models’ boosting mecha
nisms which while increasing the predictive power, might lead to slight 
bias under certain conditions. In general, the ETR and HistGB models 
have the lowest residuals, which proves their ability to minimize pre
diction errors. The differences of the residual characteristics among the 
models demonstrates how different learning algorithms and hyper
parameters affect the model’s performance. The ETR model’s ensemble 
method helps to reduce the variance and hence the residuals are low 
while the boosting techniques in GB and LGBM, despite their sophisti
cation, can lead to overfitting or inadequate regularization, and hence a 
slight overestimation.

6.4. Feature importance analysis

From the SHAP summary plot in Fig. 14, it is possible to provide a 
clear illustration of the relative importance of various features in pre
dicting the shear strength (Vpz) of stainless-steel panel zones. The bolt 
diameter (Db) is identified as the most influential factor accounting for 
about 28 % of the model’s predictive power, with a mean SHAP value of 
about 17.5. Following Db, the column second moment of inertia (Ic

xx) 
contributes 24 %, which underlines the significance of the column’s 
section geometric properties in resisting shear forces. The bolt spacing 
between comparison bolts (Pc), contributing 18 %, reveals that having 
two bolt rows in the compression side is structurally beneficial as it 
increases the number of bolts and the overall resistance. Other features 
such as beam second moment of inertia (Ibxx) and end-plate thickness 
(tep) also show considerable importance, each contributing around 10 
%, which indicates their contribution to the enhancement of the 

Fig. 10. Cross validation scores.
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structural stability and resistance. The other less influential parameters 
such as the horizontal and vertical distances between bolts (gi, Pi), the 
end plate width (bep) and the bolt spacing in tension (Pt) account for 
about 20 %.

6.5. Global explanation

The SHAP violin summary plot is employed to not only present the 
distribution of SHAP values but also to display the corresponding trends 
of influence on the model’s outcomes. The SHAP violin summary plot for 
the predictive model of shear strength (Vpz) is illustrated in Fig. 15. The 
x-axis represents the SHAP value, which shows the impact on the 
model’s output, while the y-axis lists the input features sorted by their 
importance. Each data point in the plot is color-coded from blue to red, 
which indicates the growth of feature values. The width of each violin 
represents the density of the SHAP values at different levels of impact. 
For example, higher values of bolt diameter (Db), depicted in red to
wards the right, significantly increase the model’s prediction of shear 
capacity, in accordance with the structural engineering understanding 
that larger bolts provide greater load-carrying capacity. Similarly, 
higher values of column second moment of inertia (Ic

xx), also shown in 
red on the right side, indicate a strong positive impact on shear capacity, 
which reflects the importance of column section properties in resisting 
shear forces. The feature bolt spacing between comparison bolts (Pc) has 
the same pattern where increased spacing (the right side highlighted 
with red color) positively affects shear capacity by optimizing bolt dis
tribution and resistance. Some of the features that have moderate effect 
include the beam second moment of inertia (Ibxx) and end-plate thickness 
(tep), where an increase in the value (red points) improves the shear 
capacity. On the other hand, features like horizontal distance between 
bolts (gi), vertical distance (Pi), end-plate width (bep), and bolt spacing 
in tension (Pt) have relatively less effect as their SHAP values are close to 
zero meaning they have a less effect as compared to the major features. 
Notably, higher SHAP values of horizontal distance (gi) lead to the 
negative effect on the shear capacity, which implies that larger hori
zontal distances between bolts may reduce structural effectiveness. This 
SHAP violin summary plot helps to understand the relative significance 
and the direction of the impact of each input parameter on the shear 
strength of stainless-steel panel zones and underlines the importance of 
geometric characteristics in determining structural performance and 
validating findings from existing structural engineering literature.

6.6. Local explanation

Individual explanation focuses on understanding the factors that 
affect the outcomes at the individual sample level. One approach to 
achieving this is through techniques like SHAP that provide a break
down of the contributions of individual features to the output. These 
values represent the extent to which each feature influences the model’s 

output. For ETR model (the best performing model in predicting shear 
strength), SHAP can be used to explain the prediction for specific sam
ples and the contribution of each input variable. This approach de
composes the prediction into component contributions and sums up 
these to form the final prediction. The baseline prediction value is an 
average determined from the training dataset and is used as a reference 
point. Variation from this baseline is associated with the input features 
where visual indicators such as colored bars is employed to show posi
tive or negative effects. This approach does not only quantifies the 
impact of each input on the predicted output but also brings out the fact 
that some outputs are more dependent on some feature inputs than on 
others, which emphasizes the non-uniform nature of input significance 
in individual predictions. Fig. 16(d) shows the explanation for a specific 
training dataset (sample 443) with a base value of 175.9 kN and an 
output value of 177.77 kN which is close to the FE value of 177.76 kN. 
From the example, it can be seen that the diameter of the bolt (Db) and 
the second moment of area of the column (Icxx) have a significant influ
ence on the predicted shear strength capacity. On the other hand, the 
distance between the compression bolts (Pc) is the most important 
characteristic that has a negative impact on the outcome.

7. GUI development

Based on the previous results, it can be concluded that the proposed 
method can effectively estimate the shear strength of stainless-steel 
column web panels. Therefore, the optimal ML model, namely ETR 
has been incorporated into a GUI application. A GUI that enables the 
users to operate the software through graphical elements like buttons 
and menus rather than text-based commands is a boost to accessibility.

This feature is quite useful for individuals who do not have a strong 
background in programming and allows them to employ the ML model 
for predicting the shear strength of column web panels in a way that 
minimizes input errors and allows users to explore multiple configura
tions efficiently. The GUI was implemented using Tkinter, one of the 
Python based libraries which is quite popular and easy to use. Tkinter is 
a standard Python interface to the Tcl/Tk GUI toolkit that is integral to 
Python and usually included with its installations. This library supports 
the creation of interactive interfaces by linking the user interface with 
the main software program through Object-Oriented Programming 
(OOP) principles.

This structure ensures a responsive and compatible user experience 
across various Python environments, making the interface easily 
deployable and adaptable.

Fig. 17 shows the GUI application through which the performance of 
the column web panels can be analyzed. The system allows the users to 
input the parameters in the “Feature Inputs” sub-section and the system 
calculates and presents the shear strength in the “Model Output” menu. 
All necessary resources including installation instructions, documenta
tion, and source code for using or further customizing the GUI, are 

Table 3 
performance of predictive models for VPZ output.

Model R2 RMSE [kN] MAE [kN]

Train Test All data Train Test All data Train Test All data

KRR 0.964 0.941 0.959 11.047 13.892 11.674 7.931 10.207 8.389
PR 0.944 0.900 0.935 13.698 18.010 14.667 10.270 13.295 10.877
DT 0.991 0.944 0.981 5.616 13.533 7.875 1.811 9.028 3.262
RF 0.990 0.964 0.985 5.793 10.777 7.082 3.931 7.929 4.735
ETR 0.992 0.968 0.987 5.057 10.306 6.464 2.664 7.196 3.575
KNN 0.990 0.945 0.981 5.703 13.372 7.869 1.678 10.098 3.370
GB 0.986 0.960 0.981 6.913 11.436 8.030 4.627 7.804 5.266
XGB 0.989 0.965 0.984 6.252 10.594 7.334 4.388 7.895 5.093
LGBM 0.986 0.950 0.979 6.940 12.709 8.423 4.511 9.020 5.417
CatBoost 0.992 0.968 0.987 5.314 10.217 6.599 3.426 7.562 4.257
HistGB 0.992 0.964 0.987 5.072 10.842 6.647 3.035 7.741 3.981
SVR 0.960 0.947 0.958 11.603 13.080 11.914 7.283 9.461 7.721
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available at the repository [68]. This makes the interface not only a 
practical tool for immediate use but also an adaptable resource for future 
research applications. Thus, the presented study provides a useful and 
efficient tool for engineers and researchers, as it combines the advanced 

machine learning models with the convenient GUI, which increases the 
applicability and generalization of the research outcomes.

By bridging sophisticated ML techniques with a straightforward 
interface, this GUI makes the research outcomes more accessible and 

Fig. 11. Comparing the shear strength of panel zones between the predicted outcomes of machine learning models and the actual results.
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Fig. 11. (continued).

S. Sarfarazi et al.                                                                                                                                                                                                                               Results in Engineering 24 (2024) 103454 

20 



actionable, contributing to broader applications and ease of integration 
in professional contexts.

8. Limitations and future research

This study’s ML approach provides significant predictive accuracy 
but has several limitations. The dataset, although comprehensive, was 
constrained by the material grades and properties provided by the 
suppliers of stainless-steel sections, as recommended by the British Steel 
Association. As a result, these findings may not fully generalize to con
nections using materials with considerably different properties from 
those explored here. Given the distinct mechanical properties of various 

types of stainless steel, this study focused on the austenitic type due to its 
prevalent use in structural applications and the comprehensive material 
modeling recommendations available in Eurocode 3 Part 1–4 (EN 
1993–1–4) [13].

Furthermore, this methodology was developed based on monotonic 
loading conditions only. Cyclic loading conditions, which are known to 
affect joint behavior, were not included in this research. Future studies 
could explore cyclic loading to determine if and how it influences the 
performance of stainless-steel column web panels. This predictive 
framework may require adaptation or further validation before gener
alizing to other loading conditions, material types, or joint 
configurations.

Fig. 12. Assessment of the performance of machine learning models.

S. Sarfarazi et al.                                                                                                                                                                                                                               Results in Engineering 24 (2024) 103454 

21 



Future research should therefore focus on expanding the database of 
stainless-steel panel zone behaviors across a range of configurations and 
material types. This would enhance understanding of these elements and 
support the development of improved design practices. While this study 
was limited to standard H and I-shaped steel cross-sections, future work 
could incorporate other cross-section types, such as rectangular or cir
cular hollow sections. It is acknowledged that other types, such as 
ferritic and duplex stainless steels, exhibit different mechanical char
acteristics. Future research could explore these types of stainless steel. A 
key area for further investigation is the interaction of axial forces with 
bending moments in beams and columns, as this interplay also impacts 
panel zone behavior. Another important direction for future research is 
using data-driven ML models to make stainless steel components more 
efficient. By focusing on optimization, future studies could help reduce 
material weight and costs, leading to structures that are both strong and 
more affordable. These improvements would make stainless steel more 
useful in different structural applications by creating lighter, yet dura
ble, designs that meet performance needs while staying within budget.

The integration of this GUI tool into existing engineering practices 
presents potential advantages and limitations. By providing rapid, data- 
driven predictions, this GUI tool offers an efficient alternative to tradi
tional methods, potentially streamlining workflows in preliminary 
design stages. However, broader validation of the tool in different 
structural contexts and configurations is necessary to ensure accuracy 
across diverse applications.

9. Conclusions

Machine learning (ML) provides engineers with substantial benefits 
by simplifying application process. Engineers can apply ML models 
using this approach, without having to understand the detailed physical 
aspects of the models, thus making possible integration of ML into many 
projects. Although training these models is time-consuming in terms of 
computational resources, the models can predict quickly which may be 
faster than traditional methods. For effective use of ML models in en
gineering, these models must be developed with a focus on transparency 
and clarity. This makes it possible for technical and non-technical in
dividuals to comprehend the steps that were undertaken to arrive at 
predictions, which is important for instilling trust in the model’s 

dependability. This study aims to develop an explainable machine- 
learning framework that can be used to predict the shear strength of 
stainless-steel column web panels. Subsequently, the most effective al
gorithms were identified and subjected to an explainable analysis uti
lizing the SHAP algorithm. The findings of this study are summarized as 
follows: 

• The ETR and CatBoost have been determined to be the most optimal 
for all of the metrics and datasets employed.

• The R² value for ETR is the highest, with a training set value of 0.992 
and a testing set value of 0.968. This indicates that the model fits the 
data well and possesses excellent predictive ability. Additionally, it 
consistently achieves the lowest RMSE values of (5.057 and 10.306) 
on the training and the testing sets, respectively, as well as the lowest 
MAE values of (2.664 and 7.196) on the training and the testing sets, 
respectively. This indicates that it has the fewest prediction errors.

• The SHAP results provide a thorough comprehension of the impacts 
that features have on the shear strength of column web panels. Ac
cording to the SHAP results, the bolt diameter and the column’s 
second moment of inertia are the two most influential input features 
that impact the shear strength.

• Based on the analysis of local explanations, the model’s predictions 
tend to rely more on individual features rather than complex in
teractions among all variables.

• The final phase of this research involves the creation of a graphical 
user interface GUI application, which employs the best machine 
learning model performer (ETR) to estimate the shear strength of 
column web panels.

• This study’s findings hold practical implications for structural design 
and engineering. The showed accuracy and transparency of the 
machine learning model, particularly with integrating SHAP for 
interpretability, suggests that such approaches could serve as 
important tools in structural assessments.

• By providing reliable and accessible predictions of shear strength for 
stainless-steel column web panels, this method has the potential to 
supplement traditional design methods, offering a data-driven, effi
cient alternative for complex structural components.

Fig. 12. (continued).
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• Additionally, insights from this model could inform potential up
dates to design guidelines, ensuring that they better reflect the 
unique mechanical behavior of stainless steel.

Such advancements could facilitate wider adoption of stainless-steel 
in structural design, while promoting the use of machine learning tools 
in engineering practice.

Fig. 13. Comparing the residuals of shear strength predictions across various machine learning algorithms.
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Appendix A

Table of Annotations

Term Description

Adaptive Neuro-Fuzzy Inference System ANFIS
Artificial Neural Networks ANN
artificial intelligence AI
beam second moment of inertia Ibxx
bolt diameter Db
bolt spacing between comparison bolts Pc
bolt spacing in tension Pt
Categorical Boosting CatBoost
Coefficient of Determination R2

Column second moment of inertia Icxx
Decision Tree DT
End-plate height hep
End-plate thickness tep

(continued on next page)

Fig. 14. Feature importance plot.

Fig. 15. SHAP violin summary plot.
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(continued )

Term Description

End-plate width bep
Exclusive Feature Bundling EFB
Explainable artificial intelligence XAI
Extreme Learning Machine ELM
Extreme Gradient Boosting XGBoost
Extremely Randomized Trees ETR
Finite element FE
Flush end-plate connections FECs
Gradient Boosting GB
Gradient Boosting Decision Trees GBDT
Gradient-based One-Side Sampling GOSS
Graphical user interface GUI
Genetic Programming GP
Histogram-Based Gradient Boosting HistGB
Horizontal distance between bolts gi
Interquartile range IQR
K-Nearest Neighbors KNN
Kernel Ridge Regression KRR
Light Gradient Boosting LGBM
Linear Genetic Programming LGP
Machine learning ML
Mean absolute percentage error MAPE
Mean Absolute Error MAE
Moment-resisting frame MRF

(continued on next page)

Fig. 16. SHAP individual force plots for selected samples.
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(continued )

Term Description

Multi-Linear Regression MLR
Object-Oriented Programming OOP
Panel zone PZ
Polynomial Regression PR
Radial basis function RBF
Random Forest RF
Reinforced concrete RC
Root Mean Square Error RMSE
SHapley Additive exPlanations SHAP
Shear strength of the panel zone Vpz
Support Vector Regression SVR
Support vector machines SVM
vertical distance between the innermost tension bolt and the innermost comparison bolt Pi

Data availability

Data will be made available on request. 
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