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Abstract 24 

Long-term memory for images of natural scenes is known to be very good. However visual 25 

working memory (VWM) for natural scene stimuli is less well understood. We investigated VWM 26 

for natural scene stimuli by measuring VWM performance as a function of both encoding time 27 

and cognitive load level, employing a method that approximates everyday natural vision.  VWM 28 

performance was compared between (a) scenes containing either full chromatic and luminance 29 

information, (b) luminance-only (isochromatic) information and (c) chromatic-only (isoluminant) 30 

information.  VWM performance was also measured for scenes in which the scene’s structure 31 

had been destroyed by Fourier phase scrambling, or following removal of either the high or low 32 

spatial frequencies.  It was found that recall ability for isoluminance scenes was relatively poor, 33 

as it was also for the phase scrambled scenes with high cognitive load or short encoding time. 34 

However, recall ability was similar for the full colour (i.e., chromatic and luminance information 35 

combined) and luminance-only scenes, except for very brief presentation times where 36 

performance for the luminance-only scenes was worse.  These findings suggest that spatial scene 37 

structure is important for good VWM performance, and for very brief presentations there is a 38 

particular reliance on chromatic information. 39 

 40 

 41 

 42 

 43 

Introduction 44 

 Humans have a remarkable ability to remember images of scenes over relatively long 45 

periods of time (Isola et al. 2014).  This long-term-memory ability, however, begs the question: 46 

what of working memory for natural scene images.  Working memory refers to the cognitive 47 

mechanism that is capable, within limits, of temporarily storing information in such a manner as 48 

for it to be readily available for retrieval and manipulation.  This ability can hence assist, for 49 

example, in making decisions that may affect a current task (Miyake and Shah, 1999).  The current 50 

study investigates visual working memory (VWM), a vital function that facilitates the transient 51 



encoding of incoming visual information for rapid decision making.  For example, VWM is useful 52 

for keeping track of previously inspected regions of an unfamiliar terrain while navigating within 53 

it.  VWM however suffers from a limitation in holding large quantities of information.  Miller 54 

(1956) famously demonstrated the “magical number” of 7±2 as a typical number of items that 55 

can be retained in working memory at a given time.  Other studies have reported slightly different 56 

values and shown significant individual performance differences, but in general the maximum 57 

number of items is relatively low (for example; Cowan 2000; Daneman and Carpenter 1980).   58 

 In the current study we investigate VWM performance for natural scene images: ‘raw’ 59 

scenes, i.e., containing both colour (chromatic) and luminance information, referred to as 60 

“colour” scenes, luminance-only scenes, i.e. grayscale images containing no colour information 61 

and referred to as “luminance isolating” scenes, and colour-only scenes, i.e. scenes containing no 62 

luminance information and referred to as “isoluminant” scenes.  63 

 Previous colour memory studies investigating VWM have typically employed artificial 64 

stimuli.  For example, in an electrophysiological study by Kosilo, Haenschel, and Martinoivc 65 

(2015), memory performance for isoluminant and luminance-only arbitrarily-curved shape 66 

stimuli was compared, using a delayed match-to-sample task.  Kosilo et al. showed that the 67 

amplitude of the early visual P1 component was highly correlated with memory performance. 68 

Performance was worse at isoluminance compared to the luminance condition and performance 69 

rapidly deteriorated under high-load conditions. 70 

 Colour memory studies of natural scenes have focused on longer-term memory not VWM, 71 

often due to the nature of the employed task, e.g., presenting images in an encoding phase 72 

followed by a query phase.  Wichmann, Sharpe, and Gegenfurtner (2002) compared memory for 73 

colour and luminance-only images of natural scenes.  In the encoding phase of the experiment 74 

they presented 48 images, with a 7 s blank interval between images. This was followed by a query 75 

phase where observers classified the same 48 test images plus an additional 48 distractor images 76 

(presented in a random order) as either having been seen or not.  Wichmann et al.  showed a ~5-77 

10% superiority in the recall of the colour compared to luminance isolating scenes, independent 78 

of the initial scene exposure duration (50 to 1067 ms).  They also showed that recall performance 79 

for both colour and luminance scenes plateaued at, or above, 40% contrast.  This contrast is lower 80 



than that normally experienced with real scenes, so it was concluded that the performance colour 81 

versus luminance performance difference was not due to any differences in chromatic and 82 

luminance scene contrast.  Wichmann et al. also showed that performance deteriorated if the 83 

scenes were initially in full colour and subsequently tested as luminance-only, or vice versa, 84 

suggesting that the chromatic content of scenes is part of the memory representation.  They also 85 

ruled out attentional factors as the cause of the performance differences, a claim later 86 

corroborated by (Marx, Hansen-goos, Thrun and Einhauser, 2014).  Finally, Wichmann et al. 87 

showed that the colour advantage could be destroyed if the scenes contained false colour 88 

information, suggesting that object colour familiarity was important for scene memory (e.g. see 89 

Oliva and Schyns (2000)).  The superiority of colour compared to luminance-only images for long-90 

term recognition memory has been confirmed by Spence et al. (2006).  These studies inevitably 91 

raise the question as to whether similar results pertain for VWM. 92 

 Besides colour and luminance, spatial frequency is a dimension of interest in memory 93 

studies of natural scenes. In general, high frequencies in an image capture the featural details 94 

such as edges, while the low frequency content contains both configuration information, i.e. how 95 

those features are arranged, as well as surface information, e.g. colour, brightness texture, etc. 96 

(Wenger and Townsend 2000).  Magnussen and Dyrnes (1994) compared discrimination 97 

thresholds for gratings as a function of the inter-stimulus interval (ISI), and found perfect recall 98 

for ISIs ranging from 1 second to 50 hour, and for each frequency tested (2.5, 5 and 10 cpd).  They 99 

suggested that spatial frequency is encoded by a mechanism specialised for pre-categorical 100 

storage of visual features.  These experiments however only employed simple sine-wave gratings; 101 

in the current study we use images of natural scenes.  102 

 To summarise:  we have compared VWM performance for colour, luminance and 103 

isoluminant images of natural scenes, for different exposure times and with either the high or 104 

low spatial frequency ranges removed (see Fig. 1 for examples of stimuli).  We also compared 105 

VWM performance for scenes with and without structure, the latter achieved by Fourier phase 106 

scrambling. 107 

 108 

 109 



General Methods 110 

 111 

Observers 112 

 In total 46 naive observers took part in the experiments, aged 23±5 (mean ± SD) years.  113 

All had normal colour vision and possessed 6/6 vision, some with optical correction.  Each 114 

observer provided written consent before testing commenced.  All experiments were approved 115 

by the McGill Ethics Committee and were performed in accordance with the declaration of 116 

Helsinki.  117 

 118 

Equipment 119 

 Stimuli were presented on a CRT Sony Multiscan Trinitron G400 monitor, controlled by a 120 

ViSaGe system (CRS ltd, UK), and controlled by a Dell Precision T1650 host computer.  All 121 

experimental software was custom written using MatLab (MathWorks Inc).  The display was 122 

gamma corrected using a colorCAL 123 (CRS Ltd., UK) controlled via the vsgDesktop software.  123 

The CIE (x, y, Y) coordinates of the red (R), green (G) and blue (B) phosphors, as measured using 124 

a SpectroCAL spectroradiometer (CRS Ltd., UK), at maximum luminance outputs, were R (0.62, 125 

0.34, 16.6 cd m−2), G (0.28 ,0.61, 55.4 cd m−2), and B (0.15, 0.07, 9.6 cd m−2). The stimuli were 126 

presented on a mean gray background with RGB: 0.29, 0.31, 40.6 cd m−2 corresponding to (0.5, 127 

0.5, 0.5) in RGB colour space.  The monitor was run with a refresh rate of 100 Hz and a resolution 128 

of 1280 × 960 pixels, with one pixel measuring ∼0.94 × 0.94 minute of arc at the viewing distance 129 

of 100 cm. 130 

 131 

Stimuli 132 

 All stimuli consisted of images of natural scenes.  The raw digital photographs came from 133 

the McGill Calibrated Color Image Database (Olmos and Kingdom 2004), as well as images taken 134 

by the database cameras but not yet uploaded onto the database.  This resulted in 1260 135 

calibrated images. 136 



 Image processing was performed using MatLab (Mathworks, 137 Natick, MA).  Images 137 

were gamma corrected, as described in Olmos & Kingdom (2004).  The actual stimuli were 138 

pseudo-randomly selected square subsections of each image, with each stimulus subtending 512 139 

x 512 pixels. The luminance and isoluminant images were generated by converting the gamma 140 

corrected images from RGB space to the Y’UV colour space, using a 3 x 3 RGB to Y’UV 141 

transformation matrix.  The Y’UV space contains three layers: Y’ contains the luminance 142 

information while the U and V layers contain the colour information.  To generate the luminance 143 

images the U and V layers were set to zero, removing the chromatic information.  To generate 144 

the isoluminant images each pixel in the Y’ layer was set to the mean value of that layer, in a 145 

method analogous to (Harding and Bloj 2017).  The isoluminant or luminance Y’UV images were 146 

then transformed back into RGB space using an inverse 3 x 3 matrix (Y’UV to RGB).  These square 147 

stimuli were finally made round by applying a thin circular Gaussian edge, this created a “soft” 148 

boundary against the mean-grey background.   149 

 Examples of the colour, luminance and isoluminant stimuli are shown in the top row of 150 

Fig. 1, while the second row shows examples of the same conditions after Fourier phase 151 

scrambling.  The phase scrambled stimuli were generated using the method outlined in Yoonessi, 152 

Kingdom, and Alqawlaq (2008).  With this method, the absolute phases of each of RGB layer were 153 

scrambled, but their relative phases were preserved, ensuring that the chromatic content of the 154 

image was preserved while its structure was destroyed.  The method employed a 2D (two-155 

dimensional) fast Fourier transform implemented in MatLab to extract the amplitude (A) and 156 

phase spectra (P), as expressed in Eq. 1 and 2, respectively.  Here, 𝐹𝑟 and 𝐹𝑖  represent the real 157 

and imaginary components of the Fourier transform as a function of frequency (ω) in the y and 158 

x directions.   159 

 160 

𝐴 = √𝐹𝑟(ω𝑥, ω𝑦)2 + 𝐹𝑖(ω𝑥, ω𝑦)2                                              Eq. 1 161 

𝑃 =  arctan (
𝐹𝑖(ω𝑥, ω𝑦)

𝐹𝑟(ω𝑥, ω𝑦)
)                                                            Eq. 2 162 

 163 



 To produce stimuli that isolated the low and high frequency information of the scenes a 164 

wavelet based procedure was performed.  Each image was filtered using a bank of Log-Gabor 165 

filters at four orientations. Examples of these low and high frequency images are shown in the 166 

bottom two rows of Fig. 1, for the colour, luminance and isoluminant conditions. 167 

 168 

Testing procedure 169 

 Visual working memory was measured using an n-back paradigm (Kirchner, 1958).  This 170 

roughly mimics the everyday visual experience of traversing the world and is hence ecologically 171 

different from methods in which a set of stimuli are first presented serially (an encoding phase) 172 

and then later observers are tasked with identifying previously seen images amongst new 173 

distractor images (decoding phase). 174 

Each testing block comprised an image stream of 96 images.  A trial was two seconds in 175 

duration, with images presented at the start for either 1000 or 30 ms. with the remainder of the 176 

trial (either 1000 or 1970 ms, respectively) a blank uniform mid-grey.  In each block 12 target 177 

images were presented at random positions in the image stream.  Each target image was 178 

presented again either after 0, 1 or 2 distractor images between their first and second 179 

presentations or (with a different set of observers) 3, 4, or 5 distractors images between them, 180 

more distractors corresponding to a higher cognitive load.  Across all blocks observers were never 181 

presented with the same distractor image more than once, ruling out the possibility of 182 

remembering scenes from previous blocks.  During the phase scrambled blocks the target images 183 

employed exactly the same randomization for both the first and subsequent presentation. 184 

Observers were instructed to respond on every trial, at any time during the trial, with one 185 

of two possible responses indicating either (i) the current image had not been seen before, or (ii) 186 

it had been seen before.  If a response was not given before the subsequent trials onset it was 187 

recorded as an incorrect response.  Fig. 2 shows an example subsection of a real colour image 188 

stream, with a scene of purple flowers as the target, presented with distractor level 2. 189 

 190 



 191 

Fig. 1.Columns,  left to right:  colour, luminance and isoluminant conditions.  192 

Rows, top to bottom:  real, phase scrambled, low-frequency, high-frequency 193 

conditions. 194 

 195 



 196 

Fig. 2. A subsection of an example image stream is represented with a target 197 

scene present within it; the target scene is positioned with distractor level of 2. 198 

 199 

 200 

 As it was vital that individual observers were only exposed to each scene once (twice if it 201 

was a target) in order to avoid “false” false alarms, three different groups of observers took part 202 

in three experiments each of which contained different presentation times and numbers of 203 

distractor combinations.  The groups and conditions were: (i) 1000 ms scene presentation time, 204 

with 0, 1 or 2 distractors (n=10), (ii) 1000 ms scene presentation time, with 3, 4 or 5 distractors 205 

(n=8), and (iii) 30 ms scene presentation time, with 3, 4 or 5 distractors (n=10).  In total 5 blocks 206 

per condition were performed. An additional two groups of 9 participants took part in the spatial 207 

frequency conditions (one for the high- and one for the low-frequency condition). 208 

 209 

 210 

Data analysis  211 

 Data was combined for each of the five blocks per condition per observer.  The hit rate 212 

(H), defined as the proportion of target trials for which a correct response was given, was 213 



calculated.  The false alarm rate (F), defined as the proportion of distractor images (including 214 

target images presented for the first time) for which an observer responded “seen before”.  From 215 

these the bias free statistic d-prime (d’) was computed as the difference in z-scores between F 216 

and H (Eq. 3), for a first principles derivation of d’ see (Green and Swets, 1966).  These d’ values 217 

were compared per distractor level for each condition in a series of repeated measures ANOVAs 218 

(see results section for full details). 219 

 220 

d’ = z(H) – z(F)                                                                           (Eq. 3)  221 

Results 222 

 Below we first summarize the data, and then provide two sets of statistical analyses. The 223 

first set comprises analyses of performance for the different presentation times and number of 224 

distractors, using repeated measures 3 x 3 ANOVAs, with factors scene type (i.e., colour, 225 

luminance or isoluminant) and number of distractors (0, 1, 2 or 3, 4, 5 depending on the subgroup 226 

being tested).  F-statistic degrees of freedom are provided with an applied Greenhouse-Geisser 227 

corrections were appropriate, i.e., when there was a violation of sphericity as indicated via 228 

Mauchly’s test.  Effect sizes (ɳ2) are reported for each ANOVA.  All subsequent post hoc t-tests 229 

are reported with 2-tailed p-values, Bonferroni corrected for multiple comparisons. The second 230 

set of analyses is for the high- and low-spatial frequency band data, with ANOVAs for each of the 231 

colour, luminance and isoluminant conditions, with factors of frequency and number of 232 

distractors. 233 

  234 

 235 

Effect of number of distractors and presentation time 236 

 For real scenes with 1000 ms presentation times and no distractors, performance is equal 237 

for all colour and luminance conditions.  With the addition of more distractors performance 238 

decreases, the isoluminant condition more rapidly than the colour and luminance conditions (see 239 

Fig. 3a).  This pattern of performance is also found with the phase scrambled scenes (see Fig. 3b).  240 

When the number of distractors is increased to 3, 4 and 5 (keeping presentation time at 1000 241 

ms), there are again no differences between the colour and luminance conditions; however this 242 



time performance with the isoluminant scenes is worse (see Fig. 3c).  For the phase scrambled 243 

scenes with distractor levels of 3, 4 and 5, performance in all conditions was at chance (d’ ~ 0).  244 

Finally, with 3, 4 or 5 distractors, but a fast (30 ms) presentation time, a difference emerged 245 

between the full colour and luminance isolating scenes (Fig. 3d).  Again, performance was at 246 

chance for the phase scrambled images.  For a complete statistical analysis see below. 247 

 248 

1000 ms presentation time with 0, 1 or 2 distractors 249 

 Real scenes: Significant main effects of scene type and number of distractors were 250 

revealed (F(1.14, 10.26) = 16.72, p<.002 (ɳ2 = .65) and F(2, 18) = 26.55, p<.001 (ɳ2 = .75), 251 

respectively).  These effects were additionally qualified by a significant interaction (F(1.96, 17.67) 252 

= 11.86, p<.001 (ɳ2 = .55)). 253 

 Post hoc t-tests revealed no differences in d’ for zeros distractors, with one distractor 254 

performance for full colour and luminance isolating scenes was significantly higher than for 255 

isoluminant scenes (t(9)=8.72, p<.001 and t(9)= 6.38, p=.001, respectively), this was also the case 256 

with two distractors (full colour vs. isoluminant t(9)=5.04, p=.006 and luminance isolating vs. 257 

isoluminant t(9)= 8.18, p<.001). 258 

 259 



 260 

Fig. 3a-d. All plots show performance as a function of distractor number for the 261 

colour (magenta data points), luminance (gray data-points) and isoluminant 262 

(blue data points) stimuli.  (a) real scenes with a 1000 ms presentation time and 263 

0, 1 or 2 distractors, (b) phase scrambled scenes with a 1000 ms presentation 264 

time and 0, 1 or 2 distractors, (c) real scenes with a 1000 ms presentation time 265 

and 3, 4 or 5 distractors and (d) real scenes with a 30 ms presentation time and 266 

3, 4 or 5 distractors.  Error bars represent ±2SE. 267 

 268 



 269 

 Phase scrambled scenes: Significant main effects of scene type and number of distractors 270 

were revealed (F(1.06, 9.51) = 15.35, p<.001 and F(1.25, 11.29) = 56.50, p<.001, respectively).  271 

These effects were additionally qualified by a significant interaction (F(1.67, 15.06) = 5.89, 272 

p<.016). 273 

 Post hoc t-tests revealed no differences in d’ for zeros distractors, with one distractor 274 

performance for full colour and luminance isolating scenes was significantly higher than for 275 

isoluminant scenes (t(9)=11.24, p<.001 and t(9)= 4.72, p<.001, respectively), this was also the 276 

case with two distractors (full colour vs. isoluminant t(9)=5.84, p<.001 and luminance isolating 277 

vs. isoluminant t(9)= 19.70, p<.001). 278 

 Real vs. Phase scrambled scenes: Additional t-tests revealed no differences between real 279 

and phase scrambled conditions for full colour, luminance isolating and isoluminant images, at 280 

each distractor level (t-values all in range: -1.50≤t≤1.29, p-values in range: .17≤p ≤.96). 281 

 282 

1000 ms presentation time with 3, 4 or 5 distractors 283 

 Real scenes: A significant main effect of scene type but not number of distractors was 284 

revealed (F(2, 12) = 16.20, p<.001 (ɳ2 = .73) and F(1.1, 6.6) = 0.57, p<.49 (ɳ2 = .086)), respectively).  285 

No significant interaction was revealed (F(1.579, 9.471) = 0.61, p<.53 (ɳ2 = .092)). 286 

 Post hoc t-tests revealed a significant differences between full colour and isoluminant 287 

scenes at each distractor level (3: t(6)=4.61, p=.033, 4: t(6)=3.75, p=.049, and 5: t(6)=4.22, 288 

p=.036).  Additionally, significant differences between full colour and isoluminant scenes at each 289 

distractor level (3: t(6)=5.58, p=.013 , 4: t(6)=4.10, p=.022. and 5: t(6)=4.89, p=.025).  No 290 

difference existed between full colour and luminance isolating scenes (t-values all in range: -291 

0.64≤t≤0.53, p-values: p=1). 292 

 Phase scrambled scenes: For this load level, i.e., 3, 4, or 5 distractors, the task was too 293 

difficult and hence no useable data was collected. 294 

 295 

 296 

 297 



 298 

30 ms presentation time with 3, 4 or 5 distractors 299 

 Real scenes: A significant main effect of scene type but not number of distractors was 300 

revealed (F(2, 18) = 31.27, p<.001 (ɳ2 = .78) and F(2, 18) = 2.89, p<.082 (ɳ2 = .24)), respectively).  301 

No significant interaction was revealed (F(4, 69) = 1.98, p=.12 (ɳ2 = .18)). 302 

 Post hoc t-tests revealed a significant differences between full colour and luminance 303 

isolating conditions for every distractor level (3: t(9)=4.70, p=.010, 4: t(9)=2.46, p=.014 and 5: 304 

t(9)=3.61, p=.046).  Significant differences also existed for between the full colour and 305 

isoluminant conditions for every distractor level (3: t(9)=5.64, p<.001, 4: t(9)=6.74, p<.001 and 5: 306 

t(9)=6.27, p<.001). Finally, significant differences between the luminance isolating and 307 

isoluminant conditions were found for distractor levels 3 and 4 (t(9)=5.14, p=.005 and t(9)=1.95, 308 

p=.043, respectively).  No significant difference was found for the highest distractor level of 6 309 

(t(9)=2.07, p=.66). 310 

 Phase scrambled scenes: For this load level, i.e., 3, 4, or 5 distractors (coupled with fast 311 

presentation times), the task was too demanding and no useable data was collected. 312 

 313 

Effect of removing high and low spatial frequencies 314 

 Fig. 4a-b plots performance for both low and high frequency filtered scenes as a function 315 

of distractor number for each condition.  The pattern of results was similar for colour, luminance 316 

and isoluminant conditions: no significant effect of spatial frequency was found.  However, there 317 

was an effect of the number of distractors; there was a difference between the no distractors 318 

and either 1 or 2 distractor conditions.  For a detailed analysis see below. 319 

   320 

Spatial frequency and colour stimuli 321 

 No significant main effect of spatial frequency was found while a significant main effect 322 

for the number of distractors was revealed (F(1, 7) = 0.71, p=.43 (ɳ2 = .093) and F(2, 14) = 37.56, 323 

p<.001 (ɳ2 = .84), respectively).  No significant interaction was revealed (F(1.2, 8.50) = 0.18, p<.73 324 

(ɳ2 = .025)). 325 



 Post-hoc t-tests revealed that this was due to differences in performance for no 326 

distractors vs. either 1 or 2 distractors, this was that case for both high and low frequency scene 327 

types (High frequency: 0 vs. 1 distractors t(7)=5.17, p<.008, 0 vs. 2 distractors t(7)=10.67, p<.001, 328 

1 vs. 2 distractors t(7)=1.92, p=.58.  Low frequency: 0 vs. 1 distractors t(7)=3.88, p=.036, 0 vs. 2 329 

distractors t(7)=7.75, p=.001, 1 vs. 2 t(7)=1.44, p=1).  330 

 331 

Spatial frequency and Luminance isolating stimuli 332 

 No significant main effect of spatial frequency was found while a significant main effect 333 

for the number of distractors was revealed (F(1, 7) = 0.71, p=.48 (ɳ2 = .074) and F(2, 14) = 29.45, 334 

p<.001 (ɳ2 = .81), respectively).  No significant interaction was revealed (F(2, 14) = 0.18, p<.74 (ɳ2 335 

= .025)). 336 

 Post-hoc t-tests revealed that this was due to differences in performance for no 337 

distractors vs. either 1 or 2 distractors, this was that case for both high and low frequency image 338 

types (High frequency: 0 vs. 1 distractors t(7)=6.10, p<.001, 0 vs. 2 distractors t(7)=4.88, p=.002, 339 

1 vs. 2 t(7)=1.61, p=.91.  Low frequency: 0 vs. 1 distractors t(7)=4.77, p=.002, 0 vs. 2 distractors 340 

t(7)=5.08, p=.009, 1 vs. 2 t(7)=2.56, p=.23).  341 

 342 

Spatial frequency and isoluminant stimuli 343 

 No significant main effect of spatial frequency was found while a significant main effect 344 

for the number of distractors was revealed (F(1, 7) = 0.034, p=.86 (ɳ2 = .005) and F(2, 14) = 48.00, 345 

p<.001 (ɳ2 = .87), respectively).  A significant interaction was revealed (F(2, 14) = 0.013, p<.013 346 

(ɳ2 = .46)). 347 

 Post-hoc t-tests revealed that this was due to differences in performance for no 348 

distractors vs. either 1 or 2 distractors, this was that case for both high and low frequency image 349 

types (High frequency: 0 vs. 1 distractors t(7)=5.17, p=.008, 0 vs. 2 distractors t(7)=10.67, p<.001, 350 

1 vs. 2 t(7)=1.92, p=.58.  Low frequency: 0 vs. 1 distractors t(7)=3.89, p=.036, 0 vs. 2 distractors 351 

t(7)=7.75, p<.001, 1 vs. 2 t(7)=1.44, p=1). 352 

 353 



 354 

Fig. 4a-b. Both plots show performance as a function of distractor number for 355 

the colour (magenta data points), luminance (gray data-points) and isoluminant 356 

(blue data points) stimuli.  Panel (a) plots the low frequency, while (b) plots the 357 

high frequency isolating scenes, both presented with a 1000 ms presentation 358 

time and 0, 1 or 2 distractors.  Error bars represent ±2SE 359 

 360 

 361 

Effect of spatial frequency within conditions 362 

 Between the conditions of the low spatial frequency band t-tests revealed no differences 363 

between the colour, luminance or isoluminant image types, for any distractor level (all t-value in 364 

range, 0.18≤t≤5.33 values in range: .085≤p≤1). 365 

 Between the high frequency conditions the data indicated differences in performance for 366 

distractor levels of zero and one between full colour vs. isoluminant (t(7)=3.52, p=.01 and 367 

t(7)=2.83, p=.025, respectively) and distractor levels of zero and one between luminance only vs. 368 

isoluminant scenes (t(7)=5.33, p=.001 and t(7)=2.48, p=.042, respectively).  No differences were 369 

found between conditions when 2 distractors where present (t-value in range, 0.87≤t≤2.17 values 370 

in range: .067≤p≤.41). 371 

 372 



Discussion 373 

 374 

The following summarises the main findings of the study. 375 

 376 

(i) For 1000 ms presentation times and no distractor images VWM performance is equal for 377 

colour, luminance and isoluminant scenes, irrespective of whether real or phase scrambled. 378 

 379 

(ii) For 1000 ms presentation times with 1 or 2 distractors performance for colour and luminance 380 

stimuli is equal, while performance for isoluminant scenes is lower, a pattern similar for both real 381 

and phase scrambled images. 382 

 383 

(iii) For 1000 ms presentation times with 3, 4 or 5 distractors there is again no difference between 384 

colour and luminance scenes, with worse performance for isoluminant scene.  However this time 385 

the task was impossible with phase scrambled scenes.  386 

 387 

(iv) For brief 30 ms presentation times and 3, 4 or 5 distractors, a difference is observed between 388 

colour and luminance scenes, with higher performance for colour scenes.  Again, performance 389 

was impossible for the phase scrambled images. 390 

 391 

(v) For stimuli containing only a low or high frequency component performance declined with 392 

the number of distractors present with colour, luminance and isoluminant scenes.  However 393 

there was no difference between colour, luminance or isoluminant at any distractor level.  394 

 395 

 Given a long enough exposure time VWM performance for colour and luminance defined 396 

images of real natural scenes is equal at all distractor levels.  Only at very brief exposure times 397 

does an advantage for colour over luminance scenes emerge.  This is consistent with data 398 

presented by Gegenfurtner and Rieger (2000), they found that during a match-to-sample task 399 

target scenes were easily identified given long presentation times. However, for briefly presented 400 



stimuli an advantage emerged for full colour over greyscale scenes. Recall performance for 401 

isoluminant scenes is invariably worse.   402 

 It is clearly important for VWM to have intact scene structure during encoding, as the task 403 

is rendered impossible when phase scrambled scenes are presented with high distractor numbers 404 

and/or short exposure times.  Performance for the isoluminant condition was lowest, perhaps a 405 

reduced ability to extract scene structure from only isoluminant information accounts for the 406 

relatively poor performance observed in this condition. 407 

Overall the data reflects VWM’s preference for utilising scene structure when there is 408 

sufficient time to do so, but when exposure time is restricted and complex scene structure cannot 409 

be processed and stored in VWM, other low-level properties of the scene, i.e. its chromatic 410 

content, are encoded and maintained over the short-term time scales of VWM. 411 

 412 
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