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A B S T R A C T

Using a data set for all companies forming the S&P 500 index, we investigate the stock price
responses to acute physical risks, chronic physical risks, and transition risks. Our findings reveal
that certain sectors are more vulnerable to climate risks, whereas others appear to be relatively
unaffected. In addition, our results show that listed firms with poor environmental performance
scores are more exposed to climate risk, as indicated by their stock returns being negatively
affected, compared to firms with higher environmental performance scores. This suggests that
improving environmental performance may help companies to better cope with climate risks
and improve their financial performances. Our analysis provides evidence that the short-term
systematic risk is more vulnerable to the climate risk events, whereas effects on long-term
systematic risk do not appear to be statistically significant. These findings indicate that investors
and firms should pay a particular attention to short-term systematic risk when considering the
potential impact of climate risk on stock market performances.

. Introduction

Climate change has been causing serious adverse effects on the earth’s ecosystem. According to the report ‘‘Drought in numbers’’
y the United Nations Convention to Combat Desertification (UNCCD) (UNCCD, 2022), droughts have become more severe, frequent,
nd persistent in many regions worldwide. Based on the fourth national climate assessment by Wuebbles et al. (2017), rising sea
evels increase the likelihood of extreme rainfall leading to severe floods. Additionally, the intensity and frequency of storms increase
s the Earth’s temperature rises, as stated in the same report.1 The instability of climate conditions poses a wide range of financial
nd non-financial risks to individuals, organisations, and the whole society. Understanding the impacts of climate-related risks is,
herefore, a crucial element for organisations aiming at financial stability in an era of fast-changing climate dynamics.

This paper focuses on investigating the dynamics of stock return and market risk responses to various types of climate risks. The
rimary objectives are twofold. Firstly, to analyse how stock returns in different sectors respond to diverse climate risks, identifying
ector-specific behaviours and susceptibilities. Secondly, to explore the relationship between a stock’s environmental performance
nd its reaction to climate risks, to determine if and how environmental performance influences stock. According to the Basel
ommittee (on Banking Supervision, 2021), there are two distinct drivers of physical risk, acute and chronic physical hazards. The
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acute risk drivers refer to the economic impact of short-lasting events, e.g., cyclones, wildlife, heatwaves, and landslide, whereas
he chronic risk drivers are associated to the gradual shifts of climate, e.g., rising sea levels, rising global mean temperature, and
esertification. Transition risks are associated with the risks faced by the economic and social environment whilst converting to a
ow-carbon emission production.

Most of the recent literature has mainly focused on the transition risk, especially on the effects of climate-related regulatory
announcements (i.e., transition risk) on the stock market. However, the effects of unexpected physical risks, which can also
potentially have significant impacts on the stock markets, have comparatively attracted less attention. In particular, only a relatively
small number of studies have focused on the impact of physical risk on stock markets. Hong et al. (2019) investigate the effect of
droughts on the prices of food stocks and Kruttli et al. (2019) conduct a study to examine the impact of uncertainty resulting from
urricanes on the stock market. These studies, generally, have proxied physical risks with sea level, temperature, and the level of
recipitations but have not explicitly differentiated this risk from acute risk, which drivers are sudden, short-lived events. Indeed,
he effects of the two drivers can vary given their distinct different nature. Therefore, this paper seeks to investigate drivers of
ransition risk, acute physical risk, and chronic physical risk.

We gather major regulatory announcements related to green policy in the U.S. as indicators of transition risk. Additionally, we
collect data on major natural disasters in the U.S. to serve as indicators of acute physical risks. For chronic risks, we propose to
use a hidden Markov model (HMM) to construct a chronic risk indicator based on the following three climate-related variables:
temperature anomaly, level of precipitation, and Google Trends Intensity Index. The latter is based on a string of physical risk-
related keywords. Our model assumes two possible regimes: a normal and an abnormal climate regime. Days in which shifts from
the former to the latter occurred are used to construct a physical risk indicator. We employ an event study methodology to analyse
the impact of three types of risks on the immediate and cumulative five-day post-event stock returns of S&P 500 companies. To
the best of our knowledge, this is the first attempt to investigate the impact of the two types of risks on the stock market. To
understand sector-specific responses, we categorise these stocks into 11 sectors using the Global Industry Classification Standard
(GICS), allowing for a detailed examination of sector behaviour. Additionally, we divide the stocks into four groups based on their
Environmental Scores (ES) obtained from Bloomberg. This classification is designed to analyse the varied responses of stocks with
different ES to climate-related risks. Furthermore, we test for the effect on stock’s systematic risk, performing a risk analysis as
uggested by Ramiah et al. (2013) and Pham et al. (2019a).

The event study analysis reveals that chronic physical risk and transition risk significantly impact stock prices negatively, more
o 5 days after the event than immediately. In contrast, acute physical risk shows a more immediate negative effect on stocks, but
his impact is short-lived compared to the other two risks. Additionally, sectoral reactions to these risks vary; some sectors are
argely resilient, whereas others, such as real estate and utilities, demonstrate more significant reactions. These findings suggest

that policymakers might need to develop targeted regulations and support to cater to the unique vulnerabilities and strengths of
each sector. Further analysis, classifying firms into four environmental sustainability (ES) groups based on performance, reveals that
the group with the poorest environmental record suffers the most from all three climate risks. This could prompt policymakers to
enforce stricter environmental standards, pushing companies towards better environmental performance and reduced climate risk
vulnerability. The results of our risk analysis suggest that whilst climate risk events influence short-term systematic risk, they do
ot show a statistically significant effect on long-term systematic risk. This stability in long-term systematic risk may imply overall
arket resilience to climate-related events, potentially bolstering investor confidence in the market’s enduring stability.

The layout of the paper is the following: Section 2 provides a review of the relevant literature; Section 3 presents the data,
which includes S&P 500 stocks, climate-related series, natural disaster events, climate change policies, and Google Trends intensity.
ection 4 introduces the methodology, whereas the event study analyses are discussed in Section 5. The risk analyses are reported
n Section 6; Section 7 offers some concluding remarks.

2. Literature review

A fast-growing body of literature examines the impact of climate risks on financial market instruments. It is not obvious to
say in advance whether and to what extent climate risks are priced. Some institutional investors may not consider climate risks
mportant, whereas other may find them difficult to price and hedge (Krueger et al., 2020). Green investors (Heinkel et al. 2001)

and trading constraints to decarbonising portfolios (Bessembinder, 2017) are factors to be considered. Another potential aspect is the
introduction of legislations including climate risks which may have effect on the profitability of firms (Ramadorai and Zeni, 2021;

artram et al. 2022), and consequently on stock valuations. Pastor et al. (2022) document that stocks of green firms outperform
those of brown firms. Oestreich and Tsiakas (2015), Bolton and Kacperczyk (2021), Bolton and Kacperczyk (2022), Faccini et al.
(2023) and Hsu et al. (2023) find that climate risk are priced, when proxied by carbon emissions, whereas Gorgen et al. (2019) find
opposite results, when using a composite measure of carbon emissions and environmental firm rating.

Aslan et al. (2022) studied air pollution’s effect on banks’ lending decisions in Turkey, whilst Javadi and Masum (2021) analysed
the impact of climate risk on bank loan costs. Nguyen et al. (2020a,b) investigated the effect of sea level rise on mortgage interest
ates. Painter (2020) and Goldsmith-Pinkham et al. (2019) looked at the relationship between climate risk and municipal bond

prices. Auh et al. (2022) explored the effect of natural disasters on U.S. municipal bond returns. Huynh and Xia (2021) examined
the impact of climate change news risk on corporate bond returns. Antoniuk and Leirvik (2021a) studied the effect of transition
climate risk on green bond indices. Lastly, Bernstein et al. (2019), Giglio et al. (2021a), and Baldauf et al. (2020) analysed the
impact of climate risk on real estate prices.
2
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A strand of the literature has been looking at the relationship between climate risks and the pricing of equities. Some empirical
tudies have focused on the effects of physical risk on stock pricing; for example, Bansal et al. (2017) found that temperature shocks
arm equity returns. Similarly, Balvers et al. (2017) tracked portfolios formed from basic assets to find that the temperature shocks

factor has a negative risk premium. Several empirical studies have investigated the effects of the transition risk on equity pricing;
typically, climate change-related political news is used to represent transition risk. A typical representative of the transition risk is
climate change-related political news. Ramiah et al. (2013) analysed the Australian stock market’s reaction to 19 announcements of
changes in environmental regulation and found mixed results. Pham et al. (2019b) used an event study to investigate the impact of
he Paris Agreement on the German stock market and found that announcements pertaining to the Paris Agreement have negative
onsequences for polluting industries. Antoniuk and Leirvik (2021b), employing a similar methodology based on event studies, show

that the impacts of four unexpected political events on different sectors of stocks in the US market; their findings indicated each
ndustry has a specific climate risk sensitivity. The effect of the climate change policy announcements on the European stock market

was examined in Birindelli and Chiappini (2021). The authors confirmed that the impact of the climate policy announcements has a
ector-by-sector difference and that the announcements negatively affect the average stock returns of all the sectors. Bua et al. (2021)

used text analysis to construct risk indicators and examined their impact on euro area equity markets. They discovered that the risk
premia for both physical and transition climate risks have increased since the Paris Agreement. More comprehensive reviews of the
relation between climate risks and stock and other assets can be found in Venturini (2022) and Giglio et al. (2021b). In addition
to directly investigating the impact of physical and transition risk indicators, Choi et al. (2020) employed Google search volume
on global warming as a measure of people’s awareness of climate change and analysed its influence on global stock markets. Their
findings revealed that the stocks of low carbon-intensive firms outperform the high carbon-intensive firms during abnormally warm
weather conditions. Recently, Albanese et al. (2024), using a balanced panel VAR model for 48 countries, find a positive impact of
transition risk on stock returns and a negative one of physical risk, especially in the short term.

In recent years, climate reporting has emerged as a critical component of corporate sustainability practices and financial market
analysis. Another significant area of study has focused specifically on firm-specific climate reporting measures. Matsumura et al.
(2014) studied the relationship between carbon emissions, carbon disclosures, and firm value using data from S&P 500 firms between
006 and 2008. They found the capital markets penalise firms for their carbon emissions and further penalise those that choose not
o disclose this information. Busch et al. (2016) reviews how sustainable development, including climate reporting, affects financial

market performance, emphasising the importance of comprehensive climate disclosures in improving firm performance and investor
onfidence. Krueger et al. (2020) found that institutional investors largely recognise climate risks as having significant financial
mpacts on their portfolios, with particular concern for regulatory risks that have already begun to manifest. Ilhan et al. (2023)

explored institutional investors’ preferences for climate risk disclosures and discovered that investors value high-quality climate risk
nformation and are influenced by both disclosure costs and benefits. A method was developed by Sautner et al. (2023a) to assess

climate change exposures, which reflects the attention paid by market participants in earnings calls to firm’s climate-related risks and
pportunities. In a related study, Sautner et al. (2023b) estimated the risk premium for firm-level climate change exposure amongst

S&P 500 stocks and its time-series evolution. By employing textual analysis of earnings call transcripts, Li et al. (2024) quantified
irm-level climate risk and found that unexpected climate risks lead firms to increase investments but reduce employment growth.

3. Data description

3.1. S&P 500 index

Our data set is retrieved from Bloomberg and includes daily observations for all the 503 stocks comprised in the S&P 500 ETF
or the period January 02, 2014, to December 29, 2020. This specific time frame is chosen as that one of the goals of our paper is to
nalyse the impacts of the three climate risks on firms with different environmental performance. To achieve this, we rely on ESG
etrics, which provide a comprehensive view of companies’ environmental performance. ESG data became more comprehensive

nd widely available after 2020, covering a larger portion of companies in Bloomberg. Before 2020, the ESG data coverage was
imited, which made it challenging to conduct a thorough analysis. Using this period allowed us to utilise the most reliable ESG
ata available for our study.

The S&P 500 index is employed as a proxy for global market returns whereas the 10-year Treasury Rate is utilised to proxy the
risk-free rate. A specific focus in this research is to investigate the impacts of chronic climate risk, which can potentially have a
long-term impact on stock returns. The 10-year Treasury rate reflects long-term investor expectations and is therefore suitable for
analysing such impacts. To ensure comparability across different types of climate risks analysed in our study, we consistently used
the 10-year Treasury rate. Additionally, Ramiah et al. (2013) and Pham et al. (2019) used the 10-year U.S. Treasury rate as the
proxy for the risk-free rate in their event study to investigate the impacts of climate change related policies.

The summary statistics of the S&P 500 stock returns are reported in Table 1. Panel A in Table 1 shows the relevant statistics of
he average daily returns of the S&P 500 stocks.

First, we cluster the S&P 500 stocks into 11 sectors based on the Global Industry Classification Standard (GICS) to assess how
ach sector reacts to the three types of risks. The statistics of the average returns in each sector are reported in Table 1 Panel B. It
s worth noticing that all sectors have positive average daily returns, with the only exception of the energy sector, which is also the
ost volatile. The information technology sector has the best performance in terms of the average daily return whilst the consumer

taples sector has the lowest variation in the daily return. We also observe that returns in all sectors are negatively skewed and
ave fat tails, with the consumer discretionary, real estate, and energy sectors being particularly highly skewed.
3
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Table 1
Summary statistics of S&P 500 stock returns.

Mean (%) SD (%) Skewness Kurtosis Min (%) Q1 (%) Median (%) Q3 (%) Max (%)

Panel A
S&P500 Index 0.047 108.124 −1.071 25.718 −12.765 −0.313 0.069 0.515 8.968

Panel B: Average returns by sector
Consumer Discretionary 0.051 137.255 −1.397 39.128 −17.918 −0.462 0.103 0.677 15.105
Financials 0.043 144.238 −0.985 24.204 −16.243 −0.512 0.099 0.66 12.253
Real Estate 0.018 133.187 −2.104 40.599 −20.45 −0.488 0.078 0.603 8.633
Communication 0.055 119.07 −0.917 14.052 −10.569 −0.43 0.099 0.652 7.914
Information.Technology 0.084 137.601 −0.897 18.129 −14.696 −0.485 0.153 0.77 11.103
Industrials 0.052 126.956 −0.775 18.847 −11.778 −0.461 0.101 0.647 12.016
Consumer Staples 0.033 92.767 −0.57 16.74 −9.591 −0.378 0.071 0.494 7.407
Utilities 0.029 120.351 −0.566 24.804 −13.374 −0.489 0.101 0.613 11.687
Energy −0.023 211.856 −2.135 44.867 −34.405 −0.838 0.009 0.903 15.035
Materials 0.031 135.068 −0.992 17.13 −13.491 −0.537 0.078 0.66 10.429

Panel C: Average returns by ES group
< 𝑄1 0.076 1.188 −1.396 27.382 −14.83 −0.395 0.142 0.645 10.826
[𝑄1 , 𝑄2) 0.048 1.129 −1.383 28.718 −14.006 −0.356 0.096 0.551 10.034
[𝑄2 , 𝑄3) 0.037 1.154 −1.217 27.115 −13.336 −0.386 0.069 0.535 10.81
≥ 𝑄3 0.039 1.119 −1.238 25.434 −11.969 −0.364 0.073 0.527 10.188

Note: S&P 500 stock returns for the period 2015–2020.

Secondly, we examine whether companies with varying levels of environmental performance exhibit differing responses when
faced with the three climate risks. For this purpose, the ES for each company listed in the S&P 500 is gathered for the period of
2015–2020 from the Bloomberg Environmental, Social & Governance dataset. The ES is a data-driven corporate environmental and
social performance metric and is based on indicators such as air quality, climate exposure, ecological impact, energy management,
reenhouse gas emissions management, and water management. The ES data provided by Bloomberg is disclosure-oriented data,
hich is collected from companies’ annual reports or sustainability reports. The ES ranges from 0 to 10, where a higher score

ndicates better company sustainability. We proceed by clustering the S&P 500 companies’ environmental performance into four
roups according to the 25%, 50%, and 75% percentiles of Bloomberg’s ES. The panel C in Table 1 displays the statistics of the

stock returns for the four ES groups. Accordingly, firms with ES lower than the first quartile (25th percentile) are placed in the
group < 𝑄1, and firms with ES higher than the third quartile (75th percentile) are put in the group ≥ 𝑄3. Lastly, firms with ES
values between the first quartile and second quartile are grouped in the category [𝑄1, 𝑄2) and firms with ES values between the
second quartile and third quartile are put into the group [𝑄2, 𝑄3).

In Table 2 (Panel C), we provide ES summary statistics for the S&P 500 index, the 11 sectors, and the 4 ES groups. It can be
observed that the group with the lowest ES has the highest daily returns, whereas the average daily returns decrease whilst the
group’s environmental score increases. The standard deviations of the returns for the four groups are very close. Notice that some
irms’ ES are unavailable on Bloomberg; the number of firms with missing scores is reported in the last column. Four sectors display
n average ES larger than 3 (material, energy, utility, and consumer staples) whilst two sectors (consumer and financial) exhibit an
verage ES below 2, with the remaining sectors scoring between 2 and 3. We also notice that the ES increment of the four groups is
round 1.50; the lowest average ES is 0.380, and the highest average ES is 4.877. Finally, whilst the ES variations in < 𝑄1, [𝑄1, 𝑄2),
nd [𝑄2, 𝑄3) groups are similar, the amount of variation in ES is twice as big in ≥ 𝑄3 group compared to the other three groups.

3.2. Climate risk indicators

Compared to systematic risks, climate risks and systematic risks can both lead to increased market volatility. Investors may react
o sudden changes, whether due to climate-related events such as an earthquake or economic events like interest rate changes.
urthermore, both types of risks introduce uncertainty into the market, affecting investor confidence and decision-making. This
ay result in more cautious investment behaviour and possible market declines. On the other hand, climate risks often have more

localised or sector-specific impacts. For instance, a hurricane may devastate coastal areas but have limited direct impact on inland
regions, and droughts can severely affect agriculture whilst having less immediate impact on the technology sector. In contrast,
systematic risks typically have broader impacts on the market.

It is important to highlight the distinct impacts of the three types of climate risks on financial markets. Acute climate risks,
chronic climate risks, and transition climate risks all introduce uncertainty, affecting investor confidence. Also, each type of climate
risk can have sector-specific impact. However, acute climate risks often cause immediate and seveWe appreciate your suggestion to
consider the impact of international policies and agreements on US firms.

As illustrated in the table of events considered for policy impacts, we include several key milestones related to the Paris Climate
Agreement, which is a significant international policy with potential implications for U.S. firms. Financial markets typically respond
quickly to such events, with immediate effects on the stock prices of affected companies and sectors. As rebuild undertakes, recovery
from acute events generally happens over the short to medium term. In contrast, chronic climate risks have more widespread impacts,
4
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Table 2
Summary statistics of ES score.

Mean SD Min Q1 Median Q3 Max Count Missing

Panel A: full sample
S&P 500 2.580 1.743 0.000 1.141 2.583 3.808 8.017 418 85

Panel B: ES by sectors
Consumer Discretionary 1.910 1.521 0.000 0.490 1.663 2.967 5.687 53 5
Financials 1.943 1.655 0.000 0.961 1.718 2.459 5.045 7 59
Real Estate 2.043 0.900 0.548 1.478 2.050 2.472 4.140 29 2
Communication 2.186 1.683 0.000 0.954 2.058 3.243 5.175 26 0
Health Care 2.300 2.351 0.000 0.000 1.803 3.648 8.017 58 6
Information Technology 2.348 1.911 0.000 0.689 1.839 3.885 6.358 76 0
Industrials 2.588 1.625 0.000 1.133 2.733 3.637 6.290 65 6
Consumer Staples 3.358 1.401 0.880 2.018 3.390 4.530 5.755 31 2
Utilities 3.533 1.038 0.030 3.061 3.558 4.008 5.483 27 2
Energy 3.608 1.065 1.752 2.965 3.687 4.362 5.318 21 0
Materials 3.678 1.028 1.625 3.177 3.720 4.412 5.687 25 3

Panel C: ES by groups
< 𝑄1 0.380 0.374 0.000 0.000 0.303 0.667 1.140 105 0
[𝑄1 , 𝑄2) 1.879 0.379 1.145 1.608 1.909 2.195 2.548 104 0
[𝑄2 , 𝑄3) 3.180 0.337 2.617 2.913 3.175 3.497 3.800 104 0
≥ 𝑄3 4.877 0.847 3.810 4.310 4.698 5.318 8.017 105 0

Note: 𝑄1, 𝑄2, and 𝑄3 are the first quartile, the second quartile, and the third quartile of the ES scores.

Table 3
Natural disaster events.

Number Date Natural disaster

1 August 29, 2015 Tropical Cyclone ERIKA-15
2 August 31, 2017 Tropical Cyclone HARVEY-17
3 May 28, 2018 Volcanic eruption for Kilauea
4 October 12, 2018 Tropical Cyclone MICHAEL-18
5 July 6, 2019 M7.1 Earthquake
6 September 9, 2019 Tropical Cyclone DORIAN-19
7 July 26, 2020 Tropical Cyclone HANNA-20
8 August 5, 2020 Tropical Cyclone ISAIAS-20
9 October 10, 2020 Tropical Cyclone DELTA-20
10 November 13, 2020 Tropical Cyclone ETA-20

Note: Data were collected from Global Disaster Alert and Coordination System.

affecting broader sectors over extended periods. Financial markets may adjust more gradually to chronic risks as their impacts
become apparent over time. Similarly, transition risks can also have systemic impacts, affecting the entire economy through policy
and market sentiment changes. Financial markets are sensitive to policy announcements and regulatory changes related to climate
action.

In this study, we selected 10 natural disasters, 10 climate change policy announcements, and 9 events identified by a hidden
arkov model as proxies for acute, transition, and chronic climate risk indicators, respectively. The selection was guided by several

rinciples to ensure the relevance and comparability of the events. We focused on the most severe events for each indicator to
apture their significant impacts on stock returns, as these events are more likely to cause substantial economic disruptions, making
hem crucial for analysing the influence of climate risks on stock markets. Additionally, we aimed to have a similar number of

events for each category to facilitate a direct comparison between the three types of risks, helping to clearly identify how each
type of risk affects stock returns. Our selection criteria also align with previous literature, which emphasises the most severe events
(e.g., Ramiah et al., 2013, Antoniuk and Leirvik, 2021b, Birindelli and Chiappini, 2021), ensuring that our research is comparable
with existing studies.

3.3. Physical risk indicators

As previously mentioned, we categorise physical risks into two types: acute and chronic. For the former, we use the information
on natural disasters of orange level,2 and above, which took place in the United States from 2015 to 2020, obtained from the Global

isaster Alert and Coordination System (GDACS) website. These natural disasters, presented in Table 3 will be used as acute physical
risk indicators.

2 These are disasters classified as major.
5
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Table 4
Summary statistics of climate change indicators.

Mean Median SD Kurtosis Skewness Minimum Maximum Count

Temperature 1.317 1.288 0.787 0.664 0.066 −2.509 3.800 2190
Precipitation 0.014 0.009 0.257 −0.095 0.102 −0.836 0.888 2190
G-trends 0.201 0.189 0.078 19.449 3.333 0.100 1.000 2190

Note: Temperature, precipitation, and G-trends data was collected from Berkeley Earth, National Oceanic and Atmospheric Administration, and Google
trends, respectively.

For the second type of risk, a multivariate hidden Markov model will be considered to construct chronic physical risk indicators.
The model, which utilises time series of climate variables as inputs, generates the corresponding climate conditions (i.e., normal
and abnormal climate conditions) for all time periods as outputs. As inputs to the model, we use the information on temperature
nomaly, precipitation anomaly, and Google Trends on climate risk topics to capture the physical climate risk.3

The three climate-related time series used in this study are daily data ranging from January 01, 2015 to December 29, 2020.
or the temperatures, the global daily average land-surface temperature anomaly was collected from Berkeley Earth, whereas
or precipitations we retrieved Climate Prediction Center (CPC) global daily precipitation data from the National Oceanic and
tmospheric Administration (NOAA). The prediction data set contains the daily precipitation gauge from over 30,000 stations

nstalled around the global land areas. To obtain the daily precipitation anomaly per station, each daily precipitation was subtracted
rom the average precipitation on that day. Then, the average anomaly of the stations was computed to obtain the global daily
verage precipitation anomaly.4 We also use Google Trends (GT), a publicly available platform by Google, to collect internet searches

on the following eight climate risk-related keywords: ‘‘drought’’, ‘‘flood’’, ‘‘storm’’, ‘‘wildfire’’, ‘‘extreme weather’’, ‘‘landslide’’, ‘‘cold
wave’’, and ‘‘heat wave’’. These keywords are used by World Meteorological Organisation (WMO) to characterise climate disasters.
Google Trends normalises the returned values between 0 and 100.

The values of keywords at each date were summed up and scaled down by 100 to create our Google Trends index. Note that,
the final Google Trends index ranges from 0 and 1, with low values indicating less awareness of climate-related risks and a high
value indicating strong high awareness. As the eight keywords focus on climate-related natural disasters, the final Google Trends
ndex only captures the public attention to the physical climate risk. The summary statistics of the tree time series are provided in

Table 4.
The dynamics of climate-related variables can be modelled by stochastic models. Under different climate conditions such as

normal and abnormal conditions, the dynamics of climate variables may distinct different behaviour. The physical climate risk
raises when the climate condition turns from normal into abnormal. We build our chronic risk indicator from the implied climate
conditions. Therefore, a hidden Markov Model (HMM) is employed to capture the climate conditions from the three climate-related
time series. HMMs have been widely applied in the areas of economics, finance, and engineering for the purpose of detecting
unobservable information. Furthermore, the HMM has been successfully incorporated in stochastic models to allow for time-
dependent dynamics in many literatures. An HMM-driven Ornstein–Uhlenbeck (OU) process with added Poisson jump component
was utilised to model the spot electricity price in Erlwein et al. (2010); this extended the framework and the filtering estimation
f Erlwein and Mamon (2009). Xiong and Mamon (2018) employed a HMM-driven OU process to fit the dynamics of the daily

average temperature. When the HMM is made to depend not only on one but more prior time steps, this leads to the concept of
 higher-order HMM that captures state memory; see Xiong and Mamon (2016) and Xiong and Mamon (2019). Furthermore, the

univariate model setting can be extended to a multivariate model setting. Gu et al. (2021) propose an automated indices-processing
scheme under a term multivariate modelling framework to classify market liquidity regimes. A multivariate model is featured to
rovide an accurate and efficient price modelling of precious metals in Mamplata et al. (2022). This study extends the multivariate
odelling framework in Tenyakov et al. (2016) by allowing one of the three processes to have the dynamics specification of the

OU process with added Poisson jump component. The multivariate Hidden Markov setting applied in this study consists of two
OU processes and one OU process with a Poisson jump component (OU-PJ). Appendices 1, 2 and 4 provide a description of the
multivariate HMM setting, the parameter estimation procedures and the estimated parameters, respectively.

HMMs’ filtered probabilities, for the period 2015–2021, are presented in Figure A.1. The normal climate regime dominates the
high probabilities most of the time. The probabilities of abnormal climate regimes occasionally surge. The filtered probabilities are
subsequently converted into zeros and ones depending on whether the probabilities are smaller or larger than 0.5, respectively. A
value of 0 will then indicate a normal climate risk period and 1 an abnormal climate risk period. Our proposed multivariate hidden
Markov model setting identifies a total of 9 abnormal climate periods. We interpret the first day of transitioning from normal to
abnormal climate conditions as the chronic physical risk indicators. The plot of the three climate time series and filters indicated
climate risk periods are displayed in Fig. 1. The temperature and precipitation fluctuate around some levels, with gradual change
ver time. Both series display some cluster effects, with large values generally followed by large changes, whereas small values

change tends to be followed by small changes. The Google Trends index usually stays between 0.2 and 0.4, with some spikes

3 In the recent literature, both temperature and precipitation are commonly used as proxies for the physical climate risk, see Venturini (2022) amongst others.
oogle Trends on climate change topic has also been utilised as a proxy for climate risk to study its impact on mutual fund performance in Ho (2022).

4 To avoid the extreme precipitation values from the Antarctic and Circle Arctic Circle, only gauging stations within 60◦N and 60◦S were included in our
data set.
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Fig. 1. Climate risk indicators and HHM regimes.

Table 5
Climate change policy announcements.

Number Date Description

1 August 3, 2015 Obama announced the finalisation of America’s Clean Power Plan.
2 December 12, 2015 The Paris Agreement was reached by 196 parties at COP 21 in Paris.
3 February 9, 2016 The US Supreme Court blocked Obama’s Clean Power Plan.
4 September 3, 2016 The US formally ratified the Paris Agreement.
5 November 4, 2016 The Pairs Agreement enters into force.
6 March 28, 2017 Trump signed an executive order unwinding Obama’s climate policies.
7 June 1, 2017 Trump announced his intention to withdraw the US from the Paris Agreement.
8 Oct 10, 2017 EPA proposed Repeal of the Clean Power Plan.
9 November 23, 2018 Fourth National Climate Assessment was released.
10 November 4, 2019 US administration gave a formal notice of intention to withdraw, which takes

12 months to take effect.

Note: List of climate change policy announcements for the U.S.

from time to time. The bottom plot represents the estimated regimes, with the grey shade areas in the top three plots denoting
the periods of abnormal climate risk. The estimated filters pick up the periods where at least one of the three climate series has
abnormal behaviours.

3.4. Transition risk indicator

To investigate the impact of transition climate risk, we selected ten US green policy announcements from 2015 to 2020, reported
in Table 5. These ten policies are employed as the transition risk indicators. The Obama administration launched several programs to
address the global climate crisis, whereas the Trump administration had a different view stating that the actions to reduce carbon
emissions harmed American businesses and rolled back major climate policies to boost industrial productivity. The ten selected
events are the national-level climate-related policies during 2015–2020. We choose national-level policies because these policies
can affect a broader range of firms in the US stock market.

In summary, there are similarities and differences between the impacts of climate risks and systematic risks on financial markets.
The three types of climate risks introduced in this paper could be compared. Overall, both climate risks and systematic risks could
lead to increased market volatility and investment uncertainty. However, the scope differs: climate risks are often localised or sector-
specific, whilst systematic risks are broader. Acute climate risks usually cause immediate, severe, and localised impacts leading to
short-term disruptions. In contrast, chronic climate risks result in gradual, persistent, and widespread impacts that require long-term
adaptation. Transition climate risks, driven by policy and market changes, and cause systemic economic impacts.
7
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4. Methodology

4.1. Event study

The event study analysis, widely used in finance, aims to measure the effectiveness of an event (e.g., firms’ earnings announce-
ments, issues of new debt, macroeconomic news, mergers, and acquisitions) on the financial performance of a security. The impact
of an event is normally measured by the stock’s abnormal return (AR). The abnormal return is calculated by subtracting the observed
return from the expected return:

𝐴𝑅𝑖,𝑡 = 𝑅𝑖,𝑡 − 𝑅̂𝑖,𝑡,

where 𝑅𝑖,𝑡 indicates the observed return for stock 𝑖 on the time 𝑡 and 𝑅̂𝑖,𝑡 represents the expected return for stock 𝑖 on the time 𝑡.
We denote 𝑡 = 0 as the event date. Different return models can be adopted to estimate the expected return 𝑅̂𝑖,𝑡, in this paper, we
utilise a different version of the standard capital asset pricing model (CAPM):

𝑅𝑖,𝑡 = 𝑅𝑓 ,𝑡 + 𝛽𝑖(𝑅𝑚𝑡,𝑡 − 𝑅𝑓 ,𝑡) + 𝜖𝑖,𝑡, (1)

where in Eq. (1), 𝑅𝑚𝑡,𝑡 denotes the return on the market portfolio, 𝑅𝑓 ,𝑡 represents the risk-free rate, and 𝜖𝑖,𝑡 is the error term with
zero mean and finite variance. The 𝐴𝑅𝑖,𝑡 for the market model is given by

𝐴𝑅𝑖,𝑡 = 𝑅𝑖,𝑡 − 𝑅𝑓 ,𝑡 − 𝛽𝑖𝑅𝑚𝑡,𝑡.

We also consider the cumulative abnormal return (CAR), which quantifies the impact of an event over a period of time:

𝐶 𝐴𝑅𝑖,[𝑡∶𝑡+𝑘] =
𝑡+𝑘
∑

𝑙=𝑡
𝐴𝑅𝑖,𝑙 ,

where 𝐶 𝐴𝑅𝑖,[𝑡∶𝑡+𝑘] denotes the CAR from time 𝑡 to 𝑡 + 𝑘 for stock 𝑖.
Alternatively, the impact of an event on a group of stocks (e.g., stocks from either the same sector or with similar characteristics)

can be examined by means of average abnormal returns (AAR) and cumulative average abnormal returns (CAAR):

𝐴𝐴𝑅𝑡 =
∑𝑁

𝑖=1 𝐴𝑅𝑖,𝑡

𝑁

and 𝐶 𝐴𝐴𝑅[𝑡∶𝑡+𝑘] =
∑𝑁

𝑖=1 𝐶 𝐴𝑅𝑖,[𝑡∶𝑡+𝑘]

𝑁
.

(2)

In Eq. (2), 𝐴𝐴𝑅𝑡 represents the average abnormal returns in the group for time 𝑡, and 𝐶 𝐴𝐴𝑅[𝑡∶𝑡+𝑘] represents the average cumulative
bnormal return in the group from time 𝑡 and 𝑡+ 𝑘. The estimation procedure for AAR and CAAR starts with creating an estimation
indow and event window from the data sample. The estimation window refers to the sample before the event date. The coefficients

of the model in Eq. (1) are estimated using the data from the estimation window. To ensure that abnormal returns (ARs) can be
ompared across different firms, stock returns were standardised before conducting the event study.5

To test if the estimated AAR and CAAR are statistically different from zero, we perform the following tests: a standard cross-
sectional 𝑇 -test; the 𝑡 statistics described in Patell (1976); and, finally, the standardised cross-sectional testing method (i.e., BMP-𝑡
test) introduced by Boehmer et al. (1991). The advantage of the BMP-𝑡 statistic over the Patell (1976) t-statistic is that it can account
for potential heteroscedasticity (time-varying variance) in the data, which may be present in event study data.

4.2. Risk analysis

In this paper, we apply a risk analysis approach similar to that used by Ramiah et al. (2013) and Pham et al. (2019b), who
suggested that the adoption of new climate policies may lead firms to alter their operations, potentially impacting systematic risk.
pecifically, to examine the change in systematic risk following the ten climate change policy announcements (outlined in previous

sections), we employ three modified versions of the Capital Asset Pricing Model (CAPM), estimated using ordinary least squares
egression. For comparative purposes, the same risk analysis is also conducted on the physical and sentiment risk indicators discussed

in Section 3. The use of the ordinary least-squares regression here is motivated by having results that are comparable to those of
revious studies which employed the same functional form. The first risk model has the following form:

𝑅𝑠,𝑡 − 𝑅𝑓 ,𝑡 = 𝛽0𝑠 + 𝛽1𝑠 (𝑅𝑚𝑡,𝑡 − 𝑅𝑓 ,𝑡) + 𝛽2𝑠 (𝑅𝑚𝑡,𝑡 − 𝑅𝑓 ,𝑡) ∗ 𝐴𝐷𝑡 + 𝛽3𝑠𝐴𝐷𝑡 + 𝜖𝑠,𝑡, (3)

where 𝑅𝑠,𝑡 represents a sector’s return at time 𝑡; 𝐴𝐷𝑡 is the aggregate dummy variable, which takes value of 1 on the event dates
and 0 on the other dates; 𝛽0𝑠 is the intercept term; 𝛽3𝑠 indicates the change in 𝛽0𝑠 ; 𝛽1𝑠 measures the short-term systematic risk for the
sector 𝑠; 𝛽2𝑠 describes the change in the short-term systematic risk for the sector 𝑠.

A potential drawback associated to the risk model in Eq. (3) is that the different events may have opposite effects on a sector
nd cancel each other. Therefore, instead of including the aggregate dummy variable, an individual dummy (ID) variables can be

5 This is a common practice (e.g., Antoniuk and Leirvik, 2021b when analysing a portfolio of stocks, so that the ARs can be compared in a meaningful way
despite any differences in the volatility and expected returns of the individual stocks.
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incorporated into the risk model. Thus, the changes in the systematic risk, caused by different events, can be individually tested.
ccordingly, the second risk model is formulated as:

𝑅𝑠,𝑡 − 𝑅𝑓 ,𝑡 = 𝛽0𝑠 + 𝛽1𝑠 (𝑅𝑚𝑡,𝑡 − 𝑅𝑓 ,𝑡) +
𝑝
∑

𝑙=0
𝛽𝑙+1𝑠 (𝑅𝑚𝑡,𝑡 − 𝑅𝑓 ,𝑡) ∗ 𝐼 𝐷𝑙 + 𝜖𝑠,𝑡, (4)

where 𝛽𝑙+1𝑠 represents the short-term changes in the systematic risk caused by the event 𝑙. The individual dummy variables 𝐼 𝐷𝑙 ,𝑡
take value 1 on the date the event 𝑙 happened and 0 otherwise. By replacing the individual dummy variable 𝐼 𝐷𝑙 ,𝑡 by the long-term
individual dummy variables 𝐿𝐼 𝐷, which takes value 0 before the date the event 𝑙 happened and 1 after, the third risk model is

ritten as:

𝑅𝑠,𝑡 − 𝑅𝑓 ,𝑡 = 𝛽0𝑠 + 𝛽1𝑠 (𝑅𝑚𝑡,𝑡 − 𝑅𝑓 ,𝑡) +
𝑝
∑

𝑙=0
𝛽𝑙+1𝑠 (𝑅𝑚𝑡,𝑡 − 𝑅𝑓 ,𝑡) ∗ 𝐿𝐼 𝐷𝑙 + 𝜖𝑠,𝑡, (5)

where 𝛽𝑙+1𝑠 represents the long-term changes in the systematic risk caused by the event 𝑙.6

The results of Eq. (3) are reported in Tables A.9 and A.10. For Eqs. (4) and (5), we display the results in Figs. 5–8, as they are
also better visualised graphically.

5. Event study analysis

To exclude firm-specific events, we eliminated firms that had such events within five days before and after our event days.
xamples of firm-specific events include annual meetings, industry conferences, and other significant company occurrences. The
urpose of this exclusion is to ensure that our analysis remains focused on the impact of climate risk events, without being
onfounded by these firm-specific occurrences, which could otherwise skew our results. We compute 𝐴𝑅𝑖,0 and 𝐶 𝐴𝐴𝑅𝑖,[0∶5] for each
ndividual stock. The 𝐴𝑅𝑖,0 indicates the stock 𝑖 immediate reaction to the occurrence of the abnormal climate risk. The 𝐶 𝐴𝐴𝑅𝑖,[0∶5]
escribes the total impact on stock 𝑖’s return five days after the occurrence of the abnormal climate risk. Then, the AAR and CAAR
or each of the groups are computed. Our estimation window spanned 252 trading days, with the latest day being 20 days prior to
he event day. It is worth noticing that since our estimation window partially includes the COVID-19 pandemic period, any impact
f the pandemic on the returns will be already incorporated into our analysis. Therefore, we do not anticipate the pandemic to have
 significant impact on our estimation results.

Concerning the pre-estimation window, when the events of interest are infrequent and have long-term impacts, a longer window
helps capture the normal performance of stocks across various market conditions. Given that climate risk events are both infrequent
and can significantly impact financial markets, using a longer estimation window ensures a more comprehensive and stable baseline
for assessing these effects. It is suggested that estimation windows longer than 100 days can provide sufficient estimation for
parameters. For instance, Birindelli and Chiappini (2021), who also investigated the impact of transition climate risks, utilised an
event study with a pre-estimation window of 260 trading days, starting from 20 trading days before the event day. This demonstrates
that extended pre-estimation windows are a recognised approach in event studies examining climate risks.

Our analysis is structured as it follows. First, we consider S&P 500 stocks as one group and investigate the impacts of the three
climate risks for a general view. Second, the S&P 500 firms are grouped into 11 sectors according to GICS in order to explore the
effects of the three risks on the 11 sectors. Third, we cluster the S&P 500 firms into four groups as discussed in Section 3. We
compare the impact of the three climate risks on companies with different environmental performances.

5.1. Impact on S&P 500 index

We calculated the AARs and 5-day CAARs for the S&P 500 stocks on the event day with respect to the three risk indicators.
he statistical significance is then examined by means of three popular statistical tests, namely, cross-sectional test, Patell, and BMP
est. The AARs, CAARs, and p-values of the corresponding tests are shown in Table A.2, reported in Appendix 6. Table 6 provides a

summary of Table A.2 and records the number of events causing positive and negative significant AARs and CAARs for each of the
hree climate risk indicators. Note that since we conducted three significance tests, an event will be classified as having a significant
mpact if at least two of the p-values, from each test, are less than the 5 percent significance level. A significant event is identified
s having a positive effect if its AAR or CAAR is positive, and as having a negative effect if its associated AAR or CAAR is negative.

From Table 6, the S&P 500 index returns were predominantly negatively affected by the three climate risks both on the event
ay and five days later. Our analysis revealed that the acute risk had the greatest negative impact on S&P 500 returns on the event
ay, although some of the negative effects subsided five days after the events occurred. Conversely, whilst the negative effect of the
ransition risk was relatively mild on the event day, it was found to have a significant negative impact on returns five days after the
vents. The chronic risk, on the other hand, showed a similar pattern to the transition risk, with a relatively mild negative impact
n returns on the event day and a more significant negative impact five days after the events.

6 To overcome multi-collinearity issues caused by the dummy variables in Eqs. (4) and (5), estimations will be obtained by means of ridge regression methods.
9



Journal of Multinational Financial Management 77 (2025) 100887Y. Chen et al.

w

a

Table 6
Number of significant events - S&P 500 Index.

AAR 5-days CAAR

Positive effect Negative effect Positive effect Negative effect

Acute risk (10) 2 6 3 3
Chronic risk (9) 1 3 2 5
Transition risk (10) 2 3 1 6

Note: The numbers in parentheses refer to the total number of statistically significant events associated to acute,
chronic and transition risks.

Table 7
Number of significant events by sector.

Sector AAR 5-days CAAR

Positive effect Negative effect Positive effect Negative effect

Acute risk (10) Consumer Discretionary 3 1 3 1
Financials 0 3 0 2
Real Estate 3 4 4 3
Communication 2 1 2 0
Health Care 1 3 2 4
Information Technology 3 4 2 2
Industrial 2 3 3 3
Consumer Staples 1 1 1 1
Utilities 1 7 1 4
Energy 5 3 6 3
Materials 1 4 3 4

Chronic risk (9) Consumer Discretionary 2 6 1 2
Financials 1 1 1 1
Real Estate 7 0 4 2
Communication 0 3 0 4
Health Care 0 2 4 4
Information Technology 2 2 0 3
Industrial 2 3 2 5
Consumer Staples 3 1 2 2
Utilities 4 2 5 3
Energy 3 3 3 2
Materials 2 3 2 4

Transition risk (10) Consumer Discretionary 3 1 1 1
Financials 0 1 0 1
Real Estate 4 2 3 3
Communication 0 0 1 2
Health Care 4 4 1 2
Information Technology 1 5 1 5
Industrial 3 2 1 4
Consumer Staples 5 3 2 3
Utilities 6 2 3 4
Energy 3 3 2 3
Materials 1 1 0 3

Note: The numbers in parentheses refer to the total number of statistically significant events associated to acute, chronic and transition risks.

5.2. Impact on firms clustered by sector

In order to account for the sectors’ specific characteristics, we examine their distinct responses to climate risks. Therefore, we
ill conduct a sector-by-sector event study analysis of the three climate risks to determine if and to what extent each sector is

impacted. Table A.3–A.5 (in Appendix 6) report the results of the event study analysis performed on acute, chronic and transition
risk event dates for each of the 11 sectors. The results of the non-parametric Corrado ranking test are also presented for reference.
A summary of the number of significant effects events for the three climate risks is provided in Table 7.7

5.2.1. Acute climate risk
As discussed in Section 3, we consider 10 acute risk events. On the event day, we observed that the majority of sectors

(i.e., financial, real estate, health care, information technology, industrial, utilities, and materials) experienced a greater number of
negative effect events compared to positive effect events. We also noted that three sectors (consumer discretionary, communication,
nd energy) had more positive effect events than negative effect events. However, an examination of the five days following the

7 Note that sectors are arranged in Table 7 based on their average ES, from the lowest to the highest value.
10
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event dates, reveals that the sectors of real estate, information technology, and industrial no longer experienced more negative effect
events than positive effect events. Nonetheless, the three sectors with more positive effect events (compared to negative) remained
unchanged.

Regardless of the direction of the significant events, the energy, utilities, information technology, and real estate sectors are the
most responsive on the event day. Additionally, both the energy and real estate sectors carry over their effects into the five-day period
ollowing the events. This responsiveness can be attributed to several factors. In the energy sector, prices can be highly volatile and
ensitive to disruptions in supply caused by acute climate events, leading to both positive and negative abnormal returns depending
n the nature of the event. For the utilities sector, whilst damage to infrastructure can result in negative returns, the sector can
lso experience positive returns during the recovery phase as demand for rebuilding and repairing infrastructure increases. In the
nformation technology sector, acute climate events can disrupt supply chains, data centres, and manufacturing facilities, leading
o significant financial impacts. Lastly, in the real estate sector, properties are highly susceptible to physical damage from acute
limate events, resulting in significant financial losses and negative abnormal returns.

In contrast, the consumer staples, communication, and financial sectors were the least responsive, with three or fewer significant
events on the event day and in the five days following. This limited responsiveness can be attributed to several factors. The consumer
taples sector provides essential products such as food, beverages, and household goods, ensuring constant demand regardless of
limate events. This stability makes the sector less sensitive to short-term disruptions. The communication sector offers crucial
ervices during and after disasters, maintaining high demand and enabling quick recovery, thereby minimising financial impact. The
inancial sector benefits from diversified portfolios and a focus on financial assets rather than physical ones, which reduces direct

damage and helps maintain operational stability. It is also worth to notice that the utilities sector experienced seven significant
negative events and only one positive event on the relevant dates, indicating that the sector was primarily impacted by adverse
effects; results are qualitatively similar five days after the acute risks had passed. Similarly, the materials sector was also mainly
negative effected by the risks on the event day.

5.2.2. Chronic climate risk
Chronic risk indicators are constructed via the estimated filters, obtained by our multivariate HMM which utilise chronic climate

variables as input (to reflect overall climate conditions); our proposed approach identified 9 chronic risk events. Table 7 shows both
positive and negative reactions of different sectors to abnormal climate conditions, indicating that the impact of chronic risk on
stock returns is not uniform.

During the event dates, the real estate sector stood out with seven positive impact events and zero negative impact events.
Similarly, the consumer staples and utilities sectors also experienced a higher number of positive impact events compared to
negative ones. In the five days following the events, the real estate, utilities, and materials sectors also experienced a high number
f significant impacts on the event day. The predominance of positive significant impacts from chronic climate risks in these sectors
uggests that the market views long-term climate changes as opportunities. Real estate companies may be adapting their practices and
esigns to be more sustainable and climate-resilient, which investors perceive favourably. In the consumer staples sector, changes in
limate might drive demand for certain staple products, and companies that adapt their offerings accordingly could benefit. Utilities
ransitioning to renewable energy sources might also be viewed positively by the market as they adapt to chronic climate risks and
egulatory changes.

Concurrently, the consumer discretionary, communication, health care, industrial, and materials sectors experienced a higher
number of negative effect events during the same period. The count of sectors that experienced more positive or negative effects
during the five days after the event dates has not changed. Amongst all sectors, the consumer discretionary experienced the most
significant impact events on the event day, with 8 out of 9 events affecting it. However, chronic risk events had a decreasing impact
on the consumer discretionary sector. Within 5 days after the events, the number of negative effect events decreased from 6 to 2,
whilst positive effect events dropped from 2 to 1. The results for chronic risk in these sectors, showing a majority of negative impacts,
suggest that these sectors may face particular challenges in adapting to long-term climate changes. For example, in the consumer
discretionary sector, persistent climate changes may alter consumer behaviour, reducing demand for certain discretionary products;
in the communication sector, long-term climate changes might require significant investment in adapting existing infrastructure,
which can be costly; in the health care sector, climate changes may lead to a rise in certain health issues, straining healthcare
systems and affecting profitability; in the industrial and materials sectors, changes in climate can impact the availability of natural
resources, leading to increased costs or supply shortages for some companies. In contrast to these sectors, the financial sector was the
least responsive both on the event day and five days later. This may imply that financial institutions often have diversified portfolios,
which can mitigate the risks associated with long-term climate change by spreading them across various assets and geographies.

5.2.3. Transition climate risk
Ten climate-related policies, announced in the US between 2015–2020 and discussed in Section 3, were used as transition climate

isk indicators. On the days announcements were recorded, five sectors experienced a higher number of positive impact events than
egative ones: consumer discretionary, real estate, industrial, consumer staples, and utilities. This may imply that companies in these
ectors that can innovate and adapt quickly to new regulations or market trends driven by climate policies may benefit positively
rom these events. Conversely, the information technology sector experienced more negative effect events than positive ones, which
ay due to new climate-related regulations could require IT companies to make costly operational changes.

Remarkably, turning our focus to the five days following the event date, it is observed that none of the sectors exhibited more
positive than negative effect. Turning to the individual sectors, on the event day, the health care, consumer staples, and utilities
11



Journal of Multinational Financial Management 77 (2025) 100887Y. Chen et al.

0
c

i

e
6
o

p

a
a
r

c

a
n

Table 8
Number of significant events by quartile.

Group AAR 5-days CAAR

Positive effect Negative effect Positive effect Negative effect

Acute risk (10) < 𝑄1 2 4 1 1
[𝑄1 , 𝑄2) 2 2 1 2
[𝑄2 , 𝑄3) 1 3 2 3
≥ 𝑄3 1 3 1 2

Chronic risk (9) < 𝑄1 0 4 1 4
[𝑄1 , 𝑄2) 2 1 2 3
[𝑄2 , 𝑄3) 1 1 1 1
≥ 𝑄3 1 1 0 1

Transition risk (10) < 𝑄1 2 6 1 5
[𝑄1 , 𝑄2) 2 1 0 3
[𝑄2 , 𝑄3) 1 1 0 4
≥ 𝑄3 0 2 1 4

Note: The numbers in parentheses denote the total number of events associated to different risks.

sectors showed the highest number of significant events. In contrast, the communication, financial, and materials sectors were the
least responsive to transition risks, both on the event day and five days after. Notice also that in most sectors, the positive effects of
the significant events tended to diminish after five days. For instance, the consumer staples sector experienced five positive effect
events initially, but this number decreased to only two positive events after the five-day period. Sectors with similar behaviour
include the utilise, health care, industrial, and consumer discretionary.

Overall, sector behaviour can differ in relation to various climate risks, with some sectors maintaining consistent responses to
all three risks. For instance, the financial and communication sectors were largely unaffected by these risks, whilst the real estate
and utilities sectors exhibited the most pronounced reactions compared to other sectors. The present results do not seem to indicate
how a sector’s environmental performance influences climate risks, as there are mixed findings across sectors with different ES. One
possible explanation is that there are significant discrepancies in the ES scores of firms within the same sectors, as evidenced by
the standard deviations of the sectors’ ES scores in Table 2 panel B. In fact, the minimum ES stand deviation of the 11 sectors is
.90 (real estate), whilst the average ES for the S&P 500 firms is only around 2.58. This finding underscores the significance of
ategorising firms into distinct ES groups, which will be the next focus of our study.

5.3. Firms clustered by ES

In order to delve deeper into the potential impact of environmental performance on firms’ stock prices during the three climate
risks, we conducted an identical event study analysis on four distinct groups. These groups were determined based on ES scores and
ncluded firms with ES scores that fell below the first quartile (< 𝑄1), as well as firms with scores in the [𝑄1, 𝑄2), [𝑄2, 𝑄3), and ≥ 𝑄3

ranges, with the number of firms increasing in each subsequent category. We again assessed the effect of climate risks on both the
vent day and the cumulative effect over the 5 days following the events. The outcomes are reported in Tables A.6–A.8, Appendix
. Additionally, the Corrado ranking test results, which are non-parametric, are included for reference. A summary of the number
f significant impact events is presented in Table 8.

5.3.1. Acute climate risk
On the event day, the groups categorised as < 𝑄1, [𝑄2, 𝑄3), and ≥ 𝑄3 experienced more negative effect events than positive

effect events, whereas the group [𝑄1, 𝑄2) experienced an equal number of positive and negative effect events. The < 𝑄1 group
had the highest number of negative effect events amongst the four groups and had a total of 6 significant events on the event
day, which is the most compared to the other three groups, each of which had 4 significant events on the event day. The reasons
for these results are due to several factors. Companies with poor environmental practices are often less prepared to handle acute
climate events, which can lead to greater operational disruptions, higher repair and maintenance costs, and longer recovery periods
when the natural disasters happen. Additionally, low environmental performance often correlates with inadequate infrastructure and
oor risk management practices, making these companies more likely to suffer severe physical damage during acute climate events,

resulting in significant financial losses. Furthermore, investors are increasingly factoring in ESG criteria when making investment
decisions. Companies with low environmental ratings are perceived as higher risk, leading to negative investor sentiment. During
cute climate events, this perception can result in more pronounced stock price declines and higher volatility. After 5 days, the
cute risks’ effects decreased for the three groups, except for the [𝑄2, 𝑄3) group. The < 𝑄1 group experienced the most significant
eduction in the impacts of acute risks, with only 2 significant events after 5 days.

To better assess the change in the effects of each acute event from the event day to 5 days later, the following heat maps are
onstructed. Each of the four heat maps (one for each ES group), presented in Fig. 2, are a three by three matrix that provides a

visual representation of the change in the effects of acute events over time. The columns P0, N0, and I0 represent the number of
cute events with positive, negative, or insignificant effects on the event day, respectively. The rows P5, N5, and I5 represent the
umber of acute events with positive, negative, or insignificant effects 5 days following the event day. For example, a cell located
12
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Fig. 2. Acute climate risk heat map - group-by-group analysis.

at the intersection of the column P0 and the row P5 indicates the number of events that had positive effects on the event day and
still had positive effects 5 days later. By examining the patterns of cells across the heat map, we will be able to identify: (i) which
types of acute events had persistent effects or were more likely to dissipate over time and (ii) how these patterns varied across
the four ES groups. In the heat map, colours closer to red indicate higher numbers, whilst colours closer to black indicate lower
numbers. An interesting insight, looking at the heat map, is that for most of the groups, an acute event that initially did not cause
a significant effect was more likely to remain insignificant 5 days later. Furthermore, in many cases, significant effect events did
not persist beyond the event day. For example, in the < 𝑄1 group, four events had a negative effect on the event day, but three of
these events became insignificant 5 days later. Similar patterns were observed for positive and negative events in the [𝑄2, 𝑄3) and
≥ 𝑄3 groups.

5.3.2. Chronic climate risk
Similarly, the < 𝑄1 group experiences significant and persistent negative impacts from chronic climate risks. This can be caused

by several reasons. First, chronic climate risks, such as rising temperatures, sea-level rise, and changing precipitation patterns,
exacerbate the vulnerabilities of these companies over time. Their inadequate infrastructure and poor risk management practices
become even more detrimental as these gradual changes continually strain their operations and financial health. Second, companies
with low environmental performance often lag in adopting sustainable practices and technologies that can mitigate the long-term
effects of climate change. This lag places them at a competitive disadvantage compared to companies that proactively address
environmental challenges. In contrast, the two groups with higher average ES reacted inactively to the chronic risk, with at most
two significant effect events on both the event day and 5 days later. As before, heat maps displayed in Fig. 3 are used to visualise
the results for the chronic risk analysis. For the two higher ES groups, the events that are insignificant on the event day are most
likely to stay insignificant 5-days following the event day. Similar to the results of the acute risk analysis, significant events on the
event day appeared to be transient, with many of them becoming insignificant 5 days later.

5.3.3. Transition climate risk
Turning to the transition climate risk analysis, we noticed that amongst the four groups, the three higher ES groups ([𝑄1, 𝑄2),

[𝑄2, 𝑄3), and ≥ 𝑄3) did not exhibit significant reactions to transition risks on the event day. On the other hand, the < 𝑄1 group
showed a strong reaction to transition risks, with 6 negative effect events and 2 positive effect events on the event day. The impacts
of the transition risks persisted 5 days later, with the < 𝑄1 group continuing to experience mostly negative effects. Moreover, there
was an increase in the number of significant events during the 5 days after the event day for the other three groups, with the three
groups experiencing more negative effect events on day five compared to the event day. This may be because companies with
low environmental performance are more vulnerable to regulatory changes and technological advancements aimed at promoting
sustainability. They may face higher compliance costs and a need for significant capital investment to meet new standards. These
companies are often slower to adapt to new regulations and market trends. Transition risks persistently impact these companies
as they struggle to meet evolving environmental policies and market expectations, leading to ongoing financial challenges and
increased volatility. Fig. 4 displays the changes in each group’s response to transition risk from the event day to 5 days later. The
13
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Fig. 3. Chronic risk heat map - group-by-group analysis.

Fig. 4. Transition climate risk heat map - group-by-group analysis.

< 𝑄1 group continued to be negatively affected by transition risk during this time, with most events still causing negative effects 5
days later. Additionally, some events in the group [𝑄2, 𝑄3) and ≥ 𝑄3 that were initially insignificant became negative effect events
after 5 days.

Compared to the results of the sector-by-sector analysis, we observed a lower number of significant events in the group-by-group
analysis. This could be attributed to the fact that firms within the same sector tend to react similarly to climate risks due to shared
characteristics. However, when firms are grouped by ES, a group may contain firms from various sectors, leading to a cancellation
of the effects of climate risks on these firms. When comparing the two physical risks to the transition risk, we found that the effects
of the physical risks were more short-live, whilst the transition risk had a more long-lasting impact on the four groups. The low
number of significant events for the two physical risks after the event day, in contrast to the higher number of significant events
for the transition risk, provides evidence for the lasting impact of the transition risk. Lastly, our analysis reveals that the group
14
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Fig. 5. Individual short-term changes in systematic risk with dummy variables associated to the three climate risks indicators.

with poor environmental performance was hit harder by the negative AAR and CAAR than the groups with higher ES, which were
relatively more resilient.

5.3.4. Comparative insights: climate risks in global stock markets
Similar to our approach, numerous studies have utilised event study analyses to assess the impact of climate risks on stock

markets around the world. This section aims to concisely review these global findings, particularly focusing on outcomes from
the Australian, German, and European markets. Most of these studies primarily examined the transition risks through regulatory
announcements affecting stock returns.

Ramiah et al. (2013) focused on the Australian stock market, analysing the impact of 19 environmental regulation announcements
on equities listed on the Australian Stock Exchange from 2005 to 2011. They used event study methods to assess how these
announcements affected stock returns across 1770 stocks in 35 industries. Their findings show a varied impact: 14 industries had
no significant change in stock returns, 10 experienced negative abnormal returns, 7 reported positive abnormal returns, and 4
industries displayed a mix of positive and negative returns. In the German market, Pham et al. (2019b) analysed 20 announcements
related to the Paris Climate Agreement and their impact on 17 industries. They found that 5 industries had purely positive abnormal
returns, 3 had purely negative returns, and 3 showed mixed results. Two industries with mixed results, consumer discretionary and
industrial, align with our findings. Additionally, the telecommunication sector in Germany, like in our study, showed no reaction
to the announcements. Birindelli and Chiappini (2021) investigated the impact of eight EU climate policy announcements on the
Euro stock market from 2013 to 2018. Grouping stocks based on GICS, they observed most sectors experiencing mixed positive and
negative abnormal returns to these announcements, a pattern also evident in our analysis.

Although the above-mentioned literature focuses on different markets, climate policies, sector classifications, and methodologies,
there are still some commonalities in the results. Our observations reveal that stock reactions to climate risks can vary signifi-
cantly across different sectors and markets. This variability likely stems from differences in sector classifications, specific policy
announcements, and methodologies considered in various studies. A consistent finding across global markets is that distinct sectors
or industries exhibit unique behaviours in response to transition risks. Therefore, it is crucial to develop sector-specific policies
or guidelines tailored to the unique characteristics of each sector, helping them effectively navigate and mitigate transition risks.
By acknowledging these sector-specific behaviours, policymakers and businesses can create more effective strategies to address the
diverse impacts of climate risks.

6. Risk analysis results

To explore the impacts of the acute, chronic and transition risk event on the short-term and long-term systematic risks,
Eqs. (3)–(5) are estimated. The risk analysis is first performed on the 11 sectors; subsequently, it is extended to the four ES groups.
15
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6.1. Risk analysis by sector

The risk model in Eq. (3) provides estimates of 𝛽1𝑠 (i.e., beta) coefficients for three climate risks, which are reported in Table
A.9, Appendix 6. The 𝛽2𝑠 (i.e., changes in these beta estimates), also shown in Table A.9, indicate how each climate risk affects the
overall risk level of a given sector in the short term. The change in beta coefficient estimates for all 11 sectors shows no statistically
significant change from zero in terms of acute, chronic, and transition risks, which implies that the overall short-term systematic
risks in all sectors do not change following the occurrence of the three climate risks. The findings reveal that all acute, chronic and
transition risks do not produce changes in the short-term systematic risk.8

For Eq. (4), which captures the effect of the individual event on the short-term systematic risk, critical values were calculated by
eans of bootstrapping, with 1000 replications. To provide a better understanding of how individual climate events affect short-term

ystematic risk, we plotted the beta change coefficients (𝛽𝑙+1𝑠 ) in Eq. (4) for the three climate risks. Plots in Fig. 5 show parameters
found to be statistically significant; for convenience, insignificant estimates are labelled with 0s. In our model, the 𝛽𝑙+1𝑠 parameter
reveals the impact of climate events on the beta parameter, which reflects the level of system risk. For instance, when the U.S.
Supreme Court blocked Obama’s Clean Power Plan (i.e., event 3 of the transition risk), the system risk beta increased by 0.027 in
he energy sector. Over the short term, the acute, chronic, and transition climate risks had both positive and negative statistically
ignificant impacts on the systematic risk, but these effects were generally mild in magnitude with ranges of −0.034 to 0.034, −0.045
o 0.035, and −0.025 to 0.025, respectively. All 11 sectors showed a response to acute risks, with each sector experiencing at least five
cute risk events. Whilst all sectors were impacted by the three types of risks, a couple of sectors were not affected by specific risks.
or instance, the information technology sector did not show a significant response to chronic risks, and the communication sector
as not impacted by the transition risk. The materials sector was notably impacted by all three types of risks. The varying results
bserved can be attributed to each sector’s unique vulnerabilities to different types of climate risks. Additionally, the magnitude
nd timing of climate events vary, leading to diverse impacts across sectors. The market also reacts differently to various climate
vents based on their perceived severity and potential long-term implications. However, the relatively small magnitude of these
mpacts can be explained by market efficiency, robust risk management practices, and the diversified nature of investments, which
elp absorb and mitigate the immediate effects of climate risks in the short term.

Replacing the short-term dummy variable in Eq. (4) with the long-term dummy variable, will result in Eq. (5), which is used
to detect changes in the long-term systematic risk. Plots of the beta change coefficients of the three climate risks, presented in
Fig. 6, show the estimates of Eq. (5) with the three risks serving as the dummy variable. Note that, in some sectors, the results
were reversed in the long term. For example, the materials sector was the most vulnerable to all three risks in the short term; its
vulnerability, however, decreased significantly in the long term.

On the other hand, whilst the financial sector appeared to be less vulnerable to the three climate risks in the short term, its
ulnerability increased significantly in the long term. Moreover, it is worth noting that certain risks can have a relatively high
mpact on systematic risk in the long term. For instance, Event 4, which involved the formal ratification of the Paris Agreement by
he United States, increased the beta by 0.6 in the long run. The effects of the acute, chronic, and transition risks vary in magnitude,
ith ranges of −0.25 to 0.4, −0.2 to 0.45, and −0.4 to 0.6, respectively. The occurrence of several diamond shapes in the three risks

uggests that certain events from these risks led to changes to the long-term systematic risk in different directions. We compared
he impacts of systematic risk changes between the short term and long term by examining Figs. 5 and 6. One notable finding is the

significant difference in the number of events that have a statistically significant impact on systematic risk. In the short term, every
vent influences the systematic risk of at least one sector. However, in the long term, several events show no significant impact,
eaning none of the sectors are affected. This suggests that whilst some events have an immediate effect, their influence diminishes

ver time. This phenomenon could be explained by the fact that short-term market reactions often reflect immediate uncertainties
nd adjustments, causing sectors to respond quickly to events. Over time, however, markets tend to adapt and absorb information
elated to climate risk events, particularly acute, chronic, and transition risks. Initial reactions to these risks may be significant,
ut as companies and investors adjust their strategies and practices, the long-term impact on systematic risk often diminishes. This
inding is consistent with the work of Zivin and Neidell (2014), where the effect of climate risks may differ across different industries.
ence, we performed our empirical investigation by industry. Zivin and Neidell (2014) also showed that temperature increases at

he higher end of the distribution reducing hours worked in industries with high exposure to climate and reducing time allocated
o outdoor leisure for the non-employed, with this time reallocated to indoor leisure.

6.2. Risk analysis by ES clusters

Table A.10 (Appendix 6) displays estimates of Eq. (3) for the acute, chronic, and transition risks, respectively. No change in
eta estimate is statistically significant from zero, suggesting that the three risks do not affect the short-term systematic risk at

the aggregate level. The results are consistent with the results from the sector analysis. The change in beta coefficients estimates
f Eq. (4) for the three risks are plotted in Fig. 7.

The results of the group-by-group analysis in the short term are similar to those of the sector-by-sector, with very small effects
from the three climate risks. The largest effect was observed in the acute risk category, specifically event 6 with a value of 0.18.
The chronic risks had almost no effect on the four ES groups, except for a slight increase in systematic risk in the [𝑄2, 𝑄3) group

8 Note that Ramiah et al. (2013) argued that Eq. (3) can generate an improper result, as the positive and negative effects from the events might cancel out.
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Fig. 6. Individual long-term changes in systematic risk with three climate risks as the dummy variable in sector-by-sector analysis.

Fig. 7. Individual short-term changes in systematic risk with three climate risks as the dummy variable in group-by-group analysis.

resulting from event 6. When comparing the number of events that create significant effects among the four ES groups, it becomes

apparent that the highest ES group, ≥ 𝑄3, is consistently less affected by the three risks. These companies with high environmental

performance typically have advanced risk management strategies to mitigate the impact of climate risks. Also, investors perceive
17
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Fig. 8. Individual long-term changes in systematic risk with three climate risks as the dummy variable in group-by-group analysis.

these companies as lower-risk investments. This confidence results in stable stock prices even during climate events, as investors
believe these companies are better equipped to handle environmental challenges, leading to low volatilities.

Replacing the short-term dummy variables, in Eq. (4), with the long-term dummy variables produce the results presented in
Fig. 8. The impacts of the three types of risks are more noticeable in the long term than in the short term. Four acute risk events
had significant effects on the systematic risk of four ES groups, with three of the events increasing the systematic risks. The long-term
effects of chronic risks became increasingly apparent as the number of significant events grew for the [𝑄1, 𝑄2), [𝑄2, 𝑄3), and ≥ 𝑄3
groups. This can be the result of the cumulative effects of chronic climate risks become more pronounced. These gradual changes
lead to sustained financial impacts, which are less evident in the short term. In addition, the transition risks caused the systematic
risk to rise for all ES groups. The regulation changes can impact all companies, regardless of their environmental performance.
Compliance with new regulations often requires substantial investments and operational adjustments, increasing the overall risk for
all ES groups. Overall, the effects of the three risks on the four ES groups are relatively moderate compared to some of the effects
on certain sectors. This could be due to the fact that firms within the same sector tend to experience similar effects, which amplifies
the impact on the sector as a whole.

Lastly, the short-term systematic risk is more vulnerable to climate risk events whereas long-term systematic risk is not. This
finding is consistent with the work of Zivin and Neidell (2014), where the effect of climate risks may differ across different industries.
Hence, we performed our empirical investigation by industry. Graff Zivin and Neidell (2014) also showed that temperature increases
at the higher end of the distribution reducing hours worked in industries with high exposure to climate and reducing time allocated
to outdoor leisure for the non-employed, with this time reallocated to indoor leisure.

7. Conclusion

The broad discussion surrounding the impact of climate change on economies and financial systems has garnered significant
attention in recent years, driven by the increasingly urgent and threatening climate conditions we face globally. This heightened
focus reflects a growing awareness that the risks posed by climate change are not just environmental, but also have profound
economic and financial implications. Central to this discourse is the impact of climate-induced risks, which have become a focal point
of research and analysis. These risks, stemming from both the direct physical effects of climate change and the transitional challenges
associated with moving towards a low-carbon economy, are reshaping how investors, businesses, and policymakers evaluate financial
stability and growth prospects.

Previously, research into the impact of climate risks on economic and financial systems typically specialised in examining
either physical risks—such as extreme weather events and rising sea levels—or transition risks stemming from regulatory changes
in the shift towards a low-carbon economy. Our study simultaneously explores both physical and transition risks, offering a
more comprehensive understanding of the multifaceted climate risks. Specifically, this paper investigates how acute, chronic, and
18
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transition-related climate risks affect stock returns and their associated systematic risks in the U.S. market. To measure acute risk
indicators, we collected data on ten natural disaster events that occurred in the U.S. between 2015 and 2020. For chronic risk, we
proposed the use of a multivariate hidden Markov model that takes into account temperature and precipitation anomalies, as well
as Google Trends data on climate change-related keywords. Using a change-of-measure-based filtering technique, we estimated the
probabilities of normal and abnormal climate conditions, as well as the regime-switching parameters, based on daily data ranging
from January 1, 2015 to December 29, 2020. Our proposed model detected nine abnormal climate periods during this period, which
we used as a proxy for physical climate risk. As for transition risk, we collected data on ten climate change policy announcements
made in the U.S., during the same period of time, and used them as a proxy for this type of risk. By considering all three types of
risk, we aimed to gain a more comprehensive understanding of their impact on stock returns and systematic risks.

An event study methodology was employed to assess the impacts of the three climate risks on stocks’ returns. For this purpose,
we categorised the S&P 500 stocks into 11 sectors and analyse the impacts of the three risks on those sectors. We calculated the
average abnormal returns, which describes the immediate impact of the climate risk on the stock prices and compared them with
he 5-day cumulative abnormal returns, which depicts the impact of the climate risk five days after the risk occurred. To measure

the environmental performance of the firms, Bloomberg ES for the S&P 500 firms were obtained. We computed the average ES for
each sector and explored whether the sector’s environmental performance affects the stock prices differently during the occurrence
of the three climate risks. Furthermore, we studied the impacts of the three climate risks on the systematic risks of the 11 sectors.
The three climate risks were converted into dummy variables and incorporated into the CAPM model to investigate the influences
of the systematic risk parameter beta.

Several important conclusions can be drawn from our empirical results. First, we found that whilst certain sectors exhibit different
behaviours in response to various climate risks, some sectors maintain consistent exposure to all three risks. Notably, the financial
and communication sectors appeared to be largely unaffected by these risks, whereas the real estate and utilities sectors showed
the most pronounced reactions compared to other sectors. These findings suggest that some sectors may be more susceptible to
climate risks than others, and therefore that investors and policymakers should take these differences into account when making
ecisions. Secondly, by clustering firms into four ES groups, based on their environmental performance, we found that the group
ith the lowest performance suffered the most significant negative impact on stock returns from the three climate risks. In contrast,

the groups with higher environmental performance were less severely affected by these risks. These results indicate that companies
ith a weak environmental performance may face greater challenges in tackling climate risks and may experience more significant

inancial losses. Our risk analysis results suggest that climate risk events have an impact on short-term systematic risk whereas no
statistically significant evidence was found on long-run systematic risk.

To justify the results showing different patterns across sectors in the U.S., we rely on the arguments by Kamiar et al. (2023).
The degree of adaptation and mitigation towards climate change differs across industries. In particular, (i) adaptation efforts might
be concentrated in certain sectors; (ii) in others adaptation is not keeping pace with climate change; (iii) the effects of adaptation
might have been offset by structural changes to the US economy; (iv) firms underestimating the severity of future weather extreme
events, may not adapt sufficiently; and finally (v), firms tend to underinvest in adaptation owing to its high cost (Deryugina and

siang, 2014). We do not observe firm-specific characteristics wherefore drawing firm conclusions about results across sectors is
not possible and will be left to further studies.

Our paper provides an extensive analysis on the consequences of different measures of climate risk (physical and transition)
n listed US firms. Furthermore, the latter are clustered by industry and firms’ propensity, proxied by ESG scores, towards green
ransition. Our findings provide evidence to investors and policymakers to make informed decisions during the on-going green
ransition. It should be acknowledged that the present study has some limitations arising from the focus on the US only; however,
he methodology we developed remains invariant in respect to any other geographical location. As per future works, the use of
ata from different countries is a consideration for follow-up studies along with the use of various ARCH-type models as suggested
y Pham et al. (2019).
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