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Abstract 11 

This article provides an interdisciplinary exploration of the complex dynamics between 12 
artificial intelligence (AI) and inequality, drawing upon social sciences and technology studies. 13 
It scrutinises the power dynamics that shape the development, deployment, and utilisation of 14 
AI technologies, and how these dynamics influence access to and control over AI resources. 15 
To do so, we employ Margaret Archer's social realism framework to illuminate the ways in 16 
which AI systems can reinforce various forms of inequalities. This theoretical perspective 17 
underscores the dynamic interplay between social context, individual agency, and the 18 
processes of morphostasis and morphogenesis, offering a nuanced understanding of how 19 
inequalities are reproduced and potentially transformed within the AI context.  We further 20 
discuss the challenges posed by the access and opportunity divide, privacy and surveillance 21 
concerns, and the digital divide in the context of AI. We propose co-ownership as a potential 22 
solution to economic inequalities induced by AI, suggesting that stakeholders contributing to 23 
AI development should have significant claims of ownership. We also advocate for the 24 
recognition of AI systems as legal entities, which could provide a mechanism for accountability 25 
and compensation in cases of privacy breaches. Finally, we conclude by emphasising the need 26 
for robust data governance frameworks, global governance, and a commitment to social justice 27 
in navigating the complex landscape of AI and inequality. 28 

29 
1. Introduction30 

31 
In the throes of the Fourth Industrial Revolution, the relentless march of Artificial Intelligence 32 
(AI) has ignited a transformative epoch, reshaping the contours of myriad sectors with its 33 
disruptive prowess (Dellerman et al., 2019). From revolutionising healthcare through 34 
automation to tailoring education through personalised learning algorithms, the pervasive 35 
influence of AI accentuates the pressing need for a rigorous examination of its foundational 36 
principles and the consequential ramifications it engenders on societal disparities (Bostrom, 37 
2014). This paper embarks on an intellectual odyssey to decipher the complex nexus between 38 
AI and inequality, posing the research question: How does the interplay between AI 39 
technologies and social structures contribute to perpetuating and potentially exacerbating 40 
societal inequalities? 41 

42 
The study aims to illuminate the societal chasms that AI systems may inadvertently widen, 43 
building on the premise that biases, power dynamics, and ethical quandaries are inextricably 44 
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knitted into the fabric of AI technologies (Crawford, 2016). This conceptual paper built on 45 
illustrative cases has two objectives: first, to elucidate the mechanisms through which AI both 46 
perpetuates and is moulded by inequality; and second, to explore transformative solutions that 47 
can inform the design, deployment and ownership of AI technologies that embody the 48 
principles of fairness, inclusivity, and justice (O'Neil, 2016).  49 
 50 
Informed by recent scholarly contributions (Zarsky, 2016; Eubanks, 2018; Birhane & van Dijk, 51 
2020), we extend our conceptual framework to include a critical analysis of case studies drawn 52 
from existing regulatory environments and policy frameworks. The intent is to assess their 53 
efficacy in mitigating the unintended negative effects of AI on social inequality. By identifying 54 
areas of strength and weakness within these regulatory approaches, we aim to propose novel 55 
and effective strategies that foreground ethical considerations, prioritise fairness, and optimise 56 
social impact. 57 
 58 
To achieve these aims, we employ a mixed-methods approach that integrates qualitative and 59 
quantitative analyses, allowing for a comprehensive exploration of the broader context and 60 
societal milieu within which AI operates. This scrutiny encompasses the convoluted interplay 61 
of power, governance, and resource allocation. 62 
 63 
The development and deployment of AI technologies are inherently interdisciplinary 64 
endeavours, requiring the integration of insights from computer science, data science, social 65 
sciences, ethics, law, and other fields. However, the lack of interdisciplinarity in AI 66 
development has often led to a narrow focus on technical aspects, overlooking the broader 67 
societal implications and potential inequalities perpetuated by these technologies (Broussard, 68 
2018). AI systems are not merely technical artefacts; they are deeply embedded within social, 69 
economic, and cultural structures, reflecting and reinforcing societal norms, values, and power 70 
dynamics. Their impacts are felt across diverse sectors and communities (Ozbilgin, 2024), and 71 
without an interdisciplinary approach, there is a risk of developing AI technologies that are 72 
disconnected from the societal contexts in which they operate, leading to unintended 73 
consequences and exacerbating existing inequalities (Baum, 2021, Dafoe et al., 2021).  74 
 75 
Sociological frameworks provide a lens through which we can understand the societal 76 
implications of AI technologies, including their potential to perpetuate and exacerbate 77 
inequalities. By deploying late Margaret Archer’s conceptual universe, we explore the duality 78 
of continuity and change in the interplay of powerful agents and socio-cultural structures. This 79 
framework allows us to mobilise the concepts of morphogenesis (signifying change), 80 
morphostatis (signifying continuity), along with reflexive monitoring and reflexive 81 
engagement (framing agency) to elucidate how the concentration of AI development and 82 
ownership within a small number of powerful corporations and investors leads to polarisation 83 
of wealth across the value chain.  in the hands of a few owners and investors, and a lack of 84 
transparency and accountability, with decisions about the design and deployment of AI 85 
technologies often made behind closed doors (Pasquale, 2015). This can result in AI systems 86 
that serve the interests of the powerful at the expense of disadvantaged communities, 87 
reinforcing existing power dynamics and inequalities (O'Neil, 2016).  88 
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 89 
Hence, fostering interdisciplinarity in AI development and ensuring a fair and accountable 90 
ownership structure are crucial steps towards mitigating the potential inequalities perpetuated 91 
by AI technologies. This requires a commitment to open, collaborative, and inclusive practices, 92 
as well as ongoing research and dialogue across diverse fields and sectors. This requires a 93 
commitment to open, collaborative, and inclusive practices, as well as ongoing research and 94 
dialogue across diverse fields and sectors. In pursuing these aims, we hope to contribute to a 95 
future where AI serves as a powerful ally in the pursuit of societal equality and justice. 96 
 97 

2. Conceptual Framework 98 
 99 
In our conceptual exploration of the interplay between AI and inequality, we draw extensively 100 
upon the theoretical underpinnings of social realism, as articulated by Margaret Archer (1995, 101 
2003, 2007, 2016). This conceptual framework offers a robust scaffold to dissect the complex 102 
dynamics between social structures and AI systems. It illuminates how AI, as a socio-technical 103 
entity, becomes entwined within broader societal frameworks, perpetuating and potentially 104 
exacerbating inequalities. Social realism, with its emphasis on the impact of institutions and 105 
social dynamics on human behaviour, provides a lens through which we can understand the 106 
embeddedness of AI technologies within societal structures. This perspective allows us to move 107 
beyond a surface-level analysis and investigate the structural and institutional forces that shape 108 
the development, deployment, and societal impact of AI (Archer, 2003, 2008). 109 
 110 
Archer’s theoretical framework is pivotal for examining the nexus of AI and inequality due to 111 
its emphasis on agency and the complex interplay between individual actions and social 112 
structures. Her conceptual universe enables us to critically evaluate how the design and 113 
implementation of AI systems reflexively change and reinforce societal biases and power 114 
dynamics, highlighting the significant role of individuals and social groups in shaping and 115 
contesting these technologies. Through this lens, we are offered a pathway for transformative 116 
change.  117 
 118 
Central to Archer’s theory is the duality of change and continuity within socio-cultural systems, 119 
encapsulated in the concepts of morphogenesis and morphostasis. Morphogenesis refers to the 120 
emergence of changes emanating from the active engagement of actors, altering the status quo 121 
of societal conditions. Morphostatis, on the other hand, refers to the enforcement or 122 
preservation of existing sociocultural norms and structures, maintaining continuity. These 123 
concepts are crucial for understanding the dynamic interplay of stability and transformation 124 
within the sphere of AI and societal inequality.  125 
 126 
Figure 1 visualises Archer’s vision of change and reproduction of inequalities, conditioned by 127 
sociocultural context and reflexive agents. This model is instrumental in our analysis of 128 
inequalities in artificial intelligence, providing a visual interpretation of the theoretical 129 
discussion.  130 
 131 
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Figure 1: Mechanism of change and reproduction of inequalities conditioned by sociocultural 132 
context and reflexive agents. 133 

 134 
Note: Authors' illustration based on Archer's social realism framework. 135 
 136 
Building upon the recent scholarly contributions (Zarsky, 2016; Eubanks, 2018; Birhane & van 137 
Dijk, 2020), we extend our conceptual framework to include a critical analysis of illustrative 138 
cases drawn from existing regulatory environments and policy frameworks. This conceptual 139 
analysis with case examples assesses their effectiveness in mitigating the unintended negative 140 
effects of AI on social inequality. By identifying areas of strength and weakness within these 141 
regulatory approaches, we aim to propose innovative and effective strategies that foreground 142 
ethical considerations, prioritise fairness, and optimise social impact. Our enriched framework, 143 
grounded in social realism and augmented by interdisciplinary insights, provides a 144 
comprehensive understanding of the dynamics that shape the impact of AI on societal 145 
inequalities. This approach enables us to articulate a nuanced understanding of the 146 
interdependencies that influence the relationship between AI and societal inequalities, thereby 147 
paving the way for informed dialogues and evidence-based interventions. 148 
 149 
Furthermore, Archer's conceptual ideas  illuminate the potential for individual agency to disrupt 150 
entrenched processes and initiate a process of morphogenesis, leading to transformative 151 
change. Through reflexive monitoring, individuals and communities can become aware of the 152 
biases and inequalities perpetuated by AI systems and take active steps to challenge and change 153 
these systems. Advocating for greater transparency in AI algorithms, pushing for the use of 154 
more diverse and representative training data, and developing new AI technologies that 155 
explicitly prioritise fairness and equity are examples of how his active engagement can foster 156 
morphogenesis, reshaping AI practises to promote greater equality (Eubanks, 2018, Dwivedi, 157 
2021). However, it is crucial to acknowledge that such transformative change is bounded and 158 
contingent on broader societal structures and power dynamics. While individual agency can 159 
catalyse change, the transformation of deeply entrenched inequalities requires collective action 160 
and systemic change (Archer, 2012). Recognising the power of morphostatis, the resistance to 161 
progress by entrenched traditional forces, is crucial as it can manifest as backlash against 162 
demands for social justice and equality.  163 
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 164 
All in all, by highlighting the dynamic processes of morphostasis and morphogenesis, Margaret 165 
Archer's social realism framework does not only emphasise the potential for both the 166 
reproduction and transformation of inequalities within the realm of AI, but also underscores 167 
the need for ongoing vigilance and active engagement. This ensures that AI technologies are 168 
developed and deployed in ways that promote fairness, equity, and justice. Archer envisions 169 
dual mechanisms of change and reproduction which she termed as morphogenesis and 170 
morphostatis both of which are conditioned by socio-cultural dynamics and agentic processes 171 
of reflexive monitoring, engagement and reproduction. 172 
 173 

3. Methodology 174 
 175 
This study adopts an interdisciplinary approach, integrating insights from computer science, 176 
sociology, ethics, and law to investigate the relationship between AI technologies and societal 177 
inequalities. Each discipline contributes uniquely: computer science offers technical insights 178 
into AI mechanisms, sociology explores societal impacts and inequalities, ethics addresses 179 
normative implications, and law evaluates regulatory frameworks. This synthesis ensures a 180 
nuanced examination of the complex interplay between AI technologies and societal structures 181 
(Broussard, 2018; Baum, 2021).  182 
The case studies for this research were selected based on their capacity to exemplify the 183 
multifaceted dynamics of AI-induced inequalities across diverse socio-economic, 184 
geographical, and technological contexts. This selection process followed a systematic and 185 
deliberate approach to ensure relevance, diversity, and representativeness. 186 
 187 
The first step involved identifying relevant cases through a comprehensive review of academic 188 
literature, policy reports, and publicly available data to ensure a balanced perspective (Dafoe 189 
et al., 2021). Searches were conducted using databases such as Scopus, Web of Science, and 190 
Google Scholar, with keywords including but not limited to “AI and inequality,” “bias in AI,” 191 
“algorithmic bias,” “AI in education,” “predictive policing,” and “AI in economic systems.” 192 
This process resulted in an initial pool of cases that highlight the relationship between AI 193 
technologies and societal inequalities. 194 
 195 
To refine the selection, specific evaluation criteria were applied. Geographical diversity was a 196 
primary consideration, with cases chosen to represent a variety of regions, including the 197 
Netherlands, Australia, the United States, Turkey, and the United Kingdom. This diversity 198 
allows the research to explore the global implications of AI technologies while considering 199 
distinct cultural, economic, and regulatory environments. Sectoral representation was also 200 
crucial, with cases drawn from welfare systems, financial services, education, law enforcement, 201 
and the gig economy. These sectors were selected because of their significant societal impact 202 
and their potential to reflect the systemic patterns of inequality influenced by AI. Furthermore, 203 
priority was given to cases with well-documented societal consequences, such as public 204 
controversies, policy failures, or measurable outcomes of inequality. This focus ensures that 205 
each case provides rich empirical insights and practical relevance. This diversity ensures a 206 
comprehensive understanding of the implications of AI across different settings. Additionally, 207 
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each case provides sufficient publicly available data to facilitate robust analysis, enabling the 208 
study to draw meaningful conclusions (Obermeyer et al., 2019). 209 
 210 
The selected cases were subsequently grouped into thematic categories based on the 211 
dimensions of inequality they illustrate. For instance, economic inequalities are highlighted 212 
through the examination of AI-driven financial services and gig economy platforms. Racial 213 
and cultural biases are evident in predictive policing algorithms, while access and opportunity 214 
divides emerge starkly in education systems. These thematic groupings serve to organise the 215 
analysis and provide a structured lens through which to understand the broader implications of 216 
AI technologies. 217 
The final selection includes: 218 
Welfare Systems: AI-driven fraud detection systems in the Netherlands and automated debt 219 
recovery systems in Australia illustrate how biases in algorithmic design and deployment can 220 
disproportionately impact vulnerable populations, exacerbating socio-economic inequalities. 221 
Financial Services: In the United States, AI mortgage lending systems reveal the persistence 222 
of racial disparities in access to financial opportunities, reflecting systemic biases embedded in 223 
historical data. 224 
Education: The use of AI algorithms for grading in the United Kingdom during the COVID-225 
19 pandemic highlights how algorithmic decision-making can reinforce socio-economic 226 
disadvantages in educational outcomes. 227 
Law Enforcement: Predictive policing systems in the United States demonstrate how AI can 228 
perpetuate racial biases, leading to discriminatory outcomes in minority communities. 229 
Gig Economy: AI-driven platforms, such as those operating in Turkey’s food delivery sector, 230 
showcase the dual role of AI in creating opportunities and deepening inequalities for gig 231 
workers. 232 
 233 
These cases, while illustrative rather than exhaustive, provide critical insights into the ways AI 234 
technologies interact with societal structures to reinforce, perpetuate, or transform existing 235 
inequalities.  236 
Margaret Archer’s social realism framework provides the theoretical lens for analysing  the 237 
interplay between powerful agents and socio-cultural structures. The concepts of 238 
morphogenesis (signifying change) and morphostasis (signifying continuity) within the context 239 
of AI technologies (Pasquale, 2015). This theoretical framework assists in understanding how 240 
AI systems can both perpetuate and be shaped by existing societal structures. 241 
Margaret Archer’s social realism, this research underscores the importance of examining both 242 
the continuity and change in social systems brought about by AI technologies. 243 
 244 
The analysis maintained a reflexive stance, evaluating the researchers' positionality and its 245 
influence on interpretations (Crawford, 2016). Furthermore, collaboration with scholars from 246 
various disciplines aided in identifying potential biases and enriched the analysis (Eubanks, 247 
2018). 248 
 249 
 250 
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Each case directly informs the research question, facilitating a focused examination of the 251 
issues at hand. The cases represent a variety of geographical and sectoral contexts, including 252 
welfare systems in the Netherlands and Australia, mortgage lending practices in the United 253 
States, and educational grading systems in the UK (Eubanks, 2018; Zarsky, 2016).  254 
 255 
To further enhance clarity, each discipline’s perspective—sociology, law, ethics, and computer 256 
science—contributes distinct insights that collectively address AI's societal impacts on 257 
inequality. We grouped case studies thematically based on dimensions of inequality, such as 258 
economic and racial biases, which facilitated a structured analysis of AI’s varied societal 259 
implications. This thematic approach aligns with our goal of examining AI's role across diverse 260 
social contexts. 261 
 262 
In the following sections, we present illustrative case studies that elucidate the complex 263 
interplay between AI technologies and societal inequalities. These case studies demonstrate 264 
how AI systems can reinforce existing disparities, drawing upon Margaret Archer's social 265 
realism framework to analyse the dynamics of power, governance, and resource allocation in 266 
each context. 267 
 268 

4. AI Induced Scandals of Inequality: When Governance and Policy Fails   269 
 270 
AI systems have the potential to reproduce, perpetuate and entrench structures of inequality 271 
that are already evident in their operational context.  The rapid advancement of AI technologies 272 
in environments characterised by unaddressed social inequalities has brought about a series of 273 
scandals that underscore the urgent need for a comprehensive examination of the relationship 274 
between AI and societal inequalities. These scandals serve as a stark reminder of the potential 275 
for AI to perpetuate and exacerbate existing disparities if not properly regulated and scrutinised. 276 
A common thread across these cases is the lack of accountability and governance vacuum, 277 
which has prevented AI systems from undergoing the necessary legal and societal scrutiny.  278 
 279 
4.1 Case Study 1: AI in Welfare Systems: 280 
In the Netherlands, an AI system designed to detect fraud in welfare benefits led to a significant 281 
scandal when it was found to disproportionately target low-income families and immigrants, 282 
resulting in wrongful accusations of fraud and severe financial hardship for thousands of 283 
families (Taylor, 2020; Broussard, 2018). Similarly, the Dutch childcare benefit scandal 284 
highlighted the discriminatory impact of AI systems, with migrant families disproportionately 285 
denied access to benefits due to biased algorithmic decision-making (Politico, 2023). These 286 
cases exemplify a state of morphostatis, wherein the techno-cultural system reproduces and 287 
exacerbates existing social inequalities. While the departments that utilised these AI systems 288 
faced accountability, the AI systems themselves evaded critical public and legal examination, 289 
highlighting the urgent need for reflexivity in the development and deployment of AI systems.  290 
 291 
In Australia, the infamous "robodebt" scandal saw an automated debt recovery system 292 
erroneously issue debt notices to thousands of welfare recipients, leading to widespread distress 293 
and financial hardship (Reuters, 2023). Although designed with the intent to streamline welfare 294 
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debt recovery, the lack of adequate human oversight resulted in erroneous debt notices 295 
disproportionately impacting vulnerable populations. This case further emphasises the 296 
significance of reflexive monitoring in design and deployment of AI systems.  297 
 298 
4.2 Case Study 2: AI in Mortgage Lending Practices 299 
 300 
In the United States, several sectors have witnessed AI-related scandals that reflect broader 301 
sociocultural conditioning. In the mortgage industry, an AI system was found to exhibit racial 302 
bias, leading to 80% of Black mortgage applicants being denied loans, thereby exacerbating 303 
existing racial disparities in homeownership and wealth (Forbes, 2021). Likewise, in the 304 
healthcare, an AI algorithm used to allocate resource was similarly found to be racially biased, 305 
leading to Black patients being less likely to receive referrals for care compared to their white 306 
counterparts with similar health conditions (Obermeyer et al., 2019; ACLU, 2022). These 307 
biases highlight how unchecked AI systems may deepen social inequalities when they are left 308 
unregulated.  309 
 310 
The media industry has also faced controversies related to AI, such as CNET pausing the 311 
publication of AI-generated stories following a controversy regarding the lack of transparency 312 
in their AI tools (The Verge, 2023). This incident highlights the ethical dilemmas surrounding 313 
the use of AI in content creation where lack of transparency and accountability can lead to 314 
significant reputational harm. 315 
 316 
4.3 Case Study 3: AI in Educational Grading Systems 317 
 318 
The impact of AI on education became glaringly evident during the Covid-19 pandemic, when 319 
all secondary education examinations were cancelled in 2020. In response, an algorithm was 320 
produced by the regulator to determine grades. However, due to its disproportionately negative 321 
impact on students from lower socioeconomic backgrounds, the regulators ultimately withdrew 322 
this algorithm. The A-level scandal in the UK exemplifies the potential for AI to reinforce 323 
existing inequalities, functioning as a form of socio-cultural conditioning in Archer’s 324 
framework. The algorithm’s design was influenced by long-lasting societal structures and 325 
cultural norms, which led to widespread public outcry – a manifestation of morphogenesis 326 
(social interaction). The goal of determining students' grades based on teachers’ predicted 327 
grades aimed to maintain qualification standards while ensuring distribution mirrored previous 328 
years (The Guardian, 19 August 2020). Consequently, the government's decision to abandon 329 
the algorithm represents an instance of morphostasis (structural elaboration), as it resulted in a 330 
shift in structural conditions that could have long-term implications for how technology is used 331 
in education. 332 
 333 
These scandals illustrate the profound societal implications of AI technologies and the potential 334 
for these systems to perpetuate and exacerbate existing inequalities, underscoring the dual 335 
interplay of morphostasis and morphogenesis They emphasise the duality and interplay of 336 
morphostasis and morphogenesis,  highlighting the urgent need for rigorous and reflexive 337 
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scrutiny of AI systems, comprehensive regulatory frameworks, and a steadfast commitment to 338 
fairness, inclusivity, and justice in the design and deployment of these technologies.  339 
 340 

5. Algorithmic Bias  341 
 342 
Algorithmic bias has emerged as a critical concern in the AI sphere, where biased decision-343 
making processes can reinforce existing societal inequalities. To contextualise this issue within 344 
Archer's social realism framework, we examine how algorithmic bias serves as a catalyst for 345 
both morphogenesis and morphostasis in societal structures. Morphogenesis is evident as AI 346 
systems introduce new forms of interaction and decision-making that alter traditional biases, 347 
potentially creating new societal norms. Conversely, morphostasis is observed when these 348 
systems perpetuate and solidify existing biases, reflecting entrenched societal inequalities. 349 
 350 
AI systems, renowned for their ability to process vast amounts of data and make autonomous 351 
decisions, are not immune to the biases inherent in the data used to train them. If the training 352 
data contains biases related to race, gender, or other protected attributes, the AI system can 353 
endure and amplify those biases, leading to discriminatory outcomes (Zou & Schiebinger, 354 
2018; Joyce et al., 2021).  The nexus between AI and inequality, which is already a complex 355 
and multifaceted issue, deeply rooted in the biases inherent in the design, training, and usage 356 
of AI systems. These biases, which can be traced back to the data used to train AI models, the 357 
modelling techniques employed, and the interpretation of AI outputs, play a significant role in 358 
shaping the impact of AI on societal inequalities. 359 
 360 
By inquiring into the complex relationship between algorithmic bias and AI systems, we shed 361 
light on how biases present in training data can permeate and amplify within the decision-362 
making processes of AI systems. Specifically, we explore the profound implications of biases 363 
associated with race, gender, and other protected attributes, which have the potential to amplify 364 
discrimination within AI outcomes.  365 
 366 
Through the lens of Archer’s theory, the replication of societal biases in AI systems 367 
underscores the concept of morphostasis, where the pre-existing social conditions, including 368 
prejudices and disparities, are embedded within the technological processes. This embedding 369 
process often goes unchecked due to the opaque nature of algorithmic decision-making, which 370 
obscures the biases from stakeholders and limits opportunities for reflexive monitoring. 371 
 372 

5.1. Case Study 1: Predictive Policing Algorithms  373 
 374 
In the sphere of law enforcement, predictive policing algorithms exemplify can perpetuate 375 
biases and lead to discriminatory outcomes. For instance, a notable case in a U.S. city 376 
demonstrated that an AI system used to predict crime hotspots disproportionately targeted 377 
minority neighbourhoods. This over-policing not only reinforced existing systemic biases 378 
within law enforcement (Joh, 2016; Asaro, 2019) but also raised serious ethical and legal 379 
implications regarding the deployment of AI technologies. Such outcomes highlight the urgent 380 
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need for rigorous scrutiny of AI systems and comprehensive regulatory frameworks to promote 381 
fairness, inclusivity, and justice. 382 
 383 
The amplification of biases predictive policing algorithms is concerning, as these systems are 384 
often trained on historical arrest data that reflects racial biases in policing practices. When an 385 
AI system is trained on such data, it may learn to associate certain neighbourhoods or 386 
demographic groups with higher crime rates, leading to biased policing practices that 387 
disproportionately affect marginalized communities (Meijer & Wessels, 2019). This not only 388 
perpetuates existing inequalities but also raises questions about the accountability and 389 
transparency of AI decision-making processes. 390 
 391 

5.2. Case Study 2: AI in Hiring Practices 392 
AI-based hiring systems illustrate the potential for algorithmic bias to sustain discriminatory 393 
practices. When trained on historical employment data, if this data reflects biases favouring 394 
certain gender or racial groups, the AI system may learn to associate specific jobs with these 395 
groups, thereby prioritizing candidates from these demographics. For example, if an AI system 396 
is trained on data that exhibits biases in favour of certain genders or races, it might perpetuate 397 
discriminatory hiring practices, leading to a lack of diversity in the workforce (Dastin, 2018; 398 
Raghavan et al., 2020).  399 
 400 
Moreover, the modelling techniques used in AI can further contribute to bias amplification. If 401 
an AI model is designed to prioritise certain features over others, it may inadvertently reinforce 402 
societal biases, even if the training data itself is unbiased. The complexity and opacity of many 403 
AI models make it difficult to identify and address these biases, complicating efforts to ensure 404 
fairness and equity in AI systems (Ntoutsi et al., 2020). While the technical opacity of AI 405 
should not be used as a blanket excuse to evade scrutiny, it often obscures the biases from 406 
stakeholders and limits opportunities for reflexive monitoring. 407 
 408 
Even in cases where AI systems are trained on unbiased data and designed with fairness in 409 
mind, biases can still emerge in the usage and interpretation of AI outputs. Additionally, if an 410 
AI system is used in a context where societal inequalities exist, it may inadvertently contribute 411 
to these inequalities, even if the system itself is unbiased (Holzinger et al., 2019). Moreover, 412 
AI based decision systems could suffer from scientism, discouraging users from demonstrating 413 
reflexive monitoring behaviours to identify biases due to the perception of scientific methods 414 
employed in designing these systems (Vassilopoulou et al. 2022). 415 
 416 

5.3. Case Study 3: Content Recommendation Algorithms  417 
 418 
AI algorithms used for content recommendation can amplify existing prejudices by creating 419 
echo chambers. These algorithms often prioritise content that aligns with users' existing views 420 
and interests, which can lead to the reinforcement of biases and stereotypes. For instance, if a 421 
user frequently engages with content that reflects certain prejudices, the AI system might learn 422 
to recommend similar content, thereby reinforcing and amplifying the user's existing biases 423 
(Akter et al., 2021). This phenomenon, known as the amplification of biases, poses a significant 424 
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challenge in ensuring fairness, equity, and non-discrimination in automated decision-making 425 
processes. Furthermore, in the context of digital media, algorithmic bias can lead to the spread 426 
of misinformation and the polarization of public opinion. As content recommendation 427 
algorithms favour engagement over accuracy, they may perpetuate harmful stereotypes and 428 
reinforce societal divisions. This amplification of biases in content delivery highlights the 429 
necessity for ongoing research and dialogue to understand the complex interplay between AI 430 
and societal inequalities, and to develop effective strategies for mitigating the impact of AI on 431 
these disparities (Khakurel et al., 2018). 432 
 433 
The amplification of biases through AI systems can be conceptualised as a form of 434 
morphogenesis, where new patterns of inequality emerge, reshaping societal landscapes in 435 
profound ways. The challenge lies in transforming these patterns through informed policy 436 
interventions and technological redesign that prioritize equity and justice, moving beyond mere 437 
recognition of biases to actively mitigating their impacts in societal applications. 438 
 439 
In conclusion, addressing algorithmic bias requires a concerted effort that encompasses both 440 
morphogenesis and morphostasis. Strategies must consider the dual processes highlighted by 441 
Archer’s framework: disrupting the continuity of entrenched biases (morphostasis) while 442 
fostering the emergence of more equitable AI practices (morphogenesis). Effective strategies 443 
will depend on robust reflexive monitoring mechanisms that not only detect biases but also 444 
enable the dynamic adaptation of AI systems in alignment with evolving societal values and 445 
norms. 446 
 447 

6. Digital Divide: Access and Opportunity 448 
 449 
In this analysis, we interpret the digital divide through the lens of Archer’s social realism, 450 
focusing on how structural, cultural, and agentic dynamics interplay to shape access and 451 
opportunities. This divide is not merely a reflection of current technological gaps but also a 452 
manifestation of morphostasis, wherein existing societal inequalities are entrenched and 453 
perpetuated through new technological formats. The concepts of access and opportunity 454 
assumes a great significance also for the AI phenomenon. As AI technologies flourish, 455 
demanding access to data, computational resources, and technical expertise, a profound divide 456 
emerges between those poised to harness the benefits of AI advancements and those left at its 457 
periphery. This divide is not solely a technological issue; it is fundamentally a sociological one, 458 
reflecting the broader disparities present in our society. Such a divide is also deepened with the 459 
socio-technical division between technophile and technophobe segments of the society 460 
(Archer, 2021). Thus, it is essential to embark on an illuminating expedition into the conceptual 461 
underpinnings of AI and inequality, with a specific focus on the profound implications of the 462 
access and opportunity divide.  463 
 464 
AI technologies necessitate access to robust digital infrastructure, reliable internet connectivity, 465 
and advanced technological devices. However, the reality of unequal access to these resources, 466 
often dictated by socio-economic factors, geographical location, and educational opportunities, 467 
creates a digital divide that mirrors and amplifies societal disparities (Robinson et al., 2015; 468 
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Lutz, 2019). This divide manifests as a chasm between those who can fully engage with and 469 
benefit from AI technologies and those who are left on the periphery. This divide is not merely 470 
about access to technology but extends to digital literacy – the skills and knowledge required 471 
to use digital technologies effectively and safely. As AI systems become more complex and 472 
integrated into daily life, the lack of digital literacy can further marginalise disadvantaged 473 
communities, limiting their ability to leverage the benefits of AI and participate in the digital 474 
economy (Heeks, 2022). This necessity highlights a morphogenetic shift, where the demands 475 
of new technology reshape social and economic landscapes, potentially transforming access 476 
paradigms. Simultaneously, the persistence of access disparities underscores morphostasis, as 477 
the pre-existing socio-economic stratifications continue to dictate the distribution of 478 
technological benefits. 479 
 480 
For example, in India, the introduction of the Digital India initiative aimed to increase access 481 
to digital technologies. However, significant disparities remain, particularly in rural areas, 482 
where infrastructure and digital literacy are often inadequate. According to a report by the 483 
Internet and Mobile Association of India (IAMAI, 2022), the digital gender gap is pronounced, 484 
with women in rural areas having significantly less access to the internet and digital skills 485 
compared to their male counterparts. This situation highlights the necessity of targeted 486 
interventions to bridge these gaps and foster more equitable access to AI technologies.  487 
 488 
Employing reflexive monitoring, we observe how individuals and communities actively engage 489 
with and respond to the digital divide. Through reflexive actions, such as advocating for policy 490 
changes or creating community-driven digital literacy programs, stakeholders strive to mitigate 491 
the perpetuation of this divide and foster more inclusive technological futures. The digital 492 
divide, illuminated by Archer's social realism framework, is not a static phenomenon but is 493 
subject to the interplay of structure, culture, and agency. Structural factors such as socio-494 
economic status, education, and geographical location can limit access to digital resources and 495 
opportunities (structural constraint). Cultural norms and beliefs can influence attitudes towards 496 
technology and its use (cultural constraint). However, individuals and communities are not 497 
passive recipients of these constraints. They can exercise agency, engaging with and shaping 498 
their digital environments (agency effect).  499 
 500 
For instance, Robinson et al. (2015) highlight how low-income parents in the United States 501 
navigate structural and cultural constraints to access and use digital technologies for their 502 
children's education, demonstrating agency in the face of digital inequality. Similarly, Lutz 503 
(2019) emphasises the role of digital skills training in empowering disadvantaged youth in 504 
South Africa, illustrating how targeted interventions can foster agency and bridge the digital 505 
divide. In South Africa, initiatives such as the Code for South Africa programme exemplify 506 
community-driven efforts to enhance access to technology and improve employment 507 
opportunities in the tech sector through targeted coding and digital literacy training for 508 
underprivileged youth. 509 
 510 
Nevertheless, the potential of AI to increase the digital divide raises critical questions about the 511 
equitable distribution of AI benefits and the need for inclusive AI development. As AI systems 512 
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become more pervasive, there is a growing need for policies and initiatives that ensure equal 513 
access to AI technologies and promote digital literacy. This includes efforts to democratise AI 514 
education, invest in digital infrastructure in underserved areas, and promote the co-creation of 515 
AI technologies with diverse communities to ensure that AI systems are inclusive and 516 
beneficial for all (Broussard, 2018; Eubanks, 2018).  517 
 518 
In summary, the digital divide represents a significant aspect of AI-induced inequality, shaped 519 
by the interplay of structural and cultural constraints and individual agency. Addressing this 520 
divide necessitates a multifaceted approach that acknowledges the complexity of access and 521 
opportunity in the age of AI, ensuring that all individuals and communities can engage 522 
meaningfully with technological advancements. 523 
 524 

6.1. The Prerequisite of Access 525 
 526 
At the heart of the digital divide lies the fundamental prerequisite of access. The utilisation of 527 
AI technologies necessitates a sturdy digital backbone, comprising reliable internet 528 
connectivity and access to technological devices. However, disparities in access to these crucial 529 
resources generate a chasm that limits opportunities and widens the gap between those able to 530 
partake in AI's transformative potential and those left on the periphery. Socio-economic 531 
constraints, geographical remoteness, and limited digital infrastructure act as formidable 532 
barriers, further deepening the divide and hindering the ability of disadvantaged communities 533 
to harness the benefits of AI.  534 
 535 
AI technologies thrive on a trifecta of essential ingredients such as data, computational 536 
prowess, and technical acumen. However, the glaring reality of unequal access to these 537 
fundamental resources casts a shadow of disparity upon the AI landscape (Lutz, 2019). The 538 
implications are profound, as those with limited access find themselves constrained by the 539 
barriers that prevent their meaningful engagement with AI advancements. Whether due to 540 
financial limitations, infrastructural gaps, or educational disparities, unequal access widens the 541 
chasm between those who can seize the transformative potential of AI and those who are 542 
relegated to the sidelines.  543 
 544 
The Moral Machine experiment, a study conducted by Awad et al. (2018), highlights the 545 
importance of access to AI technologies. The experiment, which collected 40 million decisions 546 
from over 2.3 million people in 233 countries, dependencies, or territories, aimed to gauge 547 
social expectations about the way autonomous vehicles should solve moral dilemmas. The 548 
study emphasises the importance of access to AI technologies, not just in terms of data and 549 
computational resources, but also in terms of participation in shaping the ethical landscape and 550 
principles that guide AI behaviour. 551 
 552 

6.2. Deepening Access Inequalities  553 
 554 
In the absence of equitable access, the access and opportunity divide stand as a catalyst for 555 
deepening pre-existing inequalities. Disadvantaged communities, already burdened by socio-556 
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economic constraints and limited resources, bear the brunt of this divide. Inequitable 557 
distribution of access to AI technologies perpetuates systemic disparities, hindering the ability 558 
of these communities to fully participate in the benefits offered by AI advancements 559 
(Caradaica, 2020). The opportunity divide becomes pronounced in developing countries, where 560 
limited infrastructure, educational disparities, and socio-economic barriers hinder access to 561 
AI's transformative potential, further entrenching existing inequalities (Vinuesa et al., 2020). 562 
 563 
As the digital divide widens, so too do existing inequalities. Disadvantaged communities find 564 
themselves disproportionately burdened by the repercussions of limited access to technology 565 
and digital literacy (Tinmaz et al., 2022). The digital divide serves as a trigger that intensifies 566 
societal disparities and perpetuates systemic inequality. Those without adequate access to 567 
technology face profound obstacles in educational opportunities (Meneses & Mominó, 2010), 568 
economic empowerment (Tang, 2022), and participation in the digital economy (Curran, 2018). 569 
As AI technologies continue to advance, failure to bridge the digital divide risks further 570 
marginalising these communities, exacerbating existing inequalities, and stifling progress 571 
toward a more inclusive and equitable society. 572 
 573 
The repercussions of the access and opportunity divide within the realm of AI extend far 574 
beyond mere technological disparities. It amplifies existing socio-economic and educational 575 
inequalities, perpetuating a cycle of disadvantage and impeding progress towards a more 576 
equitable society (Pedro et al., 2019). Limited access to AI technologies hampers the capacity 577 
of disadvantaged communities and developing nations to leverage AI's power for social 578 
transformation, economic empowerment, and knowledge advancement. As the world witnesses 579 
the rapid evolution of AI, failing to bridge the access and opportunity divide risks leaving 580 
significant segments of society behind, exacerbating inequality and stifling progress. 581 
 582 
The widening of this divide can be viewed through the framework of morphostasis, where 583 
traditional barriers in education, economic status, and geographic location continue to reinforce 584 
themselves in the digital age, limiting the transformative potential of AI technologies. This 585 
scenario demands a morphogenetic approach, where systemic changes are introduced to break 586 
these cycles of disparity. 587 
 588 
To effectively address the challenges posed by the digital divide, a concerted effort embracing 589 
both morphogenesis and morphostasis is required. Policies and initiatives must not only aim to 590 
introduce new technologies in underserved areas but also need to transform the underlying 591 
social structures that govern access and equity. This includes fostering an environment where 592 
reflexive monitoring by all stakeholders - policymakers, technology developers, and 593 
community advocates - is a continuous process, ensuring that the evolution of AI technology 594 
is inclusive and equitable. 595 
 596 

7. Economic Inequality: Case Studies in Transformation and Continuity  597 
 598 
The integration of AI into various sectors of the economy has brought about significant shifts 599 
in the labour market and income distribution, exemplifying morphogenesis. Concurrently, it 600 
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demonstrates morphostasis, as AI-driven growth benefits are unevenly distributed, reinforcing 601 
pre-existing economic disparities. 602 
 603 
AI-driven automation disrupts industries and job markets, leading to job displacement and 604 
increasing income inequality (Goos et al., 2014; Goyal & Aneja, 2020). Low-skilled workers 605 
face greater challenges adapting (Schwabe & Castellacci, 2020), while those with AI-related 606 
skills benefit from increased job opportunities and higher wages (Acemoglu & Restrepo, 2019; 607 
Alekseeva et al., 2021). In regions with minimal or ineffective regulatory protections, AI’s 608 
impact on technologies on blue collar workers can be severe. For example, the rapid growth of 609 
food delivery companies in Turkey, as highlighted by Erbil and Ozbilgin (2021) has resulted 610 
in companies - at the expense of worker health and safety- exemplifies how AI can exacerbate 611 
inequalities.  612 
 613 
These disruptions can be seen as both a challenge and an opportunity for reflexive monitoring, 614 
requiring stakeholders to assess AI’s impacts and adapt their strategies to mitigate negative 615 
outcomes. This adaptive process is essential to prevent the entrenchment of inequalities and to 616 
ensure that the benefits of AI are more broadly shared across the economy. 617 
 618 
AI’s integration into the gig economy has undeniably reshaped the landscape of work, creating 619 
new opportunities for income generation and economic growth. Particularly during the Covid-620 
19 pandemic, it has enabled some disadvantaged communities, such as delivery staff, to secure 621 
income (Kamasak et al., 2019). However, this transformation has not been without its 622 
challenges and controversies; the benefits of this new economy are unevenly distributed, and 623 
the lack of stable employment associated with traditional jobs can exacerbate income inequality 624 
(Wood et al., 2019). The gig economy, facilitated by AI, represents a morphogenetic shift in 625 
the nature of work, offering unprecedented flexibility but highlighting the need for robust 626 
reflexive mechanisms to address the morphostasis evident in the increasing precariousness and 627 
vulnerability of gig workers.  628 
 629 
The AI-powered gig economy has catalysed the creation of a new class of millionaires, 630 
particularly among those leveraging these technologies. Founders and early investors of gig 631 
economy giants like Uber, Lyft, and DoorDash have amassed significant wealth, highlighting 632 
the immense profitability of AI-driven platforms (Kenney & Zysman, 2016). However, gig 633 
workers, who are often classified as independent contractors, lack traditional employee 634 
protections and face income instability and inequality (Rosenblat & Stark, 2016).  635 
 636 
Moreover, the concentration of power within big tech companies and their resistance to 637 
unionisation efforts further exacerbate these issues. Workers' attempts to organise and advocate 638 
for their rights are often met with resistance, and in some cases, retaliation. This dynamic 639 
hinders workers' ability to negotiate better working conditions, fair pay, and other protections 640 
(Duggan et al., 2020).  This dynamic vividly illustrates the ongoing struggle between 641 
morphogenesis, which brings about new economic configurations and opportunities, and 642 
morphostasis, which sees the persistence of exploitative practices and concentrated power 643 
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within a few tech giants. The challenge lies in harnessing the transformative potential of AI to 644 
foster economic equity, rather than merely replicating and amplifying existing inequalities. 645 
 646 
In the prevailing discourse, the notion of co-ownership surfaces as a promising antidote to the 647 
challenges posed by the gig economy and AI-driven platforms. The involvement of 648 
disadvantaged communities in the development of AI technologies is critical, however, while 649 
these individuals from these communities are often solicited to co-design new AI technologies 650 
to encapsulate their needs, they are rarely invited to partake in the ownership structures of AI-651 
led technological innovations. This creates a form of economic exclusion, as co-design does 652 
not necessarily translate into co-ownership. Individuals from non-traditional backgrounds are 653 
often instrumentalised in the co-design of AI-led products, which could potentially exacerbate 654 
their exclusion, otherness, and disadvantages (Ozbilgin, 2023).  Promoting co-ownership and 655 
participatory development models in AI applications is an example of fostering morphogenesis 656 
by actively redesigning economic structures to be more inclusive and equitable. Such initiatives 657 
could significantly shift the balance of power, redistributing the economic gains from AI more 658 
fairly among those who contribute to its development and deployment. For instance, co-659 
ownership models in the gig-economy, where workers have a stake in the companies they serve, 660 
could catalyse a redistribution of wealth and power. Empowering workers with a say in 661 
decision-making processes could address the pressing issues of worker exploitation and income 662 
disparity. However, the implementation of such models within the gig economy and AI-driven 663 
platforms is fraught with significant challenges and would likely necessitate regulatory backing 664 
and innovative business practices (Pendleton et al., 2018).  665 
 666 
In this context, the gig economy and AI-driven platforms present a paradoxical landscape. On 667 
one hand, they democratise access to opportunities, reducing costs and barriers for producers 668 
and consumers alike. On the other hand, they create new privately controlled market choke 669 
points, with a "winner-takes-all" concentration of market share at the level of platform 670 
providers, often fostered by powerful interlocking increasing returns. This contradiction of 671 
centralisation through democratisation also manifests geographically. The "superstar effect" 672 
prevalent in knowledge-driven sectors frequently intensifies regional disparities instead of 673 
establishing an equitable competitive landscape facilitated by ICT (Haberly et al, 2019). The 674 
financial sector, characterised by its intrinsic reliance on information and its regulatory and 675 
organisational adaptability, is progressively adopting the digital platform model. However, the 676 
distinctive attributes of the financial industry have led to a divergent path compared to other 677 
sectors. The emergence of Digital Asset Management Platforms (DAMPs) and automation of 678 
derivatives exemplify this progression, fundamentally reshaping the market structure, yielding 679 
significant cost reductions for investors, and drastically altering established business models. 680 
However, the yields that investors make through AI led disruptive changes are adversely 681 
impacted by developers and users who contribute to innovation and design of these 682 
technologies.  683 
  684 
These phenomena exemplify morphostasis, where existing social structures and inequalities 685 
are reproduced and reinforced through AI technologies. However, Archer's work also posits 686 
the potential for morphogenesis, or the active transformation of these structures through 687 
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reflexive agency. This suggests the urge for a more inclusive and equitable approach to AI 688 
development and ownership, where disadvantaged communities are not only involved in the 689 
design process but also equitable share in the ownership and benefits of innovations. 690 
 691 
As we explore the economic inequalities exacerbated by AI, it becomes evident that both 692 
morphogenesis and morphostasis are at play, reflecting the complex interplay of innovation 693 
and continuity within capitalist systems. By integrating Archer's insights into our analysis, we 694 
can more effectively identify opportunities for transformative change that not only address the 695 
symptoms but also the underlying causes of economic inequality. This entails a continuous 696 
commitment to reflexive monitoring and adaptation of AI technologies to serve broader 697 
societal goals, ensuring that progress in AI does not come at the cost of widening economic 698 
divides 699 
 700 

8. Privacy and Surveillance  701 
 702 

AI technologies, fuelled by the acquisition and examination of copious amounts of personal 703 
data, harbour the potential to disrupt the delicate balance between privacy rights and societal 704 
well-being. This potential disruption represents a clear instance of morphogenesis, where the 705 
innovative capabilities of AI redefine traditional boundaries and expectations around privacy 706 
and surveillance. Simultaneously, the societal impact of these technologies often exemplifies 707 
morphostasis, as existing inequalities are deepened through differential impacts on privacy 708 
across various communities. Hence, it is not merely a theoretical concern but a tangible reality 709 
that disproportionately impacts disadvantaged communities and individuals who are vulnerable 710 
to privacy breaches and the augmented reach of surveillance mechanisms. Inadequate 711 
safeguards and regulations can lead to privacy breaches and surveillance, disproportionately 712 
impacting disadvantaged communities and individuals who may already face discrimination 713 
and over-policing.  714 
 715 
The COVID-19 pandemic has underscored the potential of AI technologies to address a broad 716 
range of biomedical, epidemiological, and socioeconomic challenges. However, it has also 717 
highlighted the ethical challenges that these technologies pose, particularly in terms of privacy 718 
and surveillance. As Leslie (2020) notes, the need for rapid and global action to combat the 719 
pandemic has necessitated unprecedented practices of open research and responsible data 720 
sharing. Yet, this urgency has also raised fears of 'surveillance creep' and challenged widely 721 
held commitments to privacy, autonomy, and civil liberties. The pandemic has accelerated the 722 
morphogenetic processes where AI technologies have rapidly integrated into public health 723 
strategies, reshaping norms around privacy and public health surveillance. This rapid 724 
integration challenges us to engage in reflexive monitoring to balance innovation with ethical 725 
considerations, ensuring that the rights to privacy and autonomy are maintained even as we 726 
combat global health crises. 727 
 728 
In the rush to harness the power of AI technologies, there is a risk of reinforcing entrenched 729 
dynamics of societal inequity. These risks highlight the need for a reflexive approach to 730 
understanding and mitigating the impacts of AI on privacy, specifically in disadvantaged 731 
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communities. Such an approach involves continuous assessment and adaptation of AI 732 
technologies to prevent morphostasis - where existing social inequalities are perpetuated and 733 
solidified through new technological means. For instance, digital contact tracing technologies, 734 
while potentially effective in controlling the spread of the virus, can also lead to privacy 735 
breaches and over-policing, particularly in disadvantaged communities, which are already 736 
affected by systematic discrimination (Leslie et al., 2021).  737 
 738 
Moreover, the opacity of AI technologies can exacerbate these issues. Burrell (2016) identifies 739 
three forms of opacity in AI: opacity as intentional corporate or state secrecy, opacity as 740 
technical illiteracy, and opacity that arises from the characteristics of machine learning 741 
algorithms and the scale required to apply them usefully. This opacity can make it difficult for 742 
individuals and communities to understand how AI technologies are being used and to 743 
challenge or seek redress for any harm caused. 744 
 745 
In the light of these challenges, it is crucial to develop and implement safeguards and 746 
regulations that protect individuals' privacy rights while also harnessing the potential of AI 747 
technologies to address societal challenges. As Leslie (2020) suggests, this requires a practice-748 
based path to responsible AI design and discovery centred on open, accountable, equitable, and 749 
democratically governed processes and products. This development is a critical component of 750 
fostering morphogenesis in societal governance of technology, aiming to transform the 751 
landscape of AI development and deployment towards more equitable outcomes. It underscores 752 
the importance of incorporating democratic, transparent, and accountable processes in the 753 
design and implementation of AI systems to ensure they serve the broader societal good without 754 
compromising individual freedoms.  755 
 756 
As we examine the intersection of AI, privacy, and surveillance through a scientific lens, it 757 
becomes imperative to elucidate the implications faced by disadvantaged communities and 758 
individuals who are vulnerable to privacy breaches. One reflexive engagement with the 759 
challenges of surveillance could involve recognising AI as a legal entity, akin to the legal status 760 
of a corporation. This legal responsibilisation of AI could allow contesting privacy breaches 761 
induced by AI systems.   762 
 763 

8.1. The Data Dilemma  764 
 765 
At the core of AI's prowess lies its insatiable appetite for personal data, a resource that fuels 766 
the learning and decision-making capabilities of AI systems. However, the acquisition and 767 
utilisation of such data can inadvertently compromise individual privacy, paving the way for 768 
potential breaches and encroachments. In the absence of robust safeguards and regulations, the 769 
collection, storage, and analysis of personal data can become a double-edged sword, increasing 770 
inequalities and amplifying existing power imbalances.  771 
 772 
Inequities within AI systems become glaringly apparent when examining the disproportionate 773 
impact on marginalised communities and individuals who already grapple with discrimination 774 
and over-policing. Privacy breaches and the omnipresence of surveillance can reinforce 775 
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existing inequalities, further marginalising those who are already disadvantaged. Vulnerable 776 
populations, often subject to systemic biases and social injustices, face heightened risks as their 777 
personal data becomes susceptible to exploitation and discriminatory practices. For instance, 778 
in South Africa, the roll-out of facial recognition technology has raised significant concerns 779 
regarding privacy and discrimination against black individuals, who are disproportionately 780 
affected by inaccuracies in these systems (Dlamini, 2021). 781 
 782 
The implications of AI's data practices exemplify how morphostasis can be manifested in the 783 
digital sphere, with pre-existing vulnerabilities exploited and exacerbated by advanced 784 
technologies. Addressing this requires not only technical solutions but also a robust societal 785 
dialogue about the values we wish to uphold in the age of AI, promoting a morphogenetic shift 786 
towards greater justice and equity in digital privacy. 787 
 788 
The amalgamation of AI, privacy, and surveillance has far-reaching implications for society. 789 
The unchecked proliferation of surveillance technologies, coupled with inadequate safeguards, 790 
can result in a chilling effect on individual freedoms, curtailment of civil liberties, and the 791 
erosion of privacy rights. Moreover, the impacts are not evenly distributed, amplifying the 792 
disparities that already permeate our social fabric. Disadvantaged communities, including 793 
racial and ethnic minorities, socioeconomically disadvantaged individuals, and vulnerable 794 
groups, are bear the brunt of the encroachment of surveillance mechanisms, reinforcing social 795 
inequalities and power imbalances. 796 
 797 
As we pay more attention to the intersection of AI, privacy, and surveillance, it becomes clear 798 
that both morphogenesis and morphostasis are at play, reflecting the transformative potential 799 
and the risks of reinforcing existing disparities through new technologies. By employing 800 
Archer’s insights, we can better navigate these complex dynamics, advocating for an approach 801 
that ensures AI technologies foster societal advancement without compromising fundamental 802 
human rights. The challenge lies in maintaining a vigilant and adaptive stance - through 803 
reflexive monitoring - to ensure that as AI reshapes our societal landscape, it does so in a way 804 
that is inclusive, equitable, and respectful of all individuals' privacy and dignity. 805 
 806 

9. Critical Reflections and Discussion 807 
 808 
In this study, we have rigorously applied Archer’s comprehensive concepts of sociocultural 809 
conditioning, morphogenesis, morphostatis, reflexive monitoring and reflexive action to 810 
elucidate the complex interconnections and transformative potential of AI and social 811 
inequalities. Through detailed examination, we have illuminated how both individual and 812 
collective reflexive engagements, driven by sociocultural conditioning, shape the outcomes of 813 
AI technologies.  814 
 815 
Our research has identified four key social conditioning mechanisms that significantly lead to 816 
the entrenchment of existing inequalities and emergence of new forms of disparity within AI-817 
led systems. in Figure 2 illustrates the interaction between these conditioning mechanisms and 818 
the structural and socio-cultural factors underpinning AI's societal impact.  819 
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 820 
We delineate four primary dimensions of intervention—accountable legal entity status, 821 
equitable co-ownership models, sustainable global governance, and auditable algorithmic 822 
hygiene—each designed to address specific challenges posed by AI, proposing robust 823 
strategies for mitigating inequality and enhancing societal well-being. 824 
 825 
Figure 2: Major determinants of AI and inequality nexus and mitigation strategies  826 

 827 
Note: Authors' illustration based on Archer's social realism framework. 828 
 829 
1. Accountable Legal Entity Status: This intervention, aligning with morphostasis, aims to 830 
institutionalise responsibility within AI systems by creating a legal framework that holds AI 831 
accountable, akin to corporate entities (Ozbilgin, 2024). This legal grounding adapts static 832 
societal structures - such as laws and regulations - to the dynamic and evolving nature of AI, 833 
thereby enhancing reflexive monitoring and providing clear pathways for legal recourse and 834 
accountability. It directly addresses the issues raised by privacy and surveillance concerns, 835 
where AI’s role in data handling and personal privacy necessitates clear legal boundaries and 836 
responsibilities. 837 
 838 
2. Equitable Co-ownership Models: Representing Archer’s morphogenesis, this approach 839 
proposes a transformation in the ownership and profit-sharing structures of AI enterprises. It 840 
challenges traditional hierarchies and power imbalances in technology development, fostering 841 
socio-economic changes that enable disadvantaged groups to benefit from AI advancements 842 
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(Ozbilgin and Erbil 2023). This model is particularly relevant to addressing economic 843 
inequality, as it promotes a more equitable distribution of the economic benefits derived from 844 
AI. 845 
 846 
3. Sustainable Global Governance: Reflecting both morphogenetic and morphostatic 847 
elements, this strategy involves creating robust, adaptable frameworks that not only respond to 848 
the evolving challenges posed by AI but also solidify global standards that protect human rights 849 
and ensure ethical usage of AI across different societies. This governance is crucial in 850 
managing the digital divide, ensuring that AI technologies are accessible and beneficial across 851 
diverse global communities. 852 
 853 
4. Auditable Algorithmic Hygiene: Directly linked to reflexive monitoring, this practice 854 
involves the continuous scrutiny and revision of AI algorithms to prevent and address biases, 855 
ensuring that AI operations are transparent and align with ethical standards. This approach 856 
operationalises socio-cultural conditioning by influencing the technical and operational aspects 857 
of AI systems, ensuring they evolve in ways that do not perpetuate existing social prejudices 858 
or inequalities. It is pertinent to algorithmic bias, as it seeks to ensure fairness and non-859 
discrimination in AI applications.  860 
 861 
These interventions serve as critical pathways for addressing the complexities of AI-induced 862 
inequalities and suggesting mechanisms for their active mitigation. Our findings reveal that AI 863 
systems, often trained on inherently biased data, have the potential to reproduce and amplify 864 
these biases across various domains, such as hiring processes (Raghavan et al., 2020), criminal 865 
justice systems (Završnik, 2020), and social media algorithms (Akter et al., 2021), resulting in 866 
discriminatory practices and unequal treatment. This propagation of bias highlights the critical 867 
importance of addressing foundational issues in the data used to train AI systems and ensuring 868 
that these systems are designed and deployed in a manner that promotes fairness and equity. It 869 
also emphasises the need for ongoing monitoring and evaluation of AI systems -870 
morphogenesis- to identify and mitigate potential discriminatory outcomes.  871 
 872 
Unmasking algorithmic bias within AI systems is of paramount importance in our quest for 873 
ethical and fair AI deployment. Understanding how biases embedded in training data can 874 
amplify discrimination is essential for developing strategies to mitigate and eliminate such 875 
biases. By addressing algorithmic bias head-on, we can work towards building AI systems that 876 
are more equitable, inclusive, and aligned with societal values. It is imperative for researchers, 877 
policymakers, and stakeholders to collaboratively explore methods and frameworks to reduce 878 
bias and ensure auditable algorithmic hygiene that will contribute to a just and unbiased future. 879 
In line with Vassilolopulou et al. (2022), we propose that algorithmic hygiene could be 880 
integrated in the design of AI systems to bias-proof AI.  881 
 882 
10. Conclusions 883 
 884 
As we embark upon the dynamic landscape of AI and social inequalities, a sustained 885 
commitment to interventions outlined is essential. Future research should focus on developing 886 
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innovative methods to enhance algorithmic transparency, construct equitable AI governance 887 
frameworks, and expand access to AI technologies across diverse communities. Bridging this 888 
divide requires concerted efforts to address the barriers hindering access to data, computational 889 
resources, and technical expertise.  890 
 891 
Sustainable global governance of big data, AI systems and their deployments should foster 892 
inclusivity, promote digital literacy, and develop supportive infrastructures. Only then, we can 893 
endeavour to narrow the access and opportunity gap, fostering a future where AI technologies 894 
are harnessed as a force for equitable progress. Through interdisciplinary collaboration 895 
(Greenhalgh et al., 2022) and a commitment to social justice, we can pave the way toward a 896 
society that ensures equal access, equal opportunities, and equal benefits from AI 897 
advancements. 898 
 899 
Emerging Impacts of AI: Deepfakes and Amplification of Inequalities 900 
 901 
The rapid evolution of AI technologies has given rise to tools such as deepfakes, which 902 
exemplify the dual-edged nature of these advancements. Deepfakes, or AI-generated synthetic 903 
media, pose significant threats to public trust, political stability, and personal security. By 904 
convincingly mimicking real individuals, deepfakes have been weaponised to spread 905 
misinformation and disinformation, exacerbating societal divisions and undermining 906 
democratic processes (Kharvi, 2024). Vulnerable groups, including women and marginalised 907 
communities, face disproportionate harm, particularly through non-consensual synthetic media 908 
(Vaccari & Chadwick, 2020). 909 
These developments emphasise the structural power imbalances inherent in AI's design and 910 
deployment, where certain demographics face heightened risks. Deepfakes serve as a 911 
compelling example of morphostasis, perpetuating existing inequalities while simultaneously 912 
creating new societal disruptions. 913 
To mitigate these risks, robust legal frameworks are necessary. Policies addressing content 914 
authenticity, platform accountability, and criminal liability for malicious actors are critical 915 
(Acemoglu, 2021; Kanzola et al., 2024). These measures must prioritise transparency and 916 
ethical governance to ensure AI technologies do not undermine democratic values. 917 
 918 
Broader Implications for AI Governance 919 
 920 
The increasing influence of AI technologies demands robust regulatory measures to address 921 
their societal risks while maximising their benefits. Transparency and accountability should 922 
underpin AI governance. Developers must disclose algorithms, training data, and decision-923 
making processes to enable oversight and mitigate harm. Furthermore, collaborative efforts 924 
among governments, international organisations, and industry stakeholders are necessary to 925 
establish ethical AI standards that prioritise fairness, inclusivity, and non-discrimination. 926 
Unified global regulations are essential for bridging regulatory gaps and upholding ethical 927 
principles across jurisdictions. 928 
 929 
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Addressing these challenges requires a dual approach. First, robust data governance 930 
frameworks must safeguard privacy and ensure the ethical use of personal information. Second, 931 
public awareness campaigns should mitigate the misuse of AI tools such as deepfakes and 932 
promote digital literacy. 933 
 934 
 935 
 936 
Economic Inequality and the Co-Ownership Paradigm 937 
 938 
The AI led disruptive technologies and AI led platform, e-commerce and gig economies have 939 
been the dominant force of economic growth in industrialised countries. While economic 940 
growth of AI led commerce has revolutionised many sectors of work, its impact on different 941 
communities has been ambivalent, in terms of job creation, and job destruction. Further, the 942 
wealth generated through AI led commerce has been hoarded by owners of AI technologies 943 
and investors in these businesses. Polarisation of wealth in the hands of owners and investors 944 
has deepened economic inequalities as a result of AI led disruption in economic systems.  945 
 946 
To counteract these inequities, we propose a shift from the co-design paradigm to a co-947 
ownership paradigm. Under this model, stakeholders contributing to AI development would 948 
have significant claims of ownership, redistributing wealth more equitably. This approach 949 
aligns with the pursuit of societal equality and justice, ensuring that AI serves as a tool for 950 
inclusive economic growth. 951 
 952 
 953 
In conclusion, our application of Archer’s social realism framework has not only provided 954 
significant insights into the nexus of AI and inequality but has also offered both theoretical and 955 
practical contributions to the field. Recognising that AI systems are not neutral or detached 956 
entities but are enmeshed within social systems and structures, we examine the ways in which 957 
power dynamics influence the development, deployment, and utilisation of AI technologies. 958 
We scrutinise the distribution of power and the hierarchies that shape the access to and control 959 
over AI resources, acknowledging that disparities in access can perpetuate existing inequalities 960 
and hinder the potential of AI to contribute to societal well-being. By addressing these critical 961 
issues, we contribute to a more equitable future where AI serves as an ally in the pursuit of 962 
social justice. 963 
  964 
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	Abstract
	This article provides an interdisciplinary exploration of the complex dynamics between artificial intelligence (AI) and inequality, drawing upon social sciences and technology studies. It scrutinises the power dynamics that shape the development, deployment, and utilisation of AI technologies, and how these dynamics influence access to and control over AI resources. To do so, we employ Margaret Archer's social realism framework to illuminate the ways in which AI systems can reinforce various forms of inequalities. This theoretical perspective underscores the dynamic interplay between social context, individual agency, and the processes of morphostasis and morphogenesis, offering a nuanced understanding of how inequalities are reproduced and potentially transformed within the AI context.  We further discuss the challenges posed by the access and opportunity divide, privacy and surveillance concerns, and the digital divide in the context of AI. We propose co-ownership as a potential solution to economic inequalities induced by AI, suggesting that stakeholders contributing to AI development should have significant claims of ownership. We also advocate for the recognition of AI systems as legal entities, which could provide a mechanism for accountability and compensation in cases of privacy breaches. Finally, we conclude by emphasising the need for robust data governance frameworks, global governance, and a commitment to social justice in navigating the complex landscape of AI and inequality. 
	1. Introduction
	In the throes of the Fourth Industrial Revolution, the relentless march of Artificial Intelligence (AI) has ignited a transformative epoch, reshaping the contours of myriad sectors with its disruptive prowess (Dellerman et al., 2019). From revolutionising healthcare through automation to tailoring education through personalised learning algorithms, the pervasive influence of AI accentuates the pressing need for a rigorous examination of its foundational principles and the consequential ramifications it engenders on societal disparities (Bostrom, 2014). This paper embarks on an intellectual odyssey to decipher the complex nexus between AI and inequality, posing the research question: How does the interplay between AI technologies and social structures contribute to perpetuating and potentially exacerbating societal inequalities? 
	The study aims to illuminate the societal chasms that AI systems may inadvertently widen, building on the premise that biases, power dynamics, and ethical quandaries are inextricably knitted into the fabric of AI technologies (Crawford, 2016). This conceptual paper built on illustrative cases has two objectives: first, to elucidate the mechanisms through which AI both perpetuates and is moulded by inequality; and second, to explore transformative solutions that can inform the design, deployment and ownership of AI technologies that embody the principles of fairness, inclusivity, and justice (O'Neil, 2016). 
	Informed by recent scholarly contributions (Zarsky, 2016; Eubanks, 2018; Birhane & van Dijk, 2020), we extend our conceptual framework to include a critical analysis of case studies drawn from existing regulatory environments and policy frameworks. The intent is to assess their efficacy in mitigating the unintended negative effects of AI on social inequality. By identifying areas of strength and weakness within these regulatory approaches, we aim to propose novel and effective strategies that foreground ethical considerations, prioritise fairness, and optimise social impact.
	To achieve these aims, we employ a mixed-methods approach that integrates qualitative and quantitative analyses, allowing for a comprehensive exploration of the broader context and societal milieu within which AI operates. This scrutiny encompasses the convoluted interplay of power, governance, and resource allocation.
	The development and deployment of AI technologies are inherently interdisciplinary endeavours, requiring the integration of insights from computer science, data science, social sciences, ethics, law, and other fields. However, the lack of interdisciplinarity in AI development has often led to a narrow focus on technical aspects, overlooking the broader societal implications and potential inequalities perpetuated by these technologies (Broussard, 2018). AI systems are not merely technical artefacts; they are deeply embedded within social, economic, and cultural structures, reflecting and reinforcing societal norms, values, and power dynamics. Their impacts are felt across diverse sectors and communities (Ozbilgin, 2024), and without an interdisciplinary approach, there is a risk of developing AI technologies that are disconnected from the societal contexts in which they operate, leading to unintended consequences and exacerbating existing inequalities (Baum, 2021, Dafoe et al., 2021). 
	Sociological frameworks provide a lens through which we can understand the societal implications of AI technologies, including their potential to perpetuate and exacerbate inequalities. By deploying late Margaret Archer’s conceptual universe, we explore the duality of continuity and change in the interplay of powerful agents and socio-cultural structures. This framework allows us to mobilise the concepts of morphogenesis (signifying change), morphostatis (signifying continuity), along with reflexive monitoring and reflexive engagement (framing agency) to elucidate how the concentration of AI development and ownership within a small number of powerful corporations and investors leads to polarisation of wealth across the value chain.  in the hands of a few owners and investors, and a lack of transparency and accountability, with decisions about the design and deployment of AI technologies often made behind closed doors (Pasquale, 2015). This can result in AI systems that serve the interests of the powerful at the expense of disadvantaged communities, reinforcing existing power dynamics and inequalities (O'Neil, 2016). 
	Hence, fostering interdisciplinarity in AI development and ensuring a fair and accountable ownership structure are crucial steps towards mitigating the potential inequalities perpetuated by AI technologies. This requires a commitment to open, collaborative, and inclusive practices, as well as ongoing research and dialogue across diverse fields and sectors. This requires a commitment to open, collaborative, and inclusive practices, as well as ongoing research and dialogue across diverse fields and sectors. In pursuing these aims, we hope to contribute to a future where AI serves as a powerful ally in the pursuit of societal equality and justice.
	2. Conceptual Framework
	In our conceptual exploration of the interplay between AI and inequality, we draw extensively upon the theoretical underpinnings of social realism, as articulated by Margaret Archer (1995, 2003, 2007, 2016). This conceptual framework offers a robust scaffold to dissect the complex dynamics between social structures and AI systems. It illuminates how AI, as a socio-technical entity, becomes entwined within broader societal frameworks, perpetuating and potentially exacerbating inequalities. Social realism, with its emphasis on the impact of institutions and social dynamics on human behaviour, provides a lens through which we can understand the embeddedness of AI technologies within societal structures. This perspective allows us to move beyond a surface-level analysis and investigate the structural and institutional forces that shape the development, deployment, and societal impact of AI (Archer, 2003, 2008).
	Archer’s theoretical framework is pivotal for examining the nexus of AI and inequality due to its emphasis on agency and the complex interplay between individual actions and social structures. Her conceptual universe enables us to critically evaluate how the design and implementation of AI systems reflexively change and reinforce societal biases and power dynamics, highlighting the significant role of individuals and social groups in shaping and contesting these technologies. Through this lens, we are offered a pathway for transformative change. 
	Central to Archer’s theory is the duality of change and continuity within socio-cultural systems, encapsulated in the concepts of morphogenesis and morphostasis. Morphogenesis refers to the emergence of changes emanating from the active engagement of actors, altering the status quo of societal conditions. Morphostatis, on the other hand, refers to the enforcement or preservation of existing sociocultural norms and structures, maintaining continuity. These concepts are crucial for understanding the dynamic interplay of stability and transformation within the sphere of AI and societal inequality. 
	Figure 1 visualises Archer’s vision of change and reproduction of inequalities, conditioned by sociocultural context and reflexive agents. This model is instrumental in our analysis of inequalities in artificial intelligence, providing a visual interpretation of the theoretical discussion. 
	Figure 1: Mechanism of change and reproduction of inequalities conditioned by sociocultural context and reflexive agents.
	/
	Note: Authors' illustration based on Archer's social realism framework.
	Building upon the recent scholarly contributions (Zarsky, 2016; Eubanks, 2018; Birhane & van Dijk, 2020), we extend our conceptual framework to include a critical analysis of illustrative cases drawn from existing regulatory environments and policy frameworks. This conceptual analysis with case examples assesses their effectiveness in mitigating the unintended negative effects of AI on social inequality. By identifying areas of strength and weakness within these regulatory approaches, we aim to propose innovative and effective strategies that foreground ethical considerations, prioritise fairness, and optimise social impact. Our enriched framework, grounded in social realism and augmented by interdisciplinary insights, provides a comprehensive understanding of the dynamics that shape the impact of AI on societal inequalities. This approach enables us to articulate a nuanced understanding of the interdependencies that influence the relationship between AI and societal inequalities, thereby paving the way for informed dialogues and evidence-based interventions.
	Furthermore, Archer's conceptual ideas  illuminate the potential for individual agency to disrupt entrenched processes and initiate a process of morphogenesis, leading to transformative change. Through reflexive monitoring, individuals and communities can become aware of the biases and inequalities perpetuated by AI systems and take active steps to challenge and change these systems. Advocating for greater transparency in AI algorithms, pushing for the use of more diverse and representative training data, and developing new AI technologies that explicitly prioritise fairness and equity are examples of how his active engagement can foster morphogenesis, reshaping AI practises to promote greater equality (Eubanks, 2018, Dwivedi, 2021). However, it is crucial to acknowledge that such transformative change is bounded and contingent on broader societal structures and power dynamics. While individual agency can catalyse change, the transformation of deeply entrenched inequalities requires collective action and systemic change (Archer, 2012). Recognising the power of morphostatis, the resistance to progress by entrenched traditional forces, is crucial as it can manifest as backlash against demands for social justice and equality. 
	All in all, by highlighting the dynamic processes of morphostasis and morphogenesis, Margaret Archer's social realism framework does not only emphasise the potential for both the reproduction and transformation of inequalities within the realm of AI, but also underscores the need for ongoing vigilance and active engagement. This ensures that AI technologies are developed and deployed in ways that promote fairness, equity, and justice. Archer envisions dual mechanisms of change and reproduction which she termed as morphogenesis and morphostatis both of which are conditioned by socio-cultural dynamics and agentic processes of reflexive monitoring, engagement and reproduction.
	3. Methodology
	This study adopts an interdisciplinary approach, integrating insights from computer science, sociology, ethics, and law to investigate the relationship between AI technologies and societal inequalities. Each discipline contributes uniquely: computer science offers technical insights into AI mechanisms, sociology explores societal impacts and inequalities, ethics addresses normative implications, and law evaluates regulatory frameworks. This synthesis ensures a nuanced examination of the complex interplay between AI technologies and societal structures (Broussard, 2018; Baum, 2021). 
	The case studies for this research were selected based on their capacity to exemplify the multifaceted dynamics of AI-induced inequalities across diverse socio-economic, geographical, and technological contexts. This selection process followed a systematic and deliberate approach to ensure relevance, diversity, and representativeness.
	The first step involved identifying relevant cases through a comprehensive review of academic literature, policy reports, and publicly available data to ensure a balanced perspective (Dafoe et al., 2021). Searches were conducted using databases such as Scopus, Web of Science, and Google Scholar, with keywords including but not limited to “AI and inequality,” “bias in AI,” “algorithmic bias,” “AI in education,” “predictive policing,” and “AI in economic systems.” This process resulted in an initial pool of cases that highlight the relationship between AI technologies and societal inequalities.
	To refine the selection, specific evaluation criteria were applied. Geographical diversity was a primary consideration, with cases chosen to represent a variety of regions, including the Netherlands, Australia, the United States, Turkey, and the United Kingdom. This diversity allows the research to explore the global implications of AI technologies while considering distinct cultural, economic, and regulatory environments. Sectoral representation was also crucial, with cases drawn from welfare systems, financial services, education, law enforcement, and the gig economy. These sectors were selected because of their significant societal impact and their potential to reflect the systemic patterns of inequality influenced by AI. Furthermore, priority was given to cases with well-documented societal consequences, such as public controversies, policy failures, or measurable outcomes of inequality. This focus ensures that each case provides rich empirical insights and practical relevance. This diversity ensures a comprehensive understanding of the implications of AI across different settings. Additionally, each case provides sufficient publicly available data to facilitate robust analysis, enabling the study to draw meaningful conclusions (Obermeyer et al., 2019).
	The selected cases were subsequently grouped into thematic categories based on the dimensions of inequality they illustrate. For instance, economic inequalities are highlighted through the examination of AI-driven financial services and gig economy platforms. Racial and cultural biases are evident in predictive policing algorithms, while access and opportunity divides emerge starkly in education systems. These thematic groupings serve to organise the analysis and provide a structured lens through which to understand the broader implications of AI technologies.
	The final selection includes:
	Welfare Systems: AI-driven fraud detection systems in the Netherlands and automated debt recovery systems in Australia illustrate how biases in algorithmic design and deployment can disproportionately impact vulnerable populations, exacerbating socio-economic inequalities.
	Financial Services: In the United States, AI mortgage lending systems reveal the persistence of racial disparities in access to financial opportunities, reflecting systemic biases embedded in historical data.
	Education: The use of AI algorithms for grading in the United Kingdom during the COVID-19 pandemic highlights how algorithmic decision-making can reinforce socio-economic disadvantages in educational outcomes.
	Law Enforcement: Predictive policing systems in the United States demonstrate how AI can perpetuate racial biases, leading to discriminatory outcomes in minority communities.
	Gig Economy: AI-driven platforms, such as those operating in Turkey’s food delivery sector, showcase the dual role of AI in creating opportunities and deepening inequalities for gig workers.
	These cases, while illustrative rather than exhaustive, provide critical insights into the ways AI technologies interact with societal structures to reinforce, perpetuate, or transform existing inequalities. 
	Margaret Archer’s social realism framework provides the theoretical lens for analysing  the interplay between powerful agents and socio-cultural structures. The concepts of morphogenesis (signifying change) and morphostasis (signifying continuity) within the context of AI technologies (Pasquale, 2015). This theoretical framework assists in understanding how AI systems can both perpetuate and be shaped by existing societal structures.
	Margaret Archer’s social realism, this research underscores the importance of examining both the continuity and change in social systems brought about by AI technologies.
	The analysis maintained a reflexive stance, evaluating the researchers' positionality and its influence on interpretations (Crawford, 2016). Furthermore, collaboration with scholars from various disciplines aided in identifying potential biases and enriched the analysis (Eubanks, 2018).
	Each case directly informs the research question, facilitating a focused examination of the issues at hand. The cases represent a variety of geographical and sectoral contexts, including welfare systems in the Netherlands and Australia, mortgage lending practices in the United States, and educational grading systems in the UK (Eubanks, 2018; Zarsky, 2016). 
	To further enhance clarity, each discipline’s perspective—sociology, law, ethics, and computer science—contributes distinct insights that collectively address AI's societal impacts on inequality. We grouped case studies thematically based on dimensions of inequality, such as economic and racial biases, which facilitated a structured analysis of AI’s varied societal implications. This thematic approach aligns with our goal of examining AI's role across diverse social contexts.
	In the following sections, we present illustrative case studies that elucidate the complex interplay between AI technologies and societal inequalities. These case studies demonstrate how AI systems can reinforce existing disparities, drawing upon Margaret Archer's social realism framework to analyse the dynamics of power, governance, and resource allocation in each context.
	4. AI Induced Scandals of Inequality: When Governance and Policy Fails  
	AI systems have the potential to reproduce, perpetuate and entrench structures of inequality that are already evident in their operational context.  The rapid advancement of AI technologies in environments characterised by unaddressed social inequalities has brought about a series of scandals that underscore the urgent need for a comprehensive examination of the relationship between AI and societal inequalities. These scandals serve as a stark reminder of the potential for AI to perpetuate and exacerbate existing disparities if not properly regulated and scrutinised. A common thread across these cases is the lack of accountability and governance vacuum, which has prevented AI systems from undergoing the necessary legal and societal scrutiny. 
	4.1 Case Study 1: AI in Welfare Systems:
	In the Netherlands, an AI system designed to detect fraud in welfare benefits led to a significant scandal when it was found to disproportionately target low-income families and immigrants, resulting in wrongful accusations of fraud and severe financial hardship for thousands of families (Taylor, 2020; Broussard, 2018). Similarly, the Dutch childcare benefit scandal highlighted the discriminatory impact of AI systems, with migrant families disproportionately denied access to benefits due to biased algorithmic decision-making (Politico, 2023). These cases exemplify a state of morphostatis, wherein the techno-cultural system reproduces and exacerbates existing social inequalities. While the departments that utilised these AI systems faced accountability, the AI systems themselves evaded critical public and legal examination, highlighting the urgent need for reflexivity in the development and deployment of AI systems. 
	In Australia, the infamous "robodebt" scandal saw an automated debt recovery system erroneously issue debt notices to thousands of welfare recipients, leading to widespread distress and financial hardship (Reuters, 2023). Although designed with the intent to streamline welfare debt recovery, the lack of adequate human oversight resulted in erroneous debt notices disproportionately impacting vulnerable populations. This case further emphasises the significance of reflexive monitoring in design and deployment of AI systems. 
	4.2 Case Study 2: AI in Mortgage Lending Practices
	In the United States, several sectors have witnessed AI-related scandals that reflect broader sociocultural conditioning. In the mortgage industry, an AI system was found to exhibit racial bias, leading to 80% of Black mortgage applicants being denied loans, thereby exacerbating existing racial disparities in homeownership and wealth (Forbes, 2021). Likewise, in the healthcare, an AI algorithm used to allocate resource was similarly found to be racially biased, leading to Black patients being less likely to receive referrals for care compared to their white counterparts with similar health conditions (Obermeyer et al., 2019; ACLU, 2022). These biases highlight how unchecked AI systems may deepen social inequalities when they are left unregulated. 
	The media industry has also faced controversies related to AI, such as CNET pausing the publication of AI-generated stories following a controversy regarding the lack of transparency in their AI tools (The Verge, 2023). This incident highlights the ethical dilemmas surrounding the use of AI in content creation where lack of transparency and accountability can lead to significant reputational harm.
	4.3 Case Study 3: AI in Educational Grading Systems
	The impact of AI on education became glaringly evident during the Covid-19 pandemic, when all secondary education examinations were cancelled in 2020. In response, an algorithm was produced by the regulator to determine grades. However, due to its disproportionately negative impact on students from lower socioeconomic backgrounds, the regulators ultimately withdrew this algorithm. The A-level scandal in the UK exemplifies the potential for AI to reinforce existing inequalities, functioning as a form of socio-cultural conditioning in Archer’s framework. The algorithm’s design was influenced by long-lasting societal structures and cultural norms, which led to widespread public outcry – a manifestation of morphogenesis (social interaction). The goal of determining students' grades based on teachers’ predicted grades aimed to maintain qualification standards while ensuring distribution mirrored previous years (The Guardian, 19 August 2020). Consequently, the government's decision to abandon the algorithm represents an instance of morphostasis (structural elaboration), as it resulted in a shift in structural conditions that could have long-term implications for how technology is used in education.
	These scandals illustrate the profound societal implications of AI technologies and the potential for these systems to perpetuate and exacerbate existing inequalities, underscoring the dual interplay of morphostasis and morphogenesis They emphasise the duality and interplay of morphostasis and morphogenesis,  highlighting the urgent need for rigorous and reflexive scrutiny of AI systems, comprehensive regulatory frameworks, and a steadfast commitment to fairness, inclusivity, and justice in the design and deployment of these technologies. 
	5. Algorithmic Bias 
	Algorithmic bias has emerged as a critical concern in the AI sphere, where biased decision-making processes can reinforce existing societal inequalities. To contextualise this issue within Archer's social realism framework, we examine how algorithmic bias serves as a catalyst for both morphogenesis and morphostasis in societal structures. Morphogenesis is evident as AI systems introduce new forms of interaction and decision-making that alter traditional biases, potentially creating new societal norms. Conversely, morphostasis is observed when these systems perpetuate and solidify existing biases, reflecting entrenched societal inequalities.
	AI systems, renowned for their ability to process vast amounts of data and make autonomous decisions, are not immune to the biases inherent in the data used to train them. If the training data contains biases related to race, gender, or other protected attributes, the AI system can endure and amplify those biases, leading to discriminatory outcomes (Zou & Schiebinger, 2018; Joyce et al., 2021).  The nexus between AI and inequality, which is already a complex and multifaceted issue, deeply rooted in the biases inherent in the design, training, and usage of AI systems. These biases, which can be traced back to the data used to train AI models, the modelling techniques employed, and the interpretation of AI outputs, play a significant role in shaping the impact of AI on societal inequalities.
	By inquiring into the complex relationship between algorithmic bias and AI systems, we shed light on how biases present in training data can permeate and amplify within the decision-making processes of AI systems. Specifically, we explore the profound implications of biases associated with race, gender, and other protected attributes, which have the potential to amplify discrimination within AI outcomes. 
	Through the lens of Archer’s theory, the replication of societal biases in AI systems underscores the concept of morphostasis, where the pre-existing social conditions, including prejudices and disparities, are embedded within the technological processes. This embedding process often goes unchecked due to the opaque nature of algorithmic decision-making, which obscures the biases from stakeholders and limits opportunities for reflexive monitoring.
	5.1. Case Study 1: Predictive Policing Algorithms 
	In the sphere of law enforcement, predictive policing algorithms exemplify can perpetuate biases and lead to discriminatory outcomes. For instance, a notable case in a U.S. city demonstrated that an AI system used to predict crime hotspots disproportionately targeted minority neighbourhoods. This over-policing not only reinforced existing systemic biases within law enforcement (Joh, 2016; Asaro, 2019) but also raised serious ethical and legal implications regarding the deployment of AI technologies. Such outcomes highlight the urgent need for rigorous scrutiny of AI systems and comprehensive regulatory frameworks to promote fairness, inclusivity, and justice.
	The amplification of biases predictive policing algorithms is concerning, as these systems are often trained on historical arrest data that reflects racial biases in policing practices. When an AI system is trained on such data, it may learn to associate certain neighbourhoods or demographic groups with higher crime rates, leading to biased policing practices that disproportionately affect marginalized communities (Meijer & Wessels, 2019). This not only perpetuates existing inequalities but also raises questions about the accountability and transparency of AI decision-making processes.
	5.2. Case Study 2: AI in Hiring Practices
	AI-based hiring systems illustrate the potential for algorithmic bias to sustain discriminatory practices. When trained on historical employment data, if this data reflects biases favouring certain gender or racial groups, the AI system may learn to associate specific jobs with these groups, thereby prioritizing candidates from these demographics. For example, if an AI system is trained on data that exhibits biases in favour of certain genders or races, it might perpetuate discriminatory hiring practices, leading to a lack of diversity in the workforce (Dastin, 2018; Raghavan et al., 2020). 
	Moreover, the modelling techniques used in AI can further contribute to bias amplification. If an AI model is designed to prioritise certain features over others, it may inadvertently reinforce societal biases, even if the training data itself is unbiased. The complexity and opacity of many AI models make it difficult to identify and address these biases, complicating efforts to ensure fairness and equity in AI systems (Ntoutsi et al., 2020). While the technical opacity of AI should not be used as a blanket excuse to evade scrutiny, it often obscures the biases from stakeholders and limits opportunities for reflexive monitoring.
	Even in cases where AI systems are trained on unbiased data and designed with fairness in mind, biases can still emerge in the usage and interpretation of AI outputs. Additionally, if an AI system is used in a context where societal inequalities exist, it may inadvertently contribute to these inequalities, even if the system itself is unbiased (Holzinger et al., 2019). Moreover, AI based decision systems could suffer from scientism, discouraging users from demonstrating reflexive monitoring behaviours to identify biases due to the perception of scientific methods employed in designing these systems (Vassilopoulou et al. 2022).
	5.3. Case Study 3: Content Recommendation Algorithms 
	AI algorithms used for content recommendation can amplify existing prejudices by creating echo chambers. These algorithms often prioritise content that aligns with users' existing views and interests, which can lead to the reinforcement of biases and stereotypes. For instance, if a user frequently engages with content that reflects certain prejudices, the AI system might learn to recommend similar content, thereby reinforcing and amplifying the user's existing biases (Akter et al., 2021). This phenomenon, known as the amplification of biases, poses a significant challenge in ensuring fairness, equity, and non-discrimination in automated decision-making processes. Furthermore, in the context of digital media, algorithmic bias can lead to the spread of misinformation and the polarization of public opinion. As content recommendation algorithms favour engagement over accuracy, they may perpetuate harmful stereotypes and reinforce societal divisions. This amplification of biases in content delivery highlights the necessity for ongoing research and dialogue to understand the complex interplay between AI and societal inequalities, and to develop effective strategies for mitigating the impact of AI on these disparities (Khakurel et al., 2018).
	The amplification of biases through AI systems can be conceptualised as a form of morphogenesis, where new patterns of inequality emerge, reshaping societal landscapes in profound ways. The challenge lies in transforming these patterns through informed policy interventions and technological redesign that prioritize equity and justice, moving beyond mere recognition of biases to actively mitigating their impacts in societal applications.
	In conclusion, addressing algorithmic bias requires a concerted effort that encompasses both morphogenesis and morphostasis. Strategies must consider the dual processes highlighted by Archer’s framework: disrupting the continuity of entrenched biases (morphostasis) while fostering the emergence of more equitable AI practices (morphogenesis). Effective strategies will depend on robust reflexive monitoring mechanisms that not only detect biases but also enable the dynamic adaptation of AI systems in alignment with evolving societal values and norms.
	6. Digital Divide: Access and Opportunity
	In this analysis, we interpret the digital divide through the lens of Archer’s social realism, focusing on how structural, cultural, and agentic dynamics interplay to shape access and opportunities. This divide is not merely a reflection of current technological gaps but also a manifestation of morphostasis, wherein existing societal inequalities are entrenched and perpetuated through new technological formats. The concepts of access and opportunity assumes a great significance also for the AI phenomenon. As AI technologies flourish, demanding access to data, computational resources, and technical expertise, a profound divide emerges between those poised to harness the benefits of AI advancements and those left at its periphery. This divide is not solely a technological issue; it is fundamentally a sociological one, reflecting the broader disparities present in our society. Such a divide is also deepened with the socio-technical division between technophile and technophobe segments of the society (Archer, 2021). Thus, it is essential to embark on an illuminating expedition into the conceptual underpinnings of AI and inequality, with a specific focus on the profound implications of the access and opportunity divide. 
	AI technologies necessitate access to robust digital infrastructure, reliable internet connectivity, and advanced technological devices. However, the reality of unequal access to these resources, often dictated by socio-economic factors, geographical location, and educational opportunities, creates a digital divide that mirrors and amplifies societal disparities (Robinson et al., 2015; Lutz, 2019). This divide manifests as a chasm between those who can fully engage with and benefit from AI technologies and those who are left on the periphery. This divide is not merely about access to technology but extends to digital literacy – the skills and knowledge required to use digital technologies effectively and safely. As AI systems become more complex and integrated into daily life, the lack of digital literacy can further marginalise disadvantaged communities, limiting their ability to leverage the benefits of AI and participate in the digital economy (Heeks, 2022). This necessity highlights a morphogenetic shift, where the demands of new technology reshape social and economic landscapes, potentially transforming access paradigms. Simultaneously, the persistence of access disparities underscores morphostasis, as the pre-existing socio-economic stratifications continue to dictate the distribution of technological benefits.
	For example, in India, the introduction of the Digital India initiative aimed to increase access to digital technologies. However, significant disparities remain, particularly in rural areas, where infrastructure and digital literacy are often inadequate. According to a report by the Internet and Mobile Association of India (IAMAI, 2022), the digital gender gap is pronounced, with women in rural areas having significantly less access to the internet and digital skills compared to their male counterparts. This situation highlights the necessity of targeted interventions to bridge these gaps and foster more equitable access to AI technologies. 
	Employing reflexive monitoring, we observe how individuals and communities actively engage with and respond to the digital divide. Through reflexive actions, such as advocating for policy changes or creating community-driven digital literacy programs, stakeholders strive to mitigate the perpetuation of this divide and foster more inclusive technological futures. The digital divide, illuminated by Archer's social realism framework, is not a static phenomenon but is subject to the interplay of structure, culture, and agency. Structural factors such as socio-economic status, education, and geographical location can limit access to digital resources and opportunities (structural constraint). Cultural norms and beliefs can influence attitudes towards technology and its use (cultural constraint). However, individuals and communities are not passive recipients of these constraints. They can exercise agency, engaging with and shaping their digital environments (agency effect). 
	For instance, Robinson et al. (2015) highlight how low-income parents in the United States navigate structural and cultural constraints to access and use digital technologies for their children's education, demonstrating agency in the face of digital inequality. Similarly, Lutz (2019) emphasises the role of digital skills training in empowering disadvantaged youth in South Africa, illustrating how targeted interventions can foster agency and bridge the digital divide. In South Africa, initiatives such as the Code for South Africa programme exemplify community-driven efforts to enhance access to technology and improve employment opportunities in the tech sector through targeted coding and digital literacy training for underprivileged youth.
	Nevertheless, the potential of AI to increase the digital divide raises critical questions about the equitable distribution of AI benefits and the need for inclusive AI development. As AI systems become more pervasive, there is a growing need for policies and initiatives that ensure equal access to AI technologies and promote digital literacy. This includes efforts to democratise AI education, invest in digital infrastructure in underserved areas, and promote the co-creation of AI technologies with diverse communities to ensure that AI systems are inclusive and beneficial for all (Broussard, 2018; Eubanks, 2018). 
	In summary, the digital divide represents a significant aspect of AI-induced inequality, shaped by the interplay of structural and cultural constraints and individual agency. Addressing this divide necessitates a multifaceted approach that acknowledges the complexity of access and opportunity in the age of AI, ensuring that all individuals and communities can engage meaningfully with technological advancements.
	6.1. The Prerequisite of Access
	At the heart of the digital divide lies the fundamental prerequisite of access. The utilisation of AI technologies necessitates a sturdy digital backbone, comprising reliable internet connectivity and access to technological devices. However, disparities in access to these crucial resources generate a chasm that limits opportunities and widens the gap between those able to partake in AI's transformative potential and those left on the periphery. Socio-economic constraints, geographical remoteness, and limited digital infrastructure act as formidable barriers, further deepening the divide and hindering the ability of disadvantaged communities to harness the benefits of AI. 
	AI technologies thrive on a trifecta of essential ingredients such as data, computational prowess, and technical acumen. However, the glaring reality of unequal access to these fundamental resources casts a shadow of disparity upon the AI landscape (Lutz, 2019). The implications are profound, as those with limited access find themselves constrained by the barriers that prevent their meaningful engagement with AI advancements. Whether due to financial limitations, infrastructural gaps, or educational disparities, unequal access widens the chasm between those who can seize the transformative potential of AI and those who are relegated to the sidelines. 
	The Moral Machine experiment, a study conducted by Awad et al. (2018), highlights the importance of access to AI technologies. The experiment, which collected 40 million decisions from over 2.3 million people in 233 countries, dependencies, or territories, aimed to gauge social expectations about the way autonomous vehicles should solve moral dilemmas. The study emphasises the importance of access to AI technologies, not just in terms of data and computational resources, but also in terms of participation in shaping the ethical landscape and principles that guide AI behaviour.
	6.2. Deepening Access Inequalities 
	In the absence of equitable access, the access and opportunity divide stand as a catalyst for deepening pre-existing inequalities. Disadvantaged communities, already burdened by socio-economic constraints and limited resources, bear the brunt of this divide. Inequitable distribution of access to AI technologies perpetuates systemic disparities, hindering the ability of these communities to fully participate in the benefits offered by AI advancements (Caradaica, 2020). The opportunity divide becomes pronounced in developing countries, where limited infrastructure, educational disparities, and socio-economic barriers hinder access to AI's transformative potential, further entrenching existing inequalities (Vinuesa et al., 2020).
	As the digital divide widens, so too do existing inequalities. Disadvantaged communities find themselves disproportionately burdened by the repercussions of limited access to technology and digital literacy (Tinmaz et al., 2022). The digital divide serves as a trigger that intensifies societal disparities and perpetuates systemic inequality. Those without adequate access to technology face profound obstacles in educational opportunities (Meneses & Mominó, 2010), economic empowerment (Tang, 2022), and participation in the digital economy (Curran, 2018). As AI technologies continue to advance, failure to bridge the digital divide risks further marginalising these communities, exacerbating existing inequalities, and stifling progress toward a more inclusive and equitable society.
	The repercussions of the access and opportunity divide within the realm of AI extend far beyond mere technological disparities. It amplifies existing socio-economic and educational inequalities, perpetuating a cycle of disadvantage and impeding progress towards a more equitable society (Pedro et al., 2019). Limited access to AI technologies hampers the capacity of disadvantaged communities and developing nations to leverage AI's power for social transformation, economic empowerment, and knowledge advancement. As the world witnesses the rapid evolution of AI, failing to bridge the access and opportunity divide risks leaving significant segments of society behind, exacerbating inequality and stifling progress.
	The widening of this divide can be viewed through the framework of morphostasis, where traditional barriers in education, economic status, and geographic location continue to reinforce themselves in the digital age, limiting the transformative potential of AI technologies. This scenario demands a morphogenetic approach, where systemic changes are introduced to break these cycles of disparity.
	To effectively address the challenges posed by the digital divide, a concerted effort embracing both morphogenesis and morphostasis is required. Policies and initiatives must not only aim to introduce new technologies in underserved areas but also need to transform the underlying social structures that govern access and equity. This includes fostering an environment where reflexive monitoring by all stakeholders - policymakers, technology developers, and community advocates - is a continuous process, ensuring that the evolution of AI technology is inclusive and equitable.
	7. Economic Inequality: Case Studies in Transformation and Continuity 
	The integration of AI into various sectors of the economy has brought about significant shifts in the labour market and income distribution, exemplifying morphogenesis. Concurrently, it demonstrates morphostasis, as AI-driven growth benefits are unevenly distributed, reinforcing pre-existing economic disparities.
	AI-driven automation disrupts industries and job markets, leading to job displacement and increasing income inequality (Goos et al., 2014; Goyal & Aneja, 2020). Low-skilled workers face greater challenges adapting (Schwabe & Castellacci, 2020), while those with AI-related skills benefit from increased job opportunities and higher wages (Acemoglu & Restrepo, 2019; Alekseeva et al., 2021). In regions with minimal or ineffective regulatory protections, AI’s impact on technologies on blue collar workers can be severe. For example, the rapid growth of food delivery companies in Turkey, as highlighted by Erbil and Ozbilgin (2021) has resulted in companies - at the expense of worker health and safety- exemplifies how AI can exacerbate inequalities. 
	These disruptions can be seen as both a challenge and an opportunity for reflexive monitoring, requiring stakeholders to assess AI’s impacts and adapt their strategies to mitigate negative outcomes. This adaptive process is essential to prevent the entrenchment of inequalities and to ensure that the benefits of AI are more broadly shared across the economy.
	AI’s integration into the gig economy has undeniably reshaped the landscape of work, creating new opportunities for income generation and economic growth. Particularly during the Covid-19 pandemic, it has enabled some disadvantaged communities, such as delivery staff, to secure income (Kamasak et al., 2019). However, this transformation has not been without its challenges and controversies; the benefits of this new economy are unevenly distributed, and the lack of stable employment associated with traditional jobs can exacerbate income inequality (Wood et al., 2019). The gig economy, facilitated by AI, represents a morphogenetic shift in the nature of work, offering unprecedented flexibility but highlighting the need for robust reflexive mechanisms to address the morphostasis evident in the increasing precariousness and vulnerability of gig workers. 
	The AI-powered gig economy has catalysed the creation of a new class of millionaires, particularly among those leveraging these technologies. Founders and early investors of gig economy giants like Uber, Lyft, and DoorDash have amassed significant wealth, highlighting the immense profitability of AI-driven platforms (Kenney & Zysman, 2016). However, gig workers, who are often classified as independent contractors, lack traditional employee protections and face income instability and inequality (Rosenblat & Stark, 2016). 
	Moreover, the concentration of power within big tech companies and their resistance to unionisation efforts further exacerbate these issues. Workers' attempts to organise and advocate for their rights are often met with resistance, and in some cases, retaliation. This dynamic hinders workers' ability to negotiate better working conditions, fair pay, and other protections (Duggan et al., 2020).  This dynamic vividly illustrates the ongoing struggle between morphogenesis, which brings about new economic configurations and opportunities, and morphostasis, which sees the persistence of exploitative practices and concentrated power within a few tech giants. The challenge lies in harnessing the transformative potential of AI to foster economic equity, rather than merely replicating and amplifying existing inequalities.
	In the prevailing discourse, the notion of co-ownership surfaces as a promising antidote to the challenges posed by the gig economy and AI-driven platforms. The involvement of disadvantaged communities in the development of AI technologies is critical, however, while these individuals from these communities are often solicited to co-design new AI technologies to encapsulate their needs, they are rarely invited to partake in the ownership structures of AI-led technological innovations. This creates a form of economic exclusion, as co-design does not necessarily translate into co-ownership. Individuals from non-traditional backgrounds are often instrumentalised in the co-design of AI-led products, which could potentially exacerbate their exclusion, otherness, and disadvantages (Ozbilgin, 2023).  Promoting co-ownership and participatory development models in AI applications is an example of fostering morphogenesis by actively redesigning economic structures to be more inclusive and equitable. Such initiatives could significantly shift the balance of power, redistributing the economic gains from AI more fairly among those who contribute to its development and deployment. For instance, co-ownership models in the gig-economy, where workers have a stake in the companies they serve, could catalyse a redistribution of wealth and power. Empowering workers with a say in decision-making processes could address the pressing issues of worker exploitation and income disparity. However, the implementation of such models within the gig economy and AI-driven platforms is fraught with significant challenges and would likely necessitate regulatory backing and innovative business practices (Pendleton et al., 2018). 
	In this context, the gig economy and AI-driven platforms present a paradoxical landscape. On one hand, they democratise access to opportunities, reducing costs and barriers for producers and consumers alike. On the other hand, they create new privately controlled market choke points, with a "winner-takes-all" concentration of market share at the level of platform providers, often fostered by powerful interlocking increasing returns. This contradiction of centralisation through democratisation also manifests geographically. The "superstar effect" prevalent in knowledge-driven sectors frequently intensifies regional disparities instead of establishing an equitable competitive landscape facilitated by ICT (Haberly et al, 2019). The financial sector, characterised by its intrinsic reliance on information and its regulatory and organisational adaptability, is progressively adopting the digital platform model. However, the distinctive attributes of the financial industry have led to a divergent path compared to other sectors. The emergence of Digital Asset Management Platforms (DAMPs) and automation of derivatives exemplify this progression, fundamentally reshaping the market structure, yielding significant cost reductions for investors, and drastically altering established business models. However, the yields that investors make through AI led disruptive changes are adversely impacted by developers and users who contribute to innovation and design of these technologies. 
	These phenomena exemplify morphostasis, where existing social structures and inequalities are reproduced and reinforced through AI technologies. However, Archer's work also posits the potential for morphogenesis, or the active transformation of these structures through reflexive agency. This suggests the urge for a more inclusive and equitable approach to AI development and ownership, where disadvantaged communities are not only involved in the design process but also equitable share in the ownership and benefits of innovations.
	As we explore the economic inequalities exacerbated by AI, it becomes evident that both morphogenesis and morphostasis are at play, reflecting the complex interplay of innovation and continuity within capitalist systems. By integrating Archer's insights into our analysis, we can more effectively identify opportunities for transformative change that not only address the symptoms but also the underlying causes of economic inequality. This entails a continuous commitment to reflexive monitoring and adaptation of AI technologies to serve broader societal goals, ensuring that progress in AI does not come at the cost of widening economic divides
	8. Privacy and Surveillance 
	AI technologies, fuelled by the acquisition and examination of copious amounts of personal data, harbour the potential to disrupt the delicate balance between privacy rights and societal well-being. This potential disruption represents a clear instance of morphogenesis, where the innovative capabilities of AI redefine traditional boundaries and expectations around privacy and surveillance. Simultaneously, the societal impact of these technologies often exemplifies morphostasis, as existing inequalities are deepened through differential impacts on privacy across various communities. Hence, it is not merely a theoretical concern but a tangible reality that disproportionately impacts disadvantaged communities and individuals who are vulnerable to privacy breaches and the augmented reach of surveillance mechanisms. Inadequate safeguards and regulations can lead to privacy breaches and surveillance, disproportionately impacting disadvantaged communities and individuals who may already face discrimination and over-policing. 
	The COVID-19 pandemic has underscored the potential of AI technologies to address a broad range of biomedical, epidemiological, and socioeconomic challenges. However, it has also highlighted the ethical challenges that these technologies pose, particularly in terms of privacy and surveillance. As Leslie (2020) notes, the need for rapid and global action to combat the pandemic has necessitated unprecedented practices of open research and responsible data sharing. Yet, this urgency has also raised fears of 'surveillance creep' and challenged widely held commitments to privacy, autonomy, and civil liberties. The pandemic has accelerated the morphogenetic processes where AI technologies have rapidly integrated into public health strategies, reshaping norms around privacy and public health surveillance. This rapid integration challenges us to engage in reflexive monitoring to balance innovation with ethical considerations, ensuring that the rights to privacy and autonomy are maintained even as we combat global health crises.
	In the rush to harness the power of AI technologies, there is a risk of reinforcing entrenched dynamics of societal inequity. These risks highlight the need for a reflexive approach to understanding and mitigating the impacts of AI on privacy, specifically in disadvantaged communities. Such an approach involves continuous assessment and adaptation of AI technologies to prevent morphostasis - where existing social inequalities are perpetuated and solidified through new technological means. For instance, digital contact tracing technologies, while potentially effective in controlling the spread of the virus, can also lead to privacy breaches and over-policing, particularly in disadvantaged communities, which are already affected by systematic discrimination (Leslie et al., 2021). 
	Moreover, the opacity of AI technologies can exacerbate these issues. Burrell (2016) identifies three forms of opacity in AI: opacity as intentional corporate or state secrecy, opacity as technical illiteracy, and opacity that arises from the characteristics of machine learning algorithms and the scale required to apply them usefully. This opacity can make it difficult for individuals and communities to understand how AI technologies are being used and to challenge or seek redress for any harm caused.
	In the light of these challenges, it is crucial to develop and implement safeguards and regulations that protect individuals' privacy rights while also harnessing the potential of AI technologies to address societal challenges. As Leslie (2020) suggests, this requires a practice-based path to responsible AI design and discovery centred on open, accountable, equitable, and democratically governed processes and products. This development is a critical component of fostering morphogenesis in societal governance of technology, aiming to transform the landscape of AI development and deployment towards more equitable outcomes. It underscores the importance of incorporating democratic, transparent, and accountable processes in the design and implementation of AI systems to ensure they serve the broader societal good without compromising individual freedoms. 
	As we examine the intersection of AI, privacy, and surveillance through a scientific lens, it becomes imperative to elucidate the implications faced by disadvantaged communities and individuals who are vulnerable to privacy breaches. One reflexive engagement with the challenges of surveillance could involve recognising AI as a legal entity, akin to the legal status of a corporation. This legal responsibilisation of AI could allow contesting privacy breaches induced by AI systems.  
	8.1. The Data Dilemma 
	At the core of AI's prowess lies its insatiable appetite for personal data, a resource that fuels the learning and decision-making capabilities of AI systems. However, the acquisition and utilisation of such data can inadvertently compromise individual privacy, paving the way for potential breaches and encroachments. In the absence of robust safeguards and regulations, the collection, storage, and analysis of personal data can become a double-edged sword, increasing inequalities and amplifying existing power imbalances. 
	Inequities within AI systems become glaringly apparent when examining the disproportionate impact on marginalised communities and individuals who already grapple with discrimination and over-policing. Privacy breaches and the omnipresence of surveillance can reinforce existing inequalities, further marginalising those who are already disadvantaged. Vulnerable populations, often subject to systemic biases and social injustices, face heightened risks as their personal data becomes susceptible to exploitation and discriminatory practices. For instance, in South Africa, the roll-out of facial recognition technology has raised significant concerns regarding privacy and discrimination against black individuals, who are disproportionately affected by inaccuracies in these systems (Dlamini, 2021).
	The implications of AI's data practices exemplify how morphostasis can be manifested in the digital sphere, with pre-existing vulnerabilities exploited and exacerbated by advanced technologies. Addressing this requires not only technical solutions but also a robust societal dialogue about the values we wish to uphold in the age of AI, promoting a morphogenetic shift towards greater justice and equity in digital privacy.
	The amalgamation of AI, privacy, and surveillance has far-reaching implications for society. The unchecked proliferation of surveillance technologies, coupled with inadequate safeguards, can result in a chilling effect on individual freedoms, curtailment of civil liberties, and the erosion of privacy rights. Moreover, the impacts are not evenly distributed, amplifying the disparities that already permeate our social fabric. Disadvantaged communities, including racial and ethnic minorities, socioeconomically disadvantaged individuals, and vulnerable groups, are bear the brunt of the encroachment of surveillance mechanisms, reinforcing social inequalities and power imbalances.
	As we pay more attention to the intersection of AI, privacy, and surveillance, it becomes clear that both morphogenesis and morphostasis are at play, reflecting the transformative potential and the risks of reinforcing existing disparities through new technologies. By employing Archer’s insights, we can better navigate these complex dynamics, advocating for an approach that ensures AI technologies foster societal advancement without compromising fundamental human rights. The challenge lies in maintaining a vigilant and adaptive stance - through reflexive monitoring - to ensure that as AI reshapes our societal landscape, it does so in a way that is inclusive, equitable, and respectful of all individuals' privacy and dignity.
	9. Critical Reflections and Discussion
	In this study, we have rigorously applied Archer’s comprehensive concepts of sociocultural conditioning, morphogenesis, morphostatis, reflexive monitoring and reflexive action to elucidate the complex interconnections and transformative potential of AI and social inequalities. Through detailed examination, we have illuminated how both individual and collective reflexive engagements, driven by sociocultural conditioning, shape the outcomes of AI technologies. 
	Our research has identified four key social conditioning mechanisms that significantly lead to the entrenchment of existing inequalities and emergence of new forms of disparity within AI-led systems. in Figure 2 illustrates the interaction between these conditioning mechanisms and the structural and socio-cultural factors underpinning AI's societal impact. 
	We delineate four primary dimensions of intervention—accountable legal entity status, equitable co-ownership models, sustainable global governance, and auditable algorithmic hygiene—each designed to address specific challenges posed by AI, proposing robust strategies for mitigating inequality and enhancing societal well-being.
	Figure 2: Major determinants of AI and inequality nexus and mitigation strategies 
	/
	Note: Authors' illustration based on Archer's social realism framework.
	1. Accountable Legal Entity Status: This intervention, aligning with morphostasis, aims to institutionalise responsibility within AI systems by creating a legal framework that holds AI accountable, akin to corporate entities (Ozbilgin, 2024). This legal grounding adapts static societal structures - such as laws and regulations - to the dynamic and evolving nature of AI, thereby enhancing reflexive monitoring and providing clear pathways for legal recourse and accountability. It directly addresses the issues raised by privacy and surveillance concerns, where AI’s role in data handling and personal privacy necessitates clear legal boundaries and responsibilities.
	2. Equitable Co-ownership Models: Representing Archer’s morphogenesis, this approach proposes a transformation in the ownership and profit-sharing structures of AI enterprises. It challenges traditional hierarchies and power imbalances in technology development, fostering socio-economic changes that enable disadvantaged groups to benefit from AI advancements (Ozbilgin and Erbil 2023). This model is particularly relevant to addressing economic inequality, as it promotes a more equitable distribution of the economic benefits derived from AI.
	3. Sustainable Global Governance: Reflecting both morphogenetic and morphostatic elements, this strategy involves creating robust, adaptable frameworks that not only respond to the evolving challenges posed by AI but also solidify global standards that protect human rights and ensure ethical usage of AI across different societies. This governance is crucial in managing the digital divide, ensuring that AI technologies are accessible and beneficial across diverse global communities.
	4. Auditable Algorithmic Hygiene: Directly linked to reflexive monitoring, this practice involves the continuous scrutiny and revision of AI algorithms to prevent and address biases, ensuring that AI operations are transparent and align with ethical standards. This approach operationalises socio-cultural conditioning by influencing the technical and operational aspects of AI systems, ensuring they evolve in ways that do not perpetuate existing social prejudices or inequalities. It is pertinent to algorithmic bias, as it seeks to ensure fairness and non-discrimination in AI applications. 
	These interventions serve as critical pathways for addressing the complexities of AI-induced inequalities and suggesting mechanisms for their active mitigation. Our findings reveal that AI systems, often trained on inherently biased data, have the potential to reproduce and amplify these biases across various domains, such as hiring processes (Raghavan et al., 2020), criminal justice systems (Završnik, 2020), and social media algorithms (Akter et al., 2021), resulting in discriminatory practices and unequal treatment. This propagation of bias highlights the critical importance of addressing foundational issues in the data used to train AI systems and ensuring that these systems are designed and deployed in a manner that promotes fairness and equity. It also emphasises the need for ongoing monitoring and evaluation of AI systems -morphogenesis- to identify and mitigate potential discriminatory outcomes. 
	Unmasking algorithmic bias within AI systems is of paramount importance in our quest for ethical and fair AI deployment. Understanding how biases embedded in training data can amplify discrimination is essential for developing strategies to mitigate and eliminate such biases. By addressing algorithmic bias head-on, we can work towards building AI systems that are more equitable, inclusive, and aligned with societal values. It is imperative for researchers, policymakers, and stakeholders to collaboratively explore methods and frameworks to reduce bias and ensure auditable algorithmic hygiene that will contribute to a just and unbiased future. In line with Vassilolopulou et al. (2022), we propose that algorithmic hygiene could be integrated in the design of AI systems to bias-proof AI. 
	10. Conclusions
	As we embark upon the dynamic landscape of AI and social inequalities, a sustained commitment to interventions outlined is essential. Future research should focus on developing innovative methods to enhance algorithmic transparency, construct equitable AI governance frameworks, and expand access to AI technologies across diverse communities. Bridging this divide requires concerted efforts to address the barriers hindering access to data, computational resources, and technical expertise. 
	Sustainable global governance of big data, AI systems and their deployments should foster inclusivity, promote digital literacy, and develop supportive infrastructures. Only then, we can endeavour to narrow the access and opportunity gap, fostering a future where AI technologies are harnessed as a force for equitable progress. Through interdisciplinary collaboration (Greenhalgh et al., 2022) and a commitment to social justice, we can pave the way toward a society that ensures equal access, equal opportunities, and equal benefits from AI advancements.
	Emerging Impacts of AI: Deepfakes and Amplification of Inequalities
	The rapid evolution of AI technologies has given rise to tools such as deepfakes, which exemplify the dual-edged nature of these advancements. Deepfakes, or AI-generated synthetic media, pose significant threats to public trust, political stability, and personal security. By convincingly mimicking real individuals, deepfakes have been weaponised to spread misinformation and disinformation, exacerbating societal divisions and undermining democratic processes (Kharvi, 2024). Vulnerable groups, including women and marginalised communities, face disproportionate harm, particularly through non-consensual synthetic media (Vaccari & Chadwick, 2020).
	These developments emphasise the structural power imbalances inherent in AI's design and deployment, where certain demographics face heightened risks. Deepfakes serve as a compelling example of morphostasis, perpetuating existing inequalities while simultaneously creating new societal disruptions.
	To mitigate these risks, robust legal frameworks are necessary. Policies addressing content authenticity, platform accountability, and criminal liability for malicious actors are critical (Acemoglu, 2021; Kanzola et al., 2024). These measures must prioritise transparency and ethical governance to ensure AI technologies do not undermine democratic values.
	Broader Implications for AI Governance
	The increasing influence of AI technologies demands robust regulatory measures to address their societal risks while maximising their benefits. Transparency and accountability should underpin AI governance. Developers must disclose algorithms, training data, and decision-making processes to enable oversight and mitigate harm. Furthermore, collaborative efforts among governments, international organisations, and industry stakeholders are necessary to establish ethical AI standards that prioritise fairness, inclusivity, and non-discrimination. Unified global regulations are essential for bridging regulatory gaps and upholding ethical principles across jurisdictions.
	Addressing these challenges requires a dual approach. First, robust data governance frameworks must safeguard privacy and ensure the ethical use of personal information. Second, public awareness campaigns should mitigate the misuse of AI tools such as deepfakes and promote digital literacy.
	Economic Inequality and the Co-Ownership Paradigm
	The AI led disruptive technologies and AI led platform, e-commerce and gig economies have been the dominant force of economic growth in industrialised countries. While economic growth of AI led commerce has revolutionised many sectors of work, its impact on different communities has been ambivalent, in terms of job creation, and job destruction. Further, the wealth generated through AI led commerce has been hoarded by owners of AI technologies and investors in these businesses. Polarisation of wealth in the hands of owners and investors has deepened economic inequalities as a result of AI led disruption in economic systems. 
	To counteract these inequities, we propose a shift from the co-design paradigm to a co-ownership paradigm. Under this model, stakeholders contributing to AI development would have significant claims of ownership, redistributing wealth more equitably. This approach aligns with the pursuit of societal equality and justice, ensuring that AI serves as a tool for inclusive economic growth.
	In conclusion, our application of Archer’s social realism framework has not only provided significant insights into the nexus of AI and inequality but has also offered both theoretical and practical contributions to the field. Recognising that AI systems are not neutral or detached entities but are enmeshed within social systems and structures, we examine the ways in which power dynamics influence the development, deployment, and utilisation of AI technologies. We scrutinise the distribution of power and the hierarchies that shape the access to and control over AI resources, acknowledging that disparities in access can perpetuate existing inequalities and hinder the potential of AI to contribute to societal well-being. By addressing these critical issues, we contribute to a more equitable future where AI serves as an ally in the pursuit of social justice.
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