
FINAL 1

Multi-Agent-System-Based Attention Mechanism for
Predicting Product Popularity: Handling Positive-Negative

Diffusion Over Social Networks
Mincan Li, Zidong Wang,Fellow, IEEE, Kenli Li, and Xiangke Liao

Abstract—This paper is concerned with the prediction problem of
product popularity under a social network (SN) with positive-negative
diffusion (PND). Firstly, a PND model is proposed to enable the simula-
tion of product diffusion, and three user states are defined. Secondly, an
optimal and precise feature vector of every user is extracted through a
multi-agent-system-based attention mechanism (MASAM) that is devised.
The weight matrix shared in the mechanism of all agents is learned using
a distributed learning algorithm provided in MASAM. Thirdly, an MAS
model for product diffusion on SN is established based on the feature
representations from MASAM. Rules for agent interaction during PND
diffusion are suggested, which accelerate the simulation of information
spread in SN. Finally, comprehensive experiments are conducted to verify
the effectiveness and efficiency of the proposed models and algorithms
in prediction and to compare their performance with baseline methods.
Furthermore, a case study is provided to illustrate the applicability and
extendibility of the developed algorithm.

Index Terms—Information diffusion, graph attention network, multi-
agent systems, social networks, popularity prediction.

I. I NTRODUCTION

FOr several decades, social networks (SNs) have been considered
to be effective platforms for product promotion, advertisement

marketing, and information diffusion. Various social applications have
been used to promote online SNs, and a large proportion of research
has been focused on SN analysis. However, it should not be ignored
that human activities follow and influence online SNs all the time and
everywhere. Technologies such as data mining, relationship analysis,
community detection, link prediction, and node classification have
been developed by studying the information and structure of SNs
[32].

Numerous applications and analysis models have been proposed
on SNs to promote economic development [5], [6], [20], [22]. For
instance, a vehicle tracking system can be established by integrating
SN services. This system can be used for traffic management, vehicle
tracking, anti-theft measures, and traffic routing with navigation.
Real-data mining on SNs has led to the creation of a framework
for predicting and warning people about disasters, which has the
potential to be developed into a fully-fledged application for family
systems. Another proposed system is an analysis tool for procurement
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and project management in construction projects that relies on the
analysis of dependency information and partnering relationships in
SNs. Also, from the modeling perspective, SNs are a special class of
multi-agent systems (MASs) [22], which can be identified via data-
driven approaches with applications to manufacturing systems [46]
and cyber physical systems [47].

The prediction problem, which includes link prediction and pop-
ularity prediction, is one of the most popular topics in SN-related
research [35]. Generally, prediction results are generated by training,
testing, learning, and classifying methods based on a set of character-
istics as input. Link prediction usually focuses on invisible edges [31]
or new links that may emerge in the future. Popularity prediction, on
the other hand, focuses on information popularity and its increasing
rate among users.

In the homogenous environment of SNs, prediction commonly
involves similarity calculation, node attributes, influential users, and
intelligent algorithms. Non-intelligent approaches rely on two ideas:
similarity [30] and key users [49], which are crucial factors in pro-
moting and influencing interactions and diffusion in SNs. However,
these approaches have obvious disadvantages when dealing with large
SNs containing various information, such as the inability to handle
explosive computations and complications, and limited effectiveness.
Although intelligent algorithms, such as evolutionary algorithms,
have partially alleviated these weaknesses to some extent [12], [26],
there is still room for improvement.

Advancements in prediction in SNs have been brought about
by combining machine learning methods with general prediction
algorithms, particularly in the application of graph-based learning
(GL) methods [41]. Traditional GL methods propose an approxi-
mating graph convolutional network for quick feature embedding or
characteristic extraction. A supervised or semi-supervised method is
then used to generate an advanced and appropriate prediction model.
However, adjusting hyper-parameters and dealing with over-fitting
risk in the learning process often leads to unsatisfactory predictions.
While existing literature has made progress in relative theory and
applications for various prediction problems [18], [19], little effort has
been made to predict SNs under positive-negative diffusion (PND),
which is a significant and common phenomenon in practical social
activities.

Both positive and negative influences are dynamically diffused
among a user’s neighborhood, making it difficult to build a model
in social networks and challenging to capture the features of the
complex diffusion through the existed methods. This paper proposes
an original MAS-based attention mechanism to address the predic-
tion problem of product popularity under PND in SNs. The main
contributions are listed as follows.

1) A novel PND model, which includes three attitudes of humans
towards a new product, is proposed to simulate product popu-
larity among an SN.

2) An MAS-based Attention Mechanism (MASAM) is proposed to
extract precise characteristic representations of every user in the
SN, forming the foundation of diffusions and predictions.
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3) Based on the representations extracted by MASAM, MAS
carries out the simulation of human interactions on the product,
and the popularity predictions are reflected by the final situations
of agents.

The rest of this paper is organized as follows. Section II discusses
the related work on the prediction problem and advanced technologies
on SN. Section III illustrates the prediction problem of product
popularity in SN and relative preliminaries. Proposed attention mech-
anism, positive-negative diffusion model, and agent interaction rules
for predicting product popularity in SN are provided in Section IV.
Section V presents experiment results, data and parameter analysis,
and comparisons of diverse baseline approaches. Finally, conclusions
and future research topics are drawn in Section VI.

II. RELATED WORK

In most existing literature, prediction problems in SNs rely primar-
ily on similarity-based methods. In link prediction problems, new
links are more likely to be established by similar user/node pairs
than non-analogous pairs [8]. Additionally, the spread of information
or influence is quicker among similar users as compared to general
users. Various similarity metrics have constantly emerged, which are
roughly categorized into local similarities (e.g. Common Neighbors
(CN) [44], Jaccards Coefficient (JC) [27], and Hub Promoted Index
(HPI) [48]) and global similarities (e.g. path similarity [43] and
random walk [15]). On one hand, local-similarity-based approaches
reflect faster, more effective and higher parallelism compared to
global-similarity-based ones. On the other hand, the calculation of
global similarities takes into consideration extra topologies, which
generates positive results especially when using the information of
longer path of nodes.

Learning-based techniques, such as supervised and semi-
supervised classification methods, are another powerful and efficient
approach. Random forest [13], decision trees [1], and k-nearest
neighbors [28] are recommended to support prediction based on
classification. Moreover, profile features, location features, and social
features extracted from social networks are proposed to predict links,
attributes, preferences, and popularity. These approaches are often
implemented using traditional neural networks, such as Convolutional
Neural Networks (CNNs), Deep Q-learning Networks (DQNs), and
Recurrent Neural Networks (RNNs). Recently, the development of
Graph Neural Networks (GNNs) has accelerated the achievement
of high prediction accuracy in SNs. Graph Convolutional Network
(GCN) learns nodes’ characteristic representation from their neigh-
bors, extracting and handling graph structures and information [40]
which include both ordered non-Euclidean data but also unordered
data. Multi-layer GCN is suggested for learning and predicting node
representation in repost relations in time-stamped SN. Graph Atten-
tion network (GAT) suggests different attention indexes according
to neighbor’s contributions, enhancing the accuracy of information
cascade prediction and social recommendations [38]. In addition, a
multi-head self-attention mechanism is suggested for the transformer
model to extract long-dependencies and bi-directional relationships
in sub-graphs [34].

The prediction of SN’s popularity has vast potential applications
including item forecasting, product promotion, topic/rumor detection,
and user recommendation. A content optimization platform has been
developed in [3] to analyze the popularity of content pieces on social
media. An online advertising prediction model has been designed in
[10] to predict future hot items, enabling quick user response. The
success rate of marketing campaigns in SNs can be predicted and
monitored, improving online marketing [14]. Search algorithms have
now considered different levels of popularity among users, improving

the determination of search result priorities [11]. Prediction technolo-
gies in SNs have direct applications in box office forecasting [33],
rumor detection [2], and topic prediction [42]. Additionally, a model
for predicting customer churn has been developed and applied to a
large scale telecommunication dataset [36].

III. PROBLEM FORMULATION

A. Preliminaries

Potential user (P): in the initial phase of new product’s informa-
tion dissemination on social networks, the primary user population
consists of potential users who have not yet tried the product.
However, product marketing or the influence of their neighbors can
potentially transform each potential user into a regular or repelling
user. It is worth noting that a potential user cannot influence others
unless its potential state is transformed by other states.

Regular user (R): as the product gains momentum, regular users
emerge and access it frequently at each time step.

Repelling user (L): over an extended period of product diffusion,
repelling users may emerge due to bad experiences or disadvantages,
and they can spread negative information, potentially converting
potential users into repelling users.

Positive-negative diffusion (PND):based on the definitions of the
above three types of users, a positive-negative diffusion model can be
created on SNs. During the product diffusion process, these users in-
teract through links and any positive or negative information diffused
on the links is represented as a probability. Regular users promote
the product by spreading positive information, while repelling users
discourage its usage by spreading negative information. When a node
becomes apotential userfor the second time, it can influence its
neighbors to become potential users. Positive and negative diffusion
in this model are defined relative to the influence of a regular user,
with potential users having a positive diffusion on repelling users,
and regular users receiving positive diffusion from potential users
but negative diffusion from repelling users.

Remark 1:A simple example of PND among MAS is illustrated
in Fig. 1, where each user is denoted as an agent in MAS, which
has three statesa0, a1 and a2, representing potential, regular and
repelling states, respectively. The repelling usera2 receives positive
diffusion from potential usera0 and negative diffusion from regular
usera1, which are marked as dark orange lines; the potential usera0

receives positive diffusion from regular usera1 and negative diffusion
from repelling usera2, which are marked as black lines; the regular
usera1 receives positive diffusion from potential usera0 and negative
diffusion from repelling usera2, which are marked as green lines. In
addition, there is no diffusion between two users in the same state.

B. Problem statement

User/Agent: in an MAS model, every user is an agenta. character-
ized by{sa. , pa. , θa.} wheresa. , which takes value onp (potential),
r (regular) or l (repelling), represents the current situation ofa..
pa. = {pra. , rla. , lpa. , rpa. , lra. , pla.} denotes the possibilities of
corresponding state transforming, see Fig. 2. For instance,pra.

denotes the possibility that agentai transforms from a potential user
into a regular user. The values oflr andlp are typically much smaller
than other possibilities in practical human activities, as it is rare and
difficult for people to switch from a repelling to regular or potential
state. The set of transforming thresholds for the three states is denoted
asθa. = {θ

a.
1
, θa.

2
, θa.

3
}.

We are now ready to statethe prediction problem of product
popularity under PNDas follows: given a population of potential
users linked by a fixed SN:G = {V,E} (whereV is node set that
denotes all users andE is edge set among users), let us activate a set
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Fig. 1. An example for PND illustration.
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Fig. 2. The transforming of three states on every agent under corresponding
possibility.

of original usersOU as regular ones of the product. Then, we aim
to calculate the prediction of product popularity (i.e. the percentage
of regular usersPR) under PND aftertmax time steps.

IV. M AIN MODEL AND APPROACH

In this section, a PND model based on Potential-Regular-repeLling
(PRL) users is proposed, along with interaction rules for MAS-based
diffusion and an MASAM for product popularity predictions in SN.

A. PND model on PRL

The PRL diffusion model includes four steps: 1) initializing the
population, 2) executing PND diffusion among users, 3) calculating
the attenuation of information diffusion, and 4) analyzing the data
statistics.

1) Population initialization:At the start of PRL diffusion, all users
are considered potential, and the populationP = |V | is initialized by
activating the nodes inOU . Specifically, the population is initialized
as |OU | regular users and|V | − |OU | potential users. Repelling
users are not set in this step, but they emerge after a period of time
of information diffusion.

2) PND process among PRL:To calculate the influence sum
received by each user during the PND process, the positive and
negative diffusions on potential users are taken into account. For
a potential usera. (sa. = p), the influence sum received can be
calculated using the following equation:

sfa. =
∑

ai∈Na.&sai
=r

prai
α.i −

∑

aj∈Na.&saj
=l

plaj
α.j (1)

where Na. is the set ofa.’s neighbors, andα.i and α.j are the
attention indexes that are froma. to ai and aj , respectively. The
calculations ofα.. will be introduced in Section IV-C.

If sfa. = 0, the agent will maintain its current state. Otherwise,
by obtaining the value ofsfa., the transforming possibilities ofa.
are updated by:

{

pr′a.
= pra. + sfa. , if sfa. > 0

pl′a.
= pla. − sfa. , if sfa. < 0

(2)

Similar measures are applied toa., whose state isr (see (3)-(4))
or l (see (5)-(6)):

sfa. =
∑

ai∈Na.&sai
=p

rpai
α.i −

∑

aj∈Na.&saj
=l

rlaj
α.j (3)

{

rp′a.
= rpa. + sfa. , if sfa. > 0

rl′a.
= rla. − sfa. , if sfa. < 0

(4)

sfa. =
∑

ai∈Na.&sai
=p

lpai
α.i −

∑

aj∈Na.&saj
=l

lraj
α.j (5)

{

lp′a.
= lpa. + sfa. , if sfa. > 0

lr′a.
= lr′a.

− sfa. , if sfa. < 0
(6)

3) State transforming:After obtaining the influence sumsfa.,
we can calculatea.’s transforming possibilities according to the
following rules (7)-(9):

If sa. = p, s′a. =











r, pla. < pra.& pra. > θa.1

l, pla. > pra.& pla. > θa.2

p, sfa. = 0.

(7)

If sa. = r, s′a. =











r, sfa. = 0

l, rpa. < rla.& rla. > θa.2

p, rpa. > rla.& rpa. > θa.3 .

(8)

If sa. = l, s′a. =











r, lra. > lpa.& lra. > θa.1

l, sfa. = 0

p, lra. < lpa.& lpa. > θa.3 .

(9)

where θa.1 , θa.2 and θa.3 indicate the thresholds ofa. on regular,
potential and repelling states, respectively.s′a. is the new state after
transforming.

4) Diffusion attenuation:If a user remains in the same state for
an extended period, the diffusion on that state decreases due to
attenuation. The attenuation function shown in (10) describes this
phenomenon. The time threshold for attenuation is set at 30 time
steps.











rp′a. = rpa.exp(−t) & lp′a. = lpa.exp(−t), sa. = p

lr′a. = lra.exp(−t) & pr′a. = pra.exp(−t), sa. = r

pl′a. = pla.exp(−t) & rl′a. = rla.exp(−t), sa. = l.

(10)

wheret is the time step andt > 30.

B. Main MAS model and interaction rules under PRL

Algorithm 1 presents the main MAS model [7], [16], [17]. In line 1,
the initialization of MAS is executed by setting the social topology,
attributes, and activating regular users. Then, the MASAM algorithm
is invoked to extract features, as shown in line 2. At every time step,
the PND model under PRL is executed by MAS through agent links
in line 4. After diffusion, the current agent states are recorded in
A′

state, and an attenuation function is applied to agents with long-
lasting states. In the initialization step, there are no repelling users.
Therefore, a trigger for the emergence of repelling users is designed
in lines 7-9 by randomly converting regular users into repelling users
at the30th time step. The states of all agents at the end of every
time step are recorded in line 10, and the number of agents in each
state is output by Algorithm 1.

The interactions among agents in the PND model are detailed
in Algorithm 2. Each agent undergoes individual state judgment,
confirmation, and diffusion attenuation in lines 3-5, followed by in-
teractions with neighbors in lines 6-9. These individual managements
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Algorithm 1 Main MAS prediction algorithm

Input: A social networkG = (V,E), agents’ attributes setP and
Θ, activating setOU and time-step maximumtmax.

1: Initialize MAS: A = V , A← P,E&Θ, Astate ← OU ;
2: FeatureExtraction: MASAM();
3: for t=1 to t = tmax do
4: PND interactions: AgentIntercation(PRL← PND);
5: A′

state ←transforming(Astate,Θ);
6: Attenuation(a.StateTimes()>30);
7: if t==30 then
8: RepellingRandomly(At=30);
9: end if

10: A.record();
11: end for
12: Statistic: Account-r(); Account-p(); Account-l().

Output: Accountr, Accountp, Accountl.

are necessary for agent interactions. After the PND interactions, each
agent updates its possibilities and undergoes state transformation if
necessary using (10), see lines 10-11.

Algorithm 2 Agent interaction algorithm
1: for everya. ∈ A do
2: for t=1 to t = tmax do
3: IsInfluencer(if(sa. = p));
4: sa. ←UpdateSate();
5: AttenuationIndex();
6: for everyai ∈ Na. do
7: IsPN(a.,ai ); diffusion(ai, 2− p(sa.));
8: IsPN(ai,a.); receiving(ai, 2− p(sa.));
9: end for

10: p′a. ← sf ′
a. ←

∑

receiving();
11: Transforming(a., p′a.);
12: end for
13: end for

C. MAS-based attention mechanism (MASAM)

The most crucial procedure for popularity prediction under PND
is determining the six possibilities included inpa.. Therefore,pa. is
considered a feature of the agent, and aFeature Vector is defined as
f⊤
a. = {pra., rla., lpa., rpa., lra., pla.}. As users in SN are mainly

influenced by neighbors, an MASAM is presented in this section for
feature extraction and calculation of the attention index that supports
the computations of influence sum in (1), (3), and (5).

The basic process of MASAM is illustrated in Fig. 3. The attention
of each agent is focused on its neighbors such asa0. A new feature,
f ′a0, is generated bya0 through the calculation of attention indexes
α01, α02, andα03 using a shared matrixW . These attention indexes
are depicted as orange lines in Fig. 3. Similar procedures are carried
out for a1, a2 anda3, which are represented by blue lines.

The basic process of MASAM is illustrated in Fig. 3. For each
agent, its attention is paid on its neighbors such asa0. A new feature
f ′
a0

is generated bya0 through attention indexesα01, α02 andα03

by calculating with a shared matrixW , which are marked as orange
lines in Fig. 3. Similar measures are applied toa1, a2 anda3, which
are marked as blue lines.

The generation of attention indexes is divided into two steps: basic
index computation and final index normalization. For each agenta.
and its neighborai (ai ∈ Na.), the basic index ofa. is denoted as

αb
.i, which can be calculated by:

αb
.i = ω(Wfa.‖Wfai

) (11)

where ‖ is the concatenation operator,ω is the weight vector for
feature vectors and its dimension is 12.W is a global shared weight
matrix that is of dimension6×6 and can be trained. By obtaining the
basic indexes ofa. to its neighbors, the final index (i.e.a.’s attention
indexesα.i on ai) is calculated by:

α.i =
exp(LeakyReLU(αb

.i))
∑

aj∈Na.
exp(LeakyReLU(αb

.j))
(12)

With the generation of every attention index ona.’s neighbors,a.’s
new feature vector is generated by:

f ′

a. = LeakyReLU





∑

ai∈Na.

α.iWfai



 (13)

In Algorithm 3, the MASAM steps are provided. Basic indexes are
obtained from neighbors and gathered in setAC, as shown in lines
3-6. Attention indexes are obtained and utilized for the calculation
of new features, as depicted in lines 7-10. The attention indexes and
new features will be recorded, as indicated in line 11.

Algorithm 3 MASAM Algorithm

Input: A social networkG = (V,E), Feature-weight vectorω.

1: for everya. ∈MAS do
2: fa.=Initialize(a.);
3: for everyai ∈ Na. do
4: αb

.i ← ω(Wfa.,Wfai
);

5: ACa. ← αb
.i;

6: end for
7: for everyai ∈ Na. do
8: α.i ← AttentionCoefficient(ACa.);
9: end for

10: f ′
a. ← Feature(W,fai

)(ai ∈ Na.);
11: a..Records();
12: end for

In Fig. 4, the training process ofW is depicted. The compu-
tation of new feature vectors by agents is performed using the
sharedW . Subsequently, the feature loss is calculated by labeled
agents, which are represented by orange circles. The loss value
∑

6

p=1
Lfa1

(p)In(f ′
a1
(p)) is computed by labeled agenta1. Similar

loss computations are carried out bya1, a3, and a., respectively,
and collected as the final loss for updatingW . The loss function is
presented in

L = −
∑

k∈AL

6
∑

p=1

Lfak
(p)In(f ′

ak
(p)) (14)

where AL indicates the set of labeled agents,Lfak
denotes the

labeled feature vector ofak andLfak
(p) is thepth value ofLfak

.
The loss calculation is utilized for the updating ofW based on the

label vector. The training steps for the weight matrixW are outlined
in Algorithm 4 according to the gradient descent method.

V. EXPERIMENTS AND ANALYSIS

In this section, the experiment environment, database, baseline
methods, and evaluation metrics for the issue of popularity prediction
are presented in Section V-A. Subsequently, the PND model designed
under PRL and MASAM, applied on a fixed SN, is tested under var-
ious experimental settings in Section V-B. The performance analysis,
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Fig. 3. Feature calculation in MASAM under SN.

Algorithm 4 Weight Matrix Learning Algorithm

1: for t=1 to t = tmax do
2: if t == 1 then
3: Initialize(W );
4: Loss=0;
5: else
6: for a. ∈MAS do
7: a..MASAM();
8: if IsLabeled(a.)then
9: Loss=Loss+a..loss();

10: end if
11: end for
12: W ′ ←Update(W ,Loss);
13: end if
14: end for

Shared matrix  W

Loss Function

Feature Computation

Weight Updating

Fig. 4. Training process ofW .

relative to baseline methods, is provided in Section V-C. Finally, a
case study on the social campus network is disclosed in Section V-D.
The proposed algorithms are implemented through programming in
C++ and Python, and the algorithm execution is performed on CPU
equipment.

A. Database, evaluation metrics and baseline methods

1) Database: The experiment database is collected from a new
forum platform using a Python crawler. This dataset contains social
relationships, accessing frequencies, and existence lengths of 2000
users over a span of 300 days. Specifically, the user relationship
is indicated by their following queue in the data, where two users
following each other signifies a link in this social network (SN). The
accessing frequency is obtained by counting the user’s login time on
the forum within a day. The existence lengths of each user represent
the day intervals of continuous access to the forum.

2) Evaluation metrics:The evaluation metrics include: i) percent-
ages of regular users, ii) confusion matrix, and iii) precision.

i. Statistics about regular users’ percentage

a) the maximum percentage of regular users amongtmax time
steps is

Rmax% = MaxNumber(R)/|Population| (15)

b) the average percentage of regular users amongtmax time steps
is

Ravg% =

∑tmax

t=1
Number(R, t)/|Population|

tmax

(16)

c) the average time of transforming to regular state for every
user in the population is

Rtrans = TotalNumber(Rtrans)/|Population| (17)

ii. Confusion matrixBy establishing a confusion matrix of PRL
users, the classification precision of each type of user becomes
evident.

iii. PrecisionThe precision calculated in this paper is macroscopic,
focusing solely on the percentage precision of the final popularity
after diffusion:

Pre% = 1− |RSimulation −RTrue|/RTrue% (18)

3) Baseline methods:The following three models are considered
here.

Liner threshold (LS) model:In the LT model, the user’s influence
is accumulated from its neighborhood. Once the influence accumu-
lation exceeds its threshold, the diffusion is accepted by the user.
Similarly, in the experiments, the influence accumulation follows the
PND diffusion. Furthermore, each user has a positive threshold for
its regular state and a negative threshold for its repelling state. If the
user’s influence is zero, it becomes a potential user.

User attributes (UA) model:Users with similar attributes have the
possibility of remaining in the same state for new product diffusion.
In this method, the similarities of historical behaviors and existence
lengths are calculated for users. Based on these similarities, the
positive and negative attitudes towards the product are diffused among
similar users.

Graph embedding (GE):Considering the process of random walk
in GE, the walking probabilities are calculated for diffusion proba-
bilities. The PND is then carried out among users and the popularity
is predicted based on these probabilities.

B. Experiments on various settings for proposed models

To evaluate the proposed models and algorithm, the focus of this
section is on the experiment results under various settings. Firstly, the
performance of metric i, which is the percentages of regular users,
is presented in Fig. 5.

In Fig. 5, the practical percentages of regular users are also
displayed. It is evident that the prediction results deviate slightly
from the real data. However, the percentages are controlled within a
reasonable range for predicting popularity onRmax andRavg with
different population sizes. The average time taken for each user to
transition to a regular state indicates the extent of attitude exchange
among users. The longer the average time, the more pronounced the
emotional fluctuations in user attitudes. Consequently, the product
diffusion becomes more unstable and requires more time to reach a
final equilibrium.

Secondly, confusion matrices are established in Table I for various
population sizes. In each row, under the fixed population, the sum of
percentages is 100%, and every value represents the percentage of
predicted nodes for each category. It is worth noting that the True
Positive Rates, such as among 300 users, are displayed as55.6%,
75.4%, and89.0%. The macroscopic prediction is the main focus of
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Fig. 5. The performance of percentages of regular users.

all proposed methods, and the results in the confusion matrices are
microscopic, which may not be highly satisfactory but are acceptable.
The changing process of PRL among 1000 users over 245 time steps
is presented in Fig. 6.

TABLE I
CONFUSION MATRIX UNDER DIFFERENT POPULATION SIZES.

Population size: 300 Population size: 800

True
Pred

P R L P R L

P 55.6% 25.2% 19.2% 65.5% 14.7% 19.8%
R 17.2% 75.4% 7.4% 13.6% 78.3% 8.1%
L 8.7% 2.3% 89.0% 10.8% 6.4% 82.8%

Population size: 1000 Population size: 1500

True
Pred

P R L P R L

P 71.9% 20.4% 7.7% 69.2% 15.5% 15.3%
R 13.5% 83.6% 2.9% 9.8% 87.7% 2.5%
L 1.1% 13.7% 85.2% 7.1% 4.1% 88.8%

Population size: 2000

True
Pred

P R L

P 58.5% 35.2% 6.3%
R 9% 83.3% 7.7%
L 14.9% 9% 76.1%

Finally, the results of the last metricPre are displayed in Fig. 7,
represented by blue bars. It is satisfying to observe that the average
precisions from 30 running times fall within the range of(82 ∽

92%). The gray bars represent the final percentages of regular users
in the true database, while the orange bars represent the predictions.

C. Comparison with baseline methods

The comparison of the LT model, AU method, GE, and MASAM
is illustrated in Fig. 8, where deviations from the true database are
calculated. It can be observed that MASAM generates the minimum
deviation under every population size. The LT model exhibits the
maximum deviation because the information diffusion is successful
at every time step, leading to continuous accumulation of influence.
Once a user becomes a potential user in the LT model, it becomes
challenging to decrease their threshold to a negative value and
transition to a repelling user. The second poorest performance is
observed in the AU method, as the prediction becomes uncertain
when similar users of one user have different states. The diffusion
probabilities calculated by GE result in approximate but inferior
outcomes compared to MASAM.

D. A case study on a social campus network

A case study is conducted on the popularity prediction of a
mobile-phone application called “curriculum management” using the
proposed methods. The simulation involves the promotion of the
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“curriculum management” application through PRL-based PND and
MASAM methods. The aim is to predict the popularity of the
“curriculum management” application among all users of a social
campus network. The initialization of the feature vector for each user
is based on their historical behaviors on new applications, calculating
the average probabilities of being a potential, regular, and repelling
user for different products.

The first test is conducted on a randomly selected population of
500 individuals from the campus network. Then,3% of users are
randomly assigned as the original regular users, indicated by green
nodes in Fig. 9(a). PND is performed using MASAM on the social
campus network, and after 80 time steps, the results for the three types
of users are displayed in Fig. 9(b). At the 80th time step, there are
22.8% repelling users and53.6% regular users. Upon completion of
300 time steps, the final result of the popularity prediction is presented
in Fig. 9(c), with a regular user percentage of82.2%. The same test
is repeated 50 times (with different original regular users in each run)
to obtain the average popularity percentage of76.7%, which is close
to the actual value of72.4%.

The second experiment involves 1000 users from the campus
network. Considering the increase in population, the original user
percentage is set at8%. The results from one of the 50 running times
are shown in Fig. 10. At the time step of80, Fig. 10(b) displays
46.7% regular users and43% repelling users. Comparing it to
Fig. 9(b), it can be observed that the number of repelling users in the
1000 population is significantly higher, indicating a potential decrease
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Fig. 9. The results of case study: 500 users.

Fig. 10. The results of case study: 1000 users.

in product diffusion due to the increasing number of repelling users
in this run. The final result is presented in Fig. 10(c), where the
percentage of regular users is60.8%. By running the algorithm 50
times, the average popularity is calculated to be67.4%, while the
actual proportion is70.1%.

VI. CONCLUSION

This paper has addressed the prediction of product popularity on
social networks (SN) using PND, employing MASAM and the PRL
diffusion model. The three attitudes towards a product have been
modeled as three types of users: potential users, regular users, and
repelling users. The PRL diffusion model has been established based
on the definition of PND to facilitate product spread on SN. The
MAS model has been proposed for feature extraction through six
possible transformations of the feature vector, considering the agent
attributes. Through the distributed calculation of attention indexes and
new feature vectors for agents, an optimal feature mapping model has
been generated using a semi-supervised learning process. MAS has
provided satisfactory predictions by utilizing the new feature as the
primary feature for each agent. The experimental results and analysis
have demonstrated the effective resolution of the product popularity
prediction problem on SN using the proposed models and algorithms.

In conclusion, comprehensive experiments and a case study have
revealed the effectiveness and efficiency of the prediction results. The
proposed models and algorithms have exhibited significant potential
for reference and extension. However, it is unfortunate that this study
is limited by the lack of path prediction for information diffusion.
Therefore, further work can be recommended to address path pre-
diction and path similarity in information diffusion based on MAS,
and it may combine with tenor model to improving computation in
a high-dimensional environment [4], [9], [21], [23]–[25], [29], [37],
[39], [45].
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