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Abstract—This paper is concerned with the prediction problem of and project management in construction projects that relies on the
product popularity under a social network (SN) with positive-negative  analysis of dependency information and partnering relationships in

diffusion (PND). Firstly, a PND model is proposed to enable the simula- : : :
tion of product diffusion, and three user states are defined. Secondly, an SNs. Also, from the modeling perspective, SNs are a special class of

optimal and precise feature vector of every user is extracted through a ml_J“i'age“t systems (_MASS)_[ZZ_L which can be ide_ntified via data-
multi-agent-system-based attention mechanism (MASAM) that is devised. driven approaches with applications to manufacturing systems [46]
The weight matrix shared in the mechanism of all agents is learned using and cyber physical systems [47].

a distributed learning algorithm provided in MASAM. Thirdly, an MAS The prediction problem, which includes link prediction and pop-

model for product diffusion on SN is established based on the feature . - . L
representations from MASAM. Rules for agent interaction during PND ularity prediction, is one of the most popular topics in SN-related

diffusion are suggested, which accelerate the simulation of information research [35]. Generally, prediction results are generated by training,
spread in SN. Finally, comprehensive experiments are conducted to verify testing, learning, and classifying methods based on a set of character-
the effectiveness and efficiency of the proposed models and algorithms jstics as input. Link prediction usually focuses on invisible edges [31]
in prediction and to compare their performance with baseline methods. or new links that may emerge in the future. Popularity prediction, on
Furthermore, a case study is provided to illustrate the applicability and . . ’ . L .
extendibility of the developed algorithm. the other hand, focuses on information popularity and its increasing
rate among users.

In the homogenous environment of SNs, prediction commonly
involves similarity calculation, node attributes, influential users, and
intelligent algorithms. Non-intelligent approaches rely on two ideas:
[. INTRODUCTION similarity [30] and key users [49], which are crucial factors in pro-

Or several decades, social networks (SNs) have been considdr&ding and influencing interactions and diffusion in SNs. However,

F to be effective platforms for product promotion, advertisemerif€Se approaches have obvious disadvantages when dealing with large
marketing, and information diffusion. Various social applications haveN$ containing various information, such as the inability to handle
been used to promote online SNs, and a large proportion of resea@¥Rlosive computations and complications, and limited effectiveness.
has been focused on SN analysis. However, it should not be ignofdéhough intelligent algorithms, such as evolutionary algorithms,
that human activities follow and influence online SN all the time arféfve partially alleviated these weaknesses to some extent [12], [26],
everywhere. Technologies such as data mining, relationship analy§i§re is still room for improvement.
community detection, link prediction, and node classification haveAdvancements in prediction in SNs have been brought about
been developed by studying the information and structure of SR¥ combining machine learning methods with general prediction
[32]. algorithms, particularly iq .the application of graph-based Iearnin.g

Numerous applications and analysis models have been propoég#) methods [41]. Traditional GL methods propose an approxi-
on SNs to promote economic development [5], [6], [20], [22]. Fomating gr_ap_h convoll_monal netvvor_k for quick feature (_embeddlng or
instance, a vehicle tracking system can be established by integraﬁﬁ‘&raCter'St'C extraction. A supervised or seml-sgperwse(_j method is
SN services. This system can be used for traffic management, vehi¥g used to generate an advanced and appropriate prediction model.
tracking, anti-theft measures, and traffic routing with navigatiof]OWever, adjusting hyper-parameters and dealing with over-fitting
Real-data mining on SNs has led to the creation of a framewdhigk in the learning process often leads to unsatisfactory predictions.
for predicting and warning people about disasters, which has ténile existing literature has made progress in relative theory and
potential to be developed into a fully-fledged application for famil pplications for various prediction problems [18], [19], little effort has

systems. Another proposed system is an analysis tool for procurer@@gh made to predict SNs under positive-negative diffusion (PND),
which is a significant and common phenomenon in practical social
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3) Based on the representations extracted by MASAM, MASe determination of search result priorities [11]. Prediction technolo-
carries out the simulation of human interactions on the produdies in SNs have direct applications in box office forecasting [33],
and the popularity predictions are reflected by the final situationsmor detection [2], and topic prediction [42]. Additionally, a model
of agents. for predicting customer churn has been developed and applied to a

The rest of this paper is organized as follows. Section Il discusd@ége scale telecommunication dataset [36].
the related work on the prediction problem and advanced technologies
on SN. Section Il illustrates the prediction problem of product IIl. PROBLEM FORMULATION
popularity in SN and relative preliminaries. Proposed attention mech- Preliminaries

anism, positive-negative diffusion model, and agent interaction rulesptential user (P) in the initial phase of new product’s informa-
for predicting product popularity in SN are provided in Section IVyioy dissemination on social networks, the primary user population
Section V presents experiment results, data and parameter analygiSsists of potential users who have not yet tried the product.
and comparisons of diverse baseline approaches. Finally, conclusippfyever, product marketing or the influence of their neighbors can
and future research topics are drawn in Section VI. potentially transform each potential user into a regular or repelling
user. It is worth noting that a potential user cannot influence others
Il. RELATED WORK unless its potential state is transformed by other states.

In most existing literature, prediction problems in SNs rely primar- Regular user (R): as the product gains momentum, regular users

ily on similarity-based methods. In link prediction problems, nev@m;rgellgnd accesI:s .it frequently atdezch “!“g s;ep. duct diffusi
links are more likely to be established by similar user/node pairs e“F’e ing user (L): over andexten bedperlo ' o pro ucotll |du3|on,
than non-analogous pairs [8]. Additionally, the spread of informatigiy PE' NG USErs may emerge due to bad experiences or disadvantages,

or influence is quicker among similar users as compared to gene?g they can spread negative information, potentially converting

users. Various similarity metrics have constantly emerged, which zﬂ%tem'al users into repelling users.

roughly categorized into local similarities (e.g. Common Neighbor. Positive-negative diffusion (PND):based on the definitions of the

(CN) [44], Jaccards Coefficient (JC) [27], and Hub Promoted Ind ove three types of.users, a positive-lneggtive diffusion model can pe
(HPI) [48]) and global similarities (e.g. path similarity [43] andcreated on SNs. During the product diffusion process, these users in-
random walk [15]). On one hand, local-similarity-based approach&ega‘:t through links and any positive or negative information diffused

reflect faster, more effective and higher parallelism compared the links is represe_nted as a probablllt_y. Regl_JIar users promote
the product by spreading positive information, while repelling users

global-similarity-based ones. On the other hand, the calculation 0 . . o :

global similarities takes into consideration extra topologies, whi scourage its usage by spreading negatlv_e |nfo_rmat|0_n. When a node

generates positive results especially when using the informationcboq‘.Comes gotential userfor .the second “'.T?e' It can mflgencg |ts.

longer path of nodes. pelghbors to become. potentlal.users. qumve and negative diffusion
nthis model are defined relative to the influence of a regular user,

Learning-based techniques, such as supervised and se tential havi itive diffusi li
supervised classification methods, are another powerful and eﬁicit\gmh potential users having a posilive difiusion on repefiing users,

approach. Random forest [13], decision trees [1], and k-near &d regul_ar users receiving pos_itive diffusion from potential users
neighbors [28] are recommended to support prediction based L#ftqnegatllviilﬁgsmr from re:)elllpl%“sDers. MAS s illustrated
classification. Moreover, profile features, location features, and socia Fgmair h simp i examp edo ted among " .IS ,Iv':\ssra eh. h
features extracted from social networks are proposed to predict links, I?h ' Wt etre eac us(;er IS denote t‘f’ls an tagefn| n | W (;C
attributes, preferences, and popularity. These approaches are o @ i ree tstaeso, o atn Iag,TrI’(]epreser;l.lng potential, regu art an
implemented using traditional neural networks, such as Convolutior} #e \ng states, respectively. The repefiing usemeceives posiiive
Neural Networks (CNNs), Deep Q-learning Networks (DQNS), an Iffusion frgm potential uset, and negatlve_ diffusion from _regular
Recurrent Neural Networks (RNNs). Recently, the development gperas: Wh'c_h_ are _marl_<ed as dark orange lines; the p_otenpal aiser
Graph Neural Networks (GNNs) has accelerated the achieveméng'Ves pqsmve d|ffu3|on_ from regular userand neg_anve diffusion

of high prediction accuracy in SNs. Graph Convolutional Networ om repelling usew, which are marked as black lines; the regular

(GCN) learns nodes’ characteristic representation from their neiglfjls‘-em1 receives positive diffusion from potential useyand negative

bors, extracting and handling graph structures and information [4 usion from rgpelllng Lset2, which are marked as green lines. In
ition, there is no diffusion between two users in the same state.

which include both ordered non-Euclidean data but also unorderd

data. Multi-layer GCN is suggested for learning and predicting node

representation in repost relations in time-stamped SN. Graph Attdh- Problem statement

tion network (GAT) suggests different attention indexes according User/Agent:in an MAS model, every user is an agentcharacter-

to neighbor’s contributions, enhancing the accuracy of informatidped by{s. ,p._, 0. } wheres, , which takes value op (potential),

cascade prediction and social recommendations [38]. In additiony gregular) orl (repelling), represents the current situation aof

multi-head self-attention mechanism is suggested for the transformer = {pr. ,rl. ,lpa ,rpa ,lra ,pla. } denotes the possibilities of

model to extract long-dependencies and bi-directional relationshigsrresponding state transforming, see Fig. 2. For instapee,

in sub-graphs [34]. denotes the possibility that agemt transforms from a potential user
The prediction of SN’s popularity has vast potential applicationisto a regular user. The valuesefandip are typically much smaller

including item forecasting, product promotion, topic/rumor detectiothan other possibilities in practical human activities, as it is rare and

and user recommendation. A content optimization platform has bedifficult for people to switch from a repelling to regular or potential

developed in [3] to analyze the popularity of content pieces on socshte. The set of transforming thresholds for the three states is denoted

media. An online advertising prediction model has been designedasd, = {07-,05,05 }.

[10] to predict future hot items, enabling quick user response. TheWe are now ready to statthe prediction problem of product

success rate of marketing campaigns in SNs can be predicted angularity under PNDas follows: given a population of potential

monitored, improving online marketing [14]. Search algorithms havesers linked by a fixed SN& = {V, E} (whereV is node set that

now considered different levels of popularity among users, improvirdgnotes all users anfl is edge set among users), let us activate a set
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Similar measures are applied &0, whose state i (see (3)-(4))
or [ (see (5)-(6)):

Sfa_ = Z TPa; i — Z Tlaj Q4 (3)

a;ENq. &sa;=p ajENa. &sa;=l
TPa =TPa +8fa, if sfa >0 @
rl;‘ =rle —Sfa, if sfa <O
Sfa. = Z lpa,ci — Z Ira;o;  (5)
a;€ENq.&sa;=p ajENa. &sa;=l
Fig. 1. An example for PND illustration. Ipe =lpa + sfa, if sfae >0 ©)
Ir, =lrg —sfa, if sfa <0

pn npl
3) State transforming:After obtaining the influence sumf, ,

we can calculaten.’s transforming possibilities according to the
Repelling following rules (7)-(9):

Potential __Repelling Potential
.‘:’ “:’ a.
T7 plw < pTaA& pTaA > 01

pf Regular "fl fp Regular fn It Sa. =D, SZ% = l’ pla‘ > pra‘& pla‘ > 9(21 (7)
p7 Sfa. = O
=0
Fig. 2. The transforming of three states on every agent urateesponding , vy 8fa. N
possibility. If sa. =7, 8q. = I, 1pa. <7la& rla. > 03 (8)
Py TPa. > Tla,& TPa. > 9(31
of original usersOU as regular ones of the product. Then, we aim T, Ira. > Ipa.& lra. > 67
to calculate the prediction of product popl_JIarity (i.e. the percentage If so. =1, sh, =< 1, sfs. =0 9)
of regular usersPr) under PND aftet,,., time steps. Py Ira. < Ipa.& lpa. > 03
IV. MAIN MODEL AND APPROACH wherela‘f',eg‘ and 0‘; indicate the threshglds ofi. on regular,
In this section, a PND model based on PotentiaI-ReguIar-repeLIiR tnesr}tcl)?rlngnnd repelling states, respectivedy; is the new state after
(PRL) users is proposed, along with interaction rules for MAS-basé INg.

4) Diffusion attenuation:If a user remains in the same state for
an extended period, the diffusion on that state decreases due to
attenuation. The attenuation function shown in (10) describes this
A. PND model on PRL phenomenon. The time threshold for attenuation is set at 30 time

The PRL diffusion model includes four steps: 1) initializing thesteps.
population, 2) executing PND diffusion among users, 3) calculating
the attenuation of information diffusion, and 4) analyzing the data

diffusion and an MASAM for product popularity predictions in SN.

Ty, = rpa.cxp(—t) & Ip,. = lpa.exp(—t), sa. =p

statistics. , ,
1) Population initialization: At the start of PRL diffusion, all users lTﬂ; = lra.ezp(=t) & pT‘j = pra.cap(~t), sa. =1  (10)
are considered potential, and the populatidr= |V| is initialized by pla. = pla.exp(—t) & rly = rla.cxp(—t), sa. =1

activating the nodes iWU. Specifically, the population is initialized \here¢ is the time step and > 30.
as |OU| regular users andlV'| — |OU| potential users. Repelling
users are not set in this step, but they emerge after a period of ti@e
of information diffusion. )
2) PND process among PRLTo calculate the influence sum Algorithm 1 presents the main MAS model [7], [16], [17]. Inline 1,
received by each user during the PND process, the positive dh@ initialization of MAS is executed by setting the social topology,
negative diffusions on potential users are taken into account. Ffributes, and activating regular users. Then, the MASAM algorithm
a potential usem. (s, = p), the influence sum received can bds invoked to extract features, as shown in line 2. At every time step,
the PND model under PRL is executed by MAS through agent links
in line 4. After diffusion, the current agent states are recorded in
sfa. = Z PTa; i — Z plajag (1) " tate» @and an attenuation function is applied to agents with long-
@i€Na &sa;=r ajENa, &sa;=l lasting states. In the initialization step, there are no repelling users.
Therefore, a trigger for the emergence of repelling users is designed
attention indexes that are from to a; and a;, respectively. The inlines 7-9 by randomly converting regular users into repelling users
calculations ofa.. will be introduced in Section IV-C. at the 30" time step. The states of all agents at the end of every
If sf.. = 0, the agent will maintain its current state. Otherwiselime step are recorded in line 10, and the number of agents in each

by obtaining the value off,., the transforming possibilities of. ~ State is output by Algorithm 1.
are updated by: The interactions among agents in the PND model are detailed

, ) in Algorithm 2. Each agent undergoes individual state judgment,
Pra, =pra.+ sfa, if sfa. >0 @ confirmation, and diffusion attenuation in lines 3-5, followed by in-
pl;_ = pla. — Sfa_, if sfa <O teractions with neighbors in lines 6-9. These individual managements

Main MAS model and interaction rules under PRL

calculated using the following equation:

where N, is the set ofa.’s neighbors, andx; and a.; are the
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Algorithm 1 Main MAS prediction algorithm %, which can be calculated by:
Input: A social networkG = (V, E), agents’ attributes se®? and b
©, activating seOU and time-step maximumty,q.. oy =wWfa W fa;) (11)
1: Initialize MAS: A =V, A + P, E&O, Agtate + OU, where || is the concatenation operatay, is the weight vector for
2: FeatureExtraction: MASAM(); feature vectors and its dimension is I%. is a global shared weight
3: for t=1t0t = tyas dO matrix that is of dimensio6 x 6 and can be trained. By obtaining the
4: PND interactions: Agentintercation(PREL PND); basic indexes ofi. to its neighbors, the final index (i.e.’s attention
5: Al ate +transformingAsiqte, ©); indexesa.; on a;) is calculated by:
3 ?tt(ir_lggtltﬁg(na.StateTlmes(BO); . cap(LeakyReLU (o)) w2
. - i = i
8: RepellingRandomlyf;—30); 2aen,, cxp(LeakyReLU (o))
o: end if With the generation of every attention index @rs neighborsa.’s
10:  A.record(); new feature vector is generated by:
11: end for
12: Statistic: Account-r(); Account-p(); Account-I(). ,
Output: Account,., Accounty, Account;. fa. = LeakyReLU ; .iW fa; (13)

In Algorithm 3, the MASAM steps are provided. Basic indexes are

are necessary for agent interactions. After the PND intienassteach ©Obtained from neighbors and gathered in dét, as shown in lines

agent updates its possibilities and undergoes state transformatiodff- Attention indexes are obtained and utilized for the calculation
necessary using (10), see lines 10-11. of new features, as depicted in lines 7-10. The attention indexes and

new features will be recorded, as indicated in line 11.

Algorithm 2 Agent interaction algorithm
1: for everya. € A do

Algorithm 3 MASAM Algorithm

2 for t=1 t0 ¢ = t,0, dO Input: A social networkG = (V, E), Feature-weight vectap.
3 IsInfluencer(iféa. = p)); 1: for everya. € MAS do
4: sa. +UpdateSate(); 2. fo=Initialize(a.),
5: Attenuationindex(); 3 for everya; € N,. do
6: for everya; € N,. do 4: ¥ — wW fo, W fa,);
7: IsPN(a.q; ); diffusion(ai, 2 — p(sa.)); 5: AC,. + af;
8: IsSPN(;,a.); receivinga;, 2 — p(sa.)); 6: end for
9: end for 7: for everya; € N,. do
10: P, sl S receiving(); 8: a.; < AttentionCoefficientdC\,.);
11: Transformingg., p.,.); 9 end for
12: end for 10: fi. + Feature(W, fa,)(a;i € Na.);
13: end for 11: a..Records();
12: end for

) ) In Fig. 4, the training process off is depicted. The compu-

C. MAS-based attention mechanism (MASAM) tation of new feature vectors by agents is performed using the
The most crucial procedure for popularity prediction under PNBharedW. Subsequently, the feature loss is calculated by labeled
is determining the six possibilities included in.. Therefore,p,. is agents, which are represented by orange circles. The loss value

considered a feature of the agent, anigeature Vector is defined as Zﬁzl Lfa, (p)In(fa,(p)) is computed by labeled ageat. Similar
fa = A{pra.,vla.,pa., Pa-, lra., pla.}. As users in SN are mainly loss computations are carried out by, a3, and a., respectively,
influenced by neighbors, an MASAM is presented in this section fand collected as the final loss for updatifig. The loss function is
feature extraction and calculation of the attention index that suppopiesented in
the computations of influence sum in (1), (3), and (5). 6
The basic process of MASAM |s.|IIustrated in Fig. 3. The attention L=— Z Z Lfa, (p)In(fh, (p)) (14)
of each agent is focused on its neighbors suchea® new feature, kEA; p—1
i aO'O:S gzr:}zrstedugiﬁo t:?#;2(:1‘2;?@1l?;?:ggfa?tt;r:ité;nir']rgiii)éiswhere Ar indicates the set of labeled agenisf,, denotes the
ot 102 03 USINg ; labeled feature vector afy, and Lf., (p) is thep

are depicted as orange lines in Fig. 3. Similar procedures are carrie " value ofLfa,.
. e . he loss calculation is utilized for the updating1éf based on the
out for a1, a2 andas, which are represented by blue lines.

The basic process of MASAM is illustrated in Fig. 3. For eacl!1abe| vector. The training steps for the weight maffix are outlined

agent, its attention is paid on its neighbors suclh@sA new feature n Algorithm 4 according to the gradient descent method.
f(’LO is generated byio through attention indexeso, co2 and aos
by calculating with a shared matrb¥’, which are marked as orange
lines in Fig. 3. Similar measures are applieditg a2 andas, which In this section, the experiment environment, database, baseline
are marked as blue lines. methods, and evaluation metrics for the issue of popularity prediction
The generation of attention indexes is divided into two steps: basite presented in Section V-A. Subsequently, the PND model designed
index computation and final index normalization. For each agent under PRL and MASAM, applied on a fixed SN, is tested under var-
and its neighbom; (a; € N,.), the basic index ofi. is denoted as ious experimental settings in Section V-B. The performance analysis,

V. EXPERIMENTS AND ANALYSIS
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a) the maximum percentage of regular users among. time
steps is

Rinaz% = MazNumber(R)/|Population| (15)
b) the average percentage of regular users amgng time steps
is
Soimae Number (R, t) /| Population|

t’rn(l,:L'

c) the average time of transforming to regular state for every
user in the population is

Ravg% -

(16)

Rirans = Total Number(Rirans)/| Population| a7

Fig. 3. Feature calculation in MASAM under SN. ii. Confusion matrixBy establishing a confusion matrix of PRL

users, the classification precision of each type of user becomes
evident.

iii. PrecisionThe precision calculated in this paper is macroscopic,
focusing solely on the percentage precision of the final popularity

Algorithm 4 Weight Matrix Learning Algorithm

1: for t=1 t0 ¢t = tmae dO
2: if t ==1then

s Initialize(W); after diffusion:

4: Loss=0;

5 else PTS% =1- |RSimulation - RT'rue'/RT'rue% (18)

3 for g;_l\eﬂé\gﬁﬁ(io hei)e Baseline methodsThe following three models are considered
g; . Iiﬁiﬂﬁgggmsso- _ Liner threshold (LS) mod_ell:n the LT model, the user's influence
10: end if ' is _accumulated _from its nelghborhqod. _On(_:e the influence accumu-
11: end for Ia_tlo_n exc_eeds its thr_eshold, the_dlffusmn is accepte_d by the user.
12: W’ «Update{V’,Loss); Slmllar!y, in the experiments, the influence accumu_lz_itlon follows the
13: end if ' ’ PND diffusion. Furthermore,. each user has a posmvg threshold for
14- end for its regular state and a negative threshold for its repelling state. If the

user’s influence is zero, it becomes a potential user.
User attributes (UA) modelJsers with similar attributes have the

<7 possibility of remaining in the same state for new product diffusion.
Feature Computation

In this method, the similarities of historical behaviors and existence

) ) lengths are calculated for users. Based on these similarities, the
Weight Updating positive and negative attitudes towards the product are diffused among

@ @ e similar users.
Graph embedding (GEXonsidering the process of random walk

in GE, the walking probabilities are calculated for diffusion proba-
bilities. The PND is then carried out among users and the popularity
is predicted based on these probabilities.

Loss Function

Fig. 4. Training process ofl/.

B. Experiments on various settings for proposed models

relative to baseline methods, is provided in Section V-C. Finally, a To evaluate the proposed models and algorithm, the focus of this
case study on the social campus network is disclosed in Section Vdection is on the experiment results under various settings. Firstly, the
The proposed algorithms are implemented through programminggarformance of metric i, which is the percentages of regular users,
C++ and Python, and the algorithm execution is performed on CR&)presented in Fig. 5.
equipment. In Fig. 5, the practical percentages of regular users are also
displayed. It is evident that the prediction results deviate slightly
from the real data. However, the percentages are controlled within a
reasonable range for predicting popularity Bha. and Rawvg with

1) Database: The experiment database is collected from a newferent population sizes. The average time taken for each user to
forum platform using a Python crawler. This dataset contains soc{gdnsition to a regular state indicates the extent of attitude exchange
relationships, accessing frequencies, and existence lengths of zg%ng users. The longer the average time, the more pronounced the
users over a span of 300 days. Specifically, the user relationsRipotional fluctuations in user attitudes. Consequently, the product
is indicated by their following queue in the data, where two USegffusion becomes more unstable and requires more time to reach a
following each other signifies a link in this social network (SN). Theg equilibrium.
accessing frequency is obtained by counting the user’s login time onsecongly, confusion matrices are established in Table | for various
the forum within a day. The existence lengths of each user represggpy|ation sizes. In each row, under the fixed population, the sum of

A. Database, evaluation metrics and baseline methods

the day intervals of continuous access to the forum. percentages is 100%, and every value represents the percentage of
2) Evaluation metrics:The evaluation metrics include: i) percent-predicted nodes for each category. It is worth noting that the True
ages of regular users, ii) confusion matrix, and iii) precision. Positive Rates, such as among 300 users, are displayéd.6,
i. Statistics about regular users’ percentage 75.4%, and89.0%. The macroscopic prediction is the main focus of
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all proposed methods, and the results in the confusion matrices are ;133

microscopic, which may not be highly satisfactory but are acceptable. £ o6

The changing process of PRL among 1000 users over 245 time steps 0

is presented in Fig. 6. £ I I I I I
g 01

oo oo

TABLE I ! 300 800 1000 1500 2000
CONFUS|ON MATRIX UNDER DIFFERENT POPULATION SIZES The population of users/agents.
Population size: 300 Population size: 800
Troe Pred P R L P R L Fig. 7. The precision results on different populations.
P 55.6% 25.2% 19.2%| 65.5% 14.7% 19.8%
R 17.2%  75.4% 7.4% 13.6% 78.3% 8.1% EMASAM ®LT WUA mGE
8.7% 2.3% 89.0%| 10.8% 6.4% 82.8% 018
Population size: 1000 Population size: 1500 g 0.16
Pred E 0.14
True P R L P R L 2 o.oli
P 71.9% 20.4% 7.7%| 69.2% 155% 15.3% % 008
R 13.5% 83.6% 2.9% 9.8% 87.7% 2.5% 5 005
1.1% 13.7% 85.2%| 7.1% 41%  88.8% g 0.04 I I I I
Population size: 2000 &0
Pfed 300 800 1000 1500 2000
True P R L The populationg of users/agents.
P 58.5% 352% 6.3%
R 9% 833% 7.7% . ) )
14.9% 9% 76.1% Fig. 8. Comparison of various methods.

Finally, the results of the last metrire are displayed in Fig. 7, “curriculum management” application through PRL-based PND and
represented by blue bars. It is satisfying to observe that the averd@@SAM methods. The aim is to predict the popularity of the
precisions from 30 running times fall within the range @2 -« “curriculum management” application among all users of a social
92%). The gray bars represent the final percentages of regular useampus network. The initialization of the feature vector for each user
in the true database, while the orange bars represent the predictimbased on their historical behaviors on new applications, calculating

the average probabilities of being a potential, regular, and repelling

C. Comparison with baseline methods user for different products.

The comparison of the LT model, AU method, GE, and MASAN]S Th_e fl_rs_t test is conducted on a randomly selected population of

L L . 00 individuals from the campus network. Thed¥; of users are

is illustrated in Fig. 8, where deviations from the true database are . o o

calculated. It can be observed that MASAM generates the minimurrffllndomly assigned as the original regular users, indicated by green
: nodes in Fig. 9(a). PND is performed using MASAM on the social

dew_atlon undgr every populatlon_5|ze. The LT mngI.eXh'b'tS t?éa mpus network, and after 80 time steps, the results for the three types
maximum deviation because the information diffusion is success

at every time step, leading to continuous accumulation of influen Q1 users are displayed in Fig. 9(b). At the 80th time step, there are

Once a user becomes a potential user in the LT model. it beco .8% repelling users and3.6% regular users. Upon completion of
. pote . r%% time steps, the final result of the popularity prediction is presented
challenging to decrease their threshold to a negative value an

- . in_Fig. 9(c), with a regular user percentage8@f2%. The same test
transition to a repelling user. The second poorest performance. Is . o - .
. - is repeated 50 times (with different original regular users in each run)
observed in the AU method, as the prediction becomes uncertdin ) ) S
L . .~ .0 obtain the average popularity percentag& @ %, which is close
when similar users of one user have different states. The d|ffu3|%)n
g . - - .- 10 the actual value 072.4%.
probabilities calculated by GE result in approximate but inferior ; .
The second experiment involves 1000 users from the campus
outcomes compared to MASAM. o . . . L
network. Considering the increase in population, the original user
) percentage is set &%. The results from one of the 50 running times
D. A case study on a social campus network are shown in Fig. 10. At the time step 6f), Fig. 10(b) displays
A case study is conducted on the popularity prediction of 46.7% regular users andl3% repelling users. Comparing it to
mobile-phone application called “curriculum management” using thHeg. 9(b), it can be observed that the number of repelling users in the

proposed methods. The simulation involves the promotion of tH®00 population is significantly higher, indicating a potential decrease
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Fig. 10. The results of case study: 1000 users.
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