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ABSTRACT
This paper develops new econometric methods for multiple structural break detection in panel data models with interactive fixed
effects. The new methods include tests for the presence of structural breaks, estimators for the number of breaks and their location,
and a method for constructing asymptotically valid break date confidence intervals. The new methodology is applied to a large
panel of US banks for a period characterized by massive quantitative easing programs aimed at lessening the impact of the global
financial crisis and the COVID-19 pandemic. The question we ask is as follows: Have these programs been successful in spurring
bank lending in the US economy? The short answer turns out to be: “No”.

1 � Introduction

Accounting for structural change has always been an impor-
tant issue in economics and elsewhere. However, because of
major events such as the 2007–2008 global financial crisis, the
2007–2010 subprime mortgage crisis, the 2016 Brexit referen-
dum, the 2020 COVID-19 outbreak, and the 2022 war in Ukraine,
interest has recently intensified.

The time series literature concerned with the estimation and
testing for breaks is huge, and there is by now considerable
accumulated empirical evidence of breaks in all kinds of eco-
nomic relationships, especially in macroeconomics and finance
(see, e.g., Stock and Watson 1996, 2003). Most of this evidence
is based on econometric techniques requiring that there is (at
most) one break (see, e.g., Andrews 1993). However, there are
also techniques that allow for an unknown number of breaks,
which is the most relevant scenario in practice. An important
contribution in this area is Bai and Perron (1998), “BP98” hence-
forth, who develop a methods for testing and dating multiple
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breaks in linear time series regression models. The methodol-
ogy includes (i) a number of tests for the presence of breaks,
including a sequential test procedure to estimate the number of
breaks, (ii) a breakpoint estimator, and (iii) a breakpoint con-
fidence interval. The BP98 methodology is widely applicable, it
is computationally attractive, and it is readily available in many
software programs, such as GAUSS, EViews, MATLAB, R and
most recently Stata (see Ditzen, Karavias, and Westerlund 2022).
BP98 has been instrumental not only for empirical economists
but also for econometricians who have used it as a launching pad
for numerous extensions (see the 2021 Journal of Econometrics
special issue in honor of Pierre Perron for overviews of some of
these works).

Panel data relationships are also susceptible to breaks, a fact that
is by now well-understood in the literature, and it is not difficult
to find empirical evidence in its support (see Antoch et al. 2019;
Boldea, Drepper, and Gan 2020; Kaddoura and Westerlund 2022;
Karavias, Narayan, and Westerlund 2023; Zhu, Sarafidis, and Sil-
vapulle 2020, to mention a few). Yet, it is not until recently that

Journal of Applied Econometrics, 2025; 40:74–88
https://doi.org/10.1002/jae.3097

74

https://doi.org/10.1002/jae.3097
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1002/jae.3097
http://crossmark.crossref.org/dialog/?doi=10.1002%2Fjae.3097&domain=pdf&date_stamp=2024-11-12


methods designed to estimate and test for breaks in such rela-
tionships have become available to practitioners. Most of these
methods are constrained to single break environments (see, e.g.,
Antoch et al. 2019; Baltagi, Feng, and Kao 2016; Baltagi, Kao,
and Liu 2017; Karavias, Narayan, and Westerlund 2023; Zhu,
Sarafidis, and Silvapulle 2020). Boldea, Drepper, and Gan (2020),
Kaddoura and Westerlund (2022), and Qian and Su (2016) allow
for multiple breaks and are therefore more general in this regard.
However, this generality comes at a cost in terms of the allowable
unobserved heterogeneity, which is important as unattended het-
erogeneity can be mistaken for breaks (and vice versa). In partic-
ular, while Qian and Su (2016) allow for individual fixed effects,
Boldea, Drepper, and Gan (2020) and Kaddoura and Wester-
lund (2022) assume that the unobserved heterogeneity is made up
of a special type of interactive random effects that basically can be
ignored in the estimation. Li, Qian, and Su (2016) allow for more
general interactive effects and multiple breaks that are dealt with
using a version of the (group fused) least absolute shrinkage and
selection operator (LASSO) method. As far as we are aware, this
is the most general approach available at the moment. The use of
the LASSO does, however, make for a rather complicated estima-
tion problem that is not only nonlinear but that also involves a
number of tuning parameters. In particular, researchers need to
specify a penalty tuning parameter, an adaptive weight, a shrink-
ing threshold, and the number of factors, and performance can
be very sensitive to these choices. The LASSO of Li et al. is also
not equipped to deal with models in which only a subset of coef-
ficients are breaking, and it does not allow for the construction of
breakpoint confidence intervals. The same is true for the LASSO
considered by Kaddoura and Westerlund (2022). The paper that is
closest to ours in terms of the techniques used is that of Karavias,
Narayan, and Westerlund (2023). As already pointed out, how-
ever, they only allow for one break, and the extension to multiple
breaks is nontrivial.

In the present paper, we take the above observations as a source
of inspiration for developing a fully fledged panel extension of
BP98’s time series methodology. The model that we consider for
this purpose, laid out in Section 2, is very general and allows
for not only multiple structural breaks but also interactive fixed
effects. As we explain in detail in Section 3, in contrast to Li,
Qian, and Su (2016), the estimation of the interactive fixed effects,
the breaks, and the model parameters is not carried out jointly
but sequentially in two steps, which enables us to separate the
breaks from the effects. We begin by estimating and removing the
interactive effects, which is done using a version of the computa-
tionally convenient common correlated effects (CCE) approach
of Pesaran (2006). With the interactive fixed effects gone, in the
second step, we apply a panel version of BP98’s methodology
to the resulting cleaned up regression. The validity of the new
methods is established under the condition that both the number
cross-sectional units, � , and the number time periods, � , tend
to infinity such that � �� tends to zero. According to our Monte
Carlo study reported in the supporting information appendix,
however, the proposed methods work well even in small samples
where this condition is not met.

While the US economy has been struck by several major events
in the past 15 years, the 2007–2008 global financial crisis and the
2020 COVID-19 outbreak have been particularly disruptive. In
both cases, the Federal Reserve’s policy response was the use of

a series of large-scale asset purchase programs, or “quantitative
easing” (QE) rounds, whose usefulness to this date is debated.
In Section 4, we evaluate whether these rounds achieved their
primary goal of spurring credit flow in the economy. According
to the Lucas critique, effective QE policies should cause breaks
in banks’ lending behavior. These can be detected using the new
methodology. The sample that we use covers 3557 banks across
64 quarters, from 2005Q3 to 2021Q3. According to the results,
bank lending has suffered from a number of breaks that can be
attributed to the Federal Reserve’s QE interventions. However, a
majority of these did not have the intended expansionary effect,
but rather banks took the opportunity to build up reserves in
order to meet their capitalisation requirements. The main excep-
tion occurs towards the end of the sample, a period that includes
the COVID-19 outbreak. At this point in time, the health of the
banking sector had improved substantially, and the subsequent
interventions were large enough for banks to be able to expand
lending while at the same time cover their capitalisation needs.
The net effect over the whole sample period is that lending has
increased, but just barely.

Section 5 concludes. All proofs and theoretical results of sec-
ondary nature are provided in the supporting information
appendix, which also contains our Monte Carlo study. In a com-
panion paper, Ditzen, Karavias, and Westerlund (2022) present a
new Stata command, called �������, for implementing the new
methodology.

2 � Model and Assumptions

2.1 � Model

Consider the following panel data model with � structural breaks:

���� � ��
���
� ���

���
Æ1 � ���� for 	 � 1
 � 
 �1


���� � ��
���
� ���

���
Æ2 � ���� for 	 � �1 � 1
 � 
 �2


�

���� � ��
���
� ���

���
Æ��1 � ���� for 	 � �� � 1
 � 
 � 


(2.1)

where �1
 � 
 �� are the dates of the structural breaks. We also
define �0 � 0 and ���1 � � . The dependent variable ���� and the
error ���� are scalars, the regressors ���� and ���� are �� � 1 vectors
and �� � 1 vectors, respectively, and � and Æ1
 � 
 Æ��1 are con-
formable vectors of coefficients. The coefficients of ���� are unaf-
fected by the breaks, while those of ���� are affected by the breaks.
It is possible that all coefficients break, in which case we define
��
���
� � 0. It is also possible that different coefficients break at dif-

ferent times by allowing subsets of Æ� to remain constant across
regimes. We follow the bulk of the previous literature and assume
that � and Æ1
 � 
 Æ��1 are equal across the cross-section. One
way to relax this assumption is to follow Pesaran (2006) and to
assume that the individual coefficients are randomly distributed.
This will not affect the validity of our methodology, which can
then be considered as estimating the mean of those coefficients.
We also assume that the breaks are discrete and that their timing
is the same for all cross-sectional units, which is again standard
and reasonable in low-frequency panel data sets.
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In terms of the empirical study of Section 4, ���� is one of three
measures of lending by bank � in quarter 	. The regressors in ����,
whose coefficients are allowed to be breaking, are bank hold-
ings in securities believed to be affected by QE. The regressors
included in ���� are control variables like returns on assets (ROA),
total assets, equity, and cost of deposits, among others.

Unobserved heterogeneity in ���� is allowed through the following
interactive fixed effects specification:

���� �  �
�
�� � ����
 (2.2)

where � is a � � 1 vector of unobserved common factors with
�� being the associated vector of factor loadings and ���� is an
idiosyncratic error. The interactive effects are here given by  �

�
��.1

Because they are common to all cross-sectional units, the factors
are a source of strong cross-section dependence.

The model in (2.4) does not allow the breaks to affect the loadings
in ��. This condition is not necessary. Breaks in �� that take place
at the same dates as those in Æ� can be permitted without affecting
any of our results. Breaks that only affect �� or that take place at
different dates than those in Æ� can also be accommodated with-
out change but that will cause the number of unknown factors to
increase. In the empirical study of Section 4, we explain how to
accommodate observed common factors with breaking loadings.

In many empirical applications, it is likely that � is correlated
with the regressors. In order to capture this, we assume that

���� � ��
���

� � ������
 (2.3)

���� � ��
���

� � ������
 (2.4)

where the factor loading matrices ���� and ���� are � � �� and
� � ��, respectively, while the idiosyncratic errors ������ and ������
are �� � 1 and �� � 1, respectively. The presence of � here is
reasonable because regressors are often co-moving, both among
themselves and across the cross-section.

A prominent example of an unobserved factor that affects both
bank lending and the right-hand side control variables is the stim-
ulus provided by the Federal Reserve through conventional mon-
etary policy, as measured by the difference between the federal
funds rate and the optimal interest rate predicted by models such
as the Taylor rule. This variable is unobserved and is therefore
typically not included. Other factors include concurrent policies
such as the Troubled Asset Relief Program, house price growth,
the average maturity structure of the Federal Reserve’s holdings
of Treasury securities, and aggregate demand and supply shocks
from current and anticipated macroeconomic conditions. It is
natural to assume that banks respond heterogeneously to each of
these factors, which in (2.2)–(2.4) is captured by the unit-specific
factor loadings ��, ���� and ����.

The formal assumptions that we will be working under are laid
out in Section 2.2. However, before we take the assumptions, it
is useful to first stack (2.1)–(2.4) over time and to also introduce
the CCE estimator that we will be using. Let us therefore denote
by diag��
�� the block-diagonal matrix that takes the matrices
� and � as the upper left and lower right block, respectively. Let

�� � 	�1
 � 
 ��
 be the set of breakpoints. We can now define
the following matrices:

������ � diag��1��
 � 
���1���


�������� � diag����1��
 � 
 �����1���


� ���� � diag��1
 � 
 ���1�


where ���� � �������1�1
 � 
 �����
�� is ��� � ���1� � ��, ������ �

���������1�1
 � 
 ������� �
� is ��� � ���1� � ��, and �� � ����1�1
 � 


��
�� is ��� � ���1� � � for � � 1
 � 
 � � 1. Hence, ����, ������,

and �� stacks the time observations within regime �. The matri-
ces ������, ��������, and � ���� stack these regime-specific
stacks on the diagonal, which means that their dimensions
must be � � �� � 1���, � � �� � 1���, and � � �� � 1��, respec-
tively. We also introduce the � � 1 vectors �� � ����1
 � 
 ���� �

�

and �� � ����1
 � 
 ���� �
�, the � � �� matrix �� �

�
��
��1
 � 
 ��

���

��
,

the �� � 1��� � 1 vector Æ �
�
Æ�1
 � 
 Æ�

��1

��, the � � � matrix � �

�1
 � 
 � �
�, and the � � �� matrix ���� � ������1
 � 
 ������ �

�. In
this notation, the time-stacked version of (2.1)–(2.4) becomes

�� � ��� �������Æ � ��
 (2.5)

�� � ��� � ��
 (2.6)

�� � ����� � ����
 (2.7)

������ � � ��������1 � ����� � ��������� (2.8)

The fact that � enters (2.6)–(2.8) means that (2.5) cannot be con-
sistently estimated by ordinary least squares (OLS) even if �� is
known, because the �� and ������ are correlated with �� through
� . Consistent estimation of � and Æ is therefore not possible with-
out properly controlling for � . While there are other approaches
that can be used for this purpose, here, we opt for a version of
the CCE approach of Pesaran (2006), which is simple, robust,
and with excellent small-sample properties (see, e.g., Westerlund
and Urbain 2015). In particular, since in a model with breaks the
cross-sectional average of the dependent variable is uninforma-
tive in this regard, unlike in standard CCE, the estimator that we
use here employs the cross-sectional averages of the regressors
only to estimate (space spanned by) � . Let us collect these regres-
sors in the � � ��� � �� � 1���� matrix ������ � ���
�������.
Define the following � � � the projection error matrix:

�
	����

� �� ������������
�������

�1�����
�
 (2.9)

where �� � ��1�


��1�� is the cross-sectional average of any
generic variable ��. In the supporting information appendix,
we show that premultiplication by this matrix eliminates the
factors asymptotically. Let us therefore denote by Ã � Ã���� �

�
	����

� the “defactored” version of any � -rowed matrix �.2 In
this notation, the model to be estimated is given by

 � � �  � �� �  � �����Æ �  ��� (2.10)

This model can be stacked over the cross-section, giving

 � �  �� �  � ����Æ �  !
 (2.11)
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where  � �
�

 �
�

1
 � 
  �
�




��
,  � �

�
 �
�

1
 � 
  �
�




��
,  � ���� ��

 � 1����
�
 � 
  � 
 ����

�
��, and  ! �

�
 ��1
 � 
  ��




�� are all
�� -rowed. The CCE estimator of Æ that we will be considering
in this paper is simply the pooled OLS estimator obtained
from (2.11);

"Æ���� � �  � ����
�� ��

 � �����
�1  � ����

�� ��
 � 
 (2.12)

where � �� � �
� �  ��  �
�  ���1  �

�.

2.2 � Assumptions

We begin this section with some additional notation. If � is a
matrix, tr��� and rank��� signify its trace and rank, respectively,
and ����� ��

tr����� signifies its Frobenius norm. We write � #

0 to signify that � is positive definite. The symbols � , �� and
�� signify convergence in distribution, convergence in proba-
bility, and weak convergence, respectively, and ��	 signifies the
integer part of �. We use �
 � � � to indicate that the limit has
been taken while passing both � and � to infinity. We use w.p.a.1
to denote with probability approaching one. Here and throughout
the remainder of this paper, � 0

�0 �


� 0

1 
 � 
 � 0
�0

�
will be used to

denote the set of true breakpoints with �0 being the true number
of breaks. If �0 � 0, we define � 0

�0 � .

Assumption 2.1. (Breaks).

(i) � 0
�
� �$0

�
� 	 for � � 1
 � 
 �0 � 1, where $0

0 � 0 % $0
1 %

��� % $0
�

% $0
�0�1 � 1.

(ii) 0 % ��Æ�� % � and Æ��1 � Æ� whenever �0 # 0.

Assumption 2.2. (Errors).

(i) ���� �
�
��
�����


 ��
�����

��
is a covariance stationary process

that is independent across � with absolutely summable
autocovariances, !������ � 0��������1, !������

�
���
� � ����, and

!���������4� % �.

(ii) ���� is a covariance stationary process that is independent
across � with absolutely summable autocovariances,
!������ � 0, !

�
�2
���

�
� &2

���
, !

�
���

�
�

�
� ���� and !

�
�4
���

�
%

�.

(iii) ���� and ���� are independent for all �, �, ' and 	.

Assumption 2.3. (Factors).

(i) � �1� �� # 0 w.p.a.1 for all � .

(ii) !������2� % � for all 	.

(iii) � is independent of ���� and ���� for all �, ' and 	.

Assumption 2.4. (Loadings).

(i) rank���� � � � �� and rank���� � � � �� for all � .

(ii) ��, ���� and ���� are nonrandom such that ������ % �,�������� % � and �������� % �.

Assumption 2.5. (Invertibility). ��� ��1  �
�  � # 0 and

��� ��1  � ����
�� ��

 � ���� # 0 w.p.a.1 for all � and � .

Assumption 2.6. (Moments). The following holds as
�
 � � �:

(i) 1

�� 0

�


�
��1

� 0
��

��� 0
��1�1

(������ (�
�
�����
�� �� 


(ii) 1

�� 0

�


�
��1

� 0
��

��� 0
��1�1

� 0
��

��� 0
��1�1

�������� (������ (�
�
�����
�� �� 


(iii) 1�

�� 0

�


�
��1

� 0
��1�����

0
�
��

��� 0
��1�1

���� (������ �� �
1	2
�

�� �'�


where � � 1
 � 
 �0 � 1, �� 0
�
� � 0

�
� � 0

��1, ' � �0,1�, ���'� is
an �� � 1 vector standard Brownian motion on the same
interval, and (������ � ������ �

�


��1
�� 0

�

��� 0
��1�1

������)������� with )������� �

��
�����

��


��1�
�
���

����

��1
������.

Assumption 2.1 requires that the breaks are distinct and hence
that each regime increases with � . This is standard in the type
of large-� panel data that we are considering (see, e.g., Baltagi,
Feng, and Kao 2016). In pure time series, it is even necessary, as
enough observations are needed to consistently estimate the slope
coefficients in each regime. The panel data structure brings more
(cross-sectional) information to the table, and this enables con-
sistent estimation of the breakpoints even if the regimes are not
expanding (as we show in the supporting information appendix).
Testing for breaks is, however, more demanding in this regard and
is not possible without Assumption 2.1.

Assumptions 2.2–2.4 are standard in the CCE literature (see
Pesaran 2006) and are not particularly restrictive. For example,
while Assumption 2.2 (iii) do rule out lagged dependent vari-
ables in ���� and ����, ���� is still allowed to be serially correlated
through both � and ����. This assumption also does not rule out
endogeneity, as ���� and ���� can be correlated with ���� through
�. Assumption 2.3 holds if � is stationary, which can be restric-
tive. Assumption 2.3 is not necessary, though and can be relaxed
to allow for generally trending factors without changes to the
methodology by the same arguments as in Westerlund (2018).
Assumption 2.4 (i), which dictates that the number of factors can-
not be larger than the number of averages employed by CCE, is
also stronger than necessary. It can be relaxed if some of the fac-
tors are observed. Observed factors can be appended to �����

and projected out with the effect that these factors do not have
to satisfy Assumption 2.4 (i). In Section 4, we elaborate on this
point.

Assumption 2.5 is a noncollinearity condition. It demands
that the regressors have enough variation across both the
cross-section and time after projecting out all variation that can
be explained by the factors, which is a standard requirement in
the interactive effects literature (see Pesaran 2006).

Assumption 2.6 requires that the moments of ������ after project-
ing out the part of the variation that is due to ������ are constant
within regimes. This is needed for our asymptotic distribution
theory but not for the consistency of the estimated breakpoints.
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3 � The New Methods and their Asymptotic
Properties

3.1 � Testing for Structural Breaks

This section presents tests for three hypotheses, labelled
“(A)”–“(C)”, which are useful for establishing whether or not
there are any breaks and for determining their number. Some of
these are stated in terms of the set of permissible break dates, in
which all breaks are distinct and bounded away from the sample
endpoints. This set is given by

���� � 	��1
 � 
 ��� � ����1 � *� 
 �1 � *� 
 �� � �1 � *�� 



(3.1)
where ��� � �� � ���1 and * # 0 is a user-defined trimming
parameter, the choice of which will be discussed later.

Hypotheses:

(A) The null hypothesis is that there are no breaks, and the
alternative hypothesis is that there are at most � structural
breaks, which may or may not be equal to �0, and where the
dates of the breaks can be either known or unknown. If the
breakpoints are known, the null and alternative hypothe-
ses can be stated in the following way:

+�

0 � Æ1 � ��� � Æ��1
 (3.2)

+�

1 � Æ� � Æ� for some , � � � 	1
 � 
 � � 1
� (3.3)

If, on the other hand, the breakpoints are unknown, the
null hypothesis is the same but the alternative changes to

+�
1 �

�
��
����

	Æ� � Æ� for some , � �
� (3.4)

(B) The null hypothesis is that there are no breaks, and the
alternative is that there is an unknown number of breaks,
where the number of breaks is bounded from above by
some prescribed value ����. Formally,

+�
0 �

�����1�
��2

	Æ1 � ��� � Æ�

 (3.5)

+�

1 �

�����
��1

����
�

��
����

Æ� � Æ� for some , � �

�����
� (3.6)

(C) The null hypothesis is that there are � breaks and the alter-
native is that there are � � 1 breaks. The value of � is spec-
ified by the researcher. Formally,

+�
0 �

��1�
��1



Æ� � Æ��1 and Æ� � Æ� for any ��
 �� � ��
 � � 1�

�



(3.7)

+�
1 �

�
	����1�� ���1�

	��



Æ� � Æ�

�
� (3.8)

We will consider four test statistics, two for (A) and one for each
of (B) and (C). These can be seen as panel extensions of the time
series statistics developed by BP98.

To test +�
0 versus +�

1 when the dates of the breaks are known,
define the ��� � �� � 1��� matrix - � �� � ���� 
���� �, which
is such that �-Æ�� � �Æ�1 � Æ�2
 � 
 Æ�

�
� Æ�

��1�. The appropriate
� -statistic to use for testing this hypothesis is given by � �� 0

�0 �,
where

� ���� �
��� � �� � �� � 1���� � �� � �� � 1���

���

"Æ����
�-��- ". �Æ-

���1- "Æ�����

(3.9)

The degree of freedom correction used in the normalization
of "Æ����

�-��- ". �Æ-
���1- "Æ���� is not necessary but we keep it

since it leads to slightly better small sample performance than
if �� ������ is used. The �� � 1��� � �� � 1��� matrix ". �Æ is an
estimator of the asymptotic covariance matrix of "Æ���� (with the
dependence on�� suppressed), which is given by

". �Æ �
"�
�1

"� "�
�1

� (3.10)

Here
"� � ��� ��1  � ����

�� ��
 � ����
 (3.11)

"� � "�0 �

��
��1

�
1 � /

0 � 1

�
� "�� � "�

�

�
�
 (3.12)

"�� �
1

��


�
��1

��
����1

"���� "������ (���� (�
�
�����


 (3.13)

where 0 is a user-specified bandwidth. The 1 � �� vector (�
�
���

is
the 	-th row of the � � �� matrix (� � � � (���1
 � 
 (���� �

�, which
in turn is the �-th block of the �� � �� matrix � ��

 � ���� �

� (�
�

1
 � 
 (�
�



��. The scalar "���� is the 	-th row of the � � 1 vector

"�� � � "���1
 
 � 
 "���� �
�, which is the �-th block of the �� � 1 vector

"� � � "��1
 � 
 "��


�� � � �� �  � �  � ���� "Æ�����.

The following theorem provides the asymptotic distribution of
� �� 0

�
�. The theorem is stated in terms of the following process,

which is a multiple break generalization of the squared tied-down
Bessel process that is otherwise so common in the break testing
literature (see, e.g., Andrews 1993):

����� �
1

���

��

��1

��������1� � ���1������
���������1� � ���1������

�����1����1 � ���
�

(3.14)
with ��$�� being an �� � 1 vector standard Brownian motion on
�0,1� and�� � 	$1
 � 
 $�
. The true value of�� is denoted�0

�0 �

$0

1
 � 
 $0
�0

�
. We also define the supremum of the above process:

sup 1��� � sup
��
����

1����
 (3.15)

where

���� � 	�$1
 � 
 $�� � �$��1 � *
 $1 � *
 $� � 1 � *
 (3.16)
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with �$� � $� � $��1. The dependence of 1���� and sup 1��� on
�� and * is suppressed in order to avoid cluttering the notation.

Theorem 3.1. Suppose that Assumptions 2.1–2.6 are met
and that +�

0 holds. Then, as �
 � � � with � �� � 0,

�
�
�

0
�0

�
�� 1

�
�0
�0

�
� ��0�� �
��������

0�1����������0�1��� 
 (3.17)

where �� and � signify weak convergence and equality in
distribution, respectively.

The requirement that � �� � 0 does not seem to be very impor-
tant in practice. Indeed, as we demonstrate in our Monte Carlo
study reported in the supporting information appendix, the pro-
posed methods perform well even when � and � are similar in
size (see, e.g., Pesaran 2006; Westerlund and Urbain 2015, for sim-
ilar results).

If � 0
�

is unknown, which is the empirically most plausible sce-
nario, the following statistic may be used:

sup � ��� � sup
��
����

� ����� (3.18)

This test is feasible if � is “small”. If � is “large” it becomes
computationally very costly to find the set �� that maximizes
� ����. Grid search requires 2�� �� least squares operations. By
contrast, by using the efficient breakpoint estimation algorithm
presented in Section 3.2, we can limit the number of operations
to 2�� 2� for any �. The basic idea is to first apply this algorithm
to obtain "� � � 	 "� 1
 � 
 "� �
. Analogously to �0, ���1, and �0,
we define "� 0 � 1, "� ��1 � � , and "� 0 � . Given "� �, we com-
pute sup � ��� � � � "� �� and use this as our test statistic. The
asymptotic distribution of sup � ��� is a direct consequence of
Theorem 3.1, and it is reported in Corollary 3.1 below. However,
before we state the corollary, we present the proposed tests of
hypotheses (B) and (C).

Testing +�
0 versus +�

1 can be done using the following panel ver-
sion of BP98’s “weighted double maximum” statistic:

WDmax� ������ � max
1�������

3��1

3���
sup � ���
 (3.19)

where 3��� is the critical value of sup � ��� at significance level 4

and � breaks.3

The test of +�
0 versus +�

1 can be carried out using the following
statistic:

� �� � 1��� � sup
1�����1

sup
��


�� ���

� ���� "� ��
 (3.20)

where "� � is a set of � estimated (or known) break dates stip-
ulated under the hull hypothesis, �� is the additional �� � 1�-th
break under the alternative, and

"� ��� �


�� � "� ��1 � � "� �* � �� �

"� � � � "� �*
�

(3.21)

is the set of permissible breaks in between the estimated �� �

1�-th and �-th breaks. Hence, � �� � 1��� is testing the null of �

breaks versus the alternative that there is an additional break

somewhere within the regimes stipulated under the null. Finally,
� ���� "� �� is given by

� ��
�
� �� �� �

��� � �� � �� � 2���� � �� � �� � 2���
��

� �Æ

��
�� �� ��

���
��

�

�
��

�	 �Æ�
�

�

��1
��

�Æ

��
�� �� ��

��
�

(3.22)
where "Æ

��
"� �
 ��

��
comes from a regression with � � 1 breaks

at dates
�

"� �
 ��

�
. The same is true for ". �Æ . The matrix

-� is given by -� �
�
0���1
 � 
 0���1
 ��� 
���� 
 0���1
 � 
 0���1

�
,

where ��� sits in the �-th position, while���� sits in the �� � 1�-th,
so that �-�Æ�

� � Æ�
�
� Æ�

��1.4

Corollary 3.1. Suppose that Assumptions 2.1–2.6 are met
and that the null hypothesis of each test holds. Then, as �
 � �

� with � �� � 0,

(a) sup � ����� sup 1���


(b) WDmax� ������ �� max
1�������

�
�1

�
��
sup 1���


(c) 5 �� �� � 1��� � �� � �5 �sup 1�1� � �����1�

The asymptotic results given in Corollary 3.1 are the same as
the ones given in Propositions 6 and 7 of BP98. This is conve-
nient because it means that appropriate critical values are already
available. Critical values for sup � ��� and WDmax� ������ are
reported for * � 0.05, � � 	1
 � 
 9
 and �� � 	1
 � 
 10
 in
Table 1 of BP98, and in Table 2, they report critical values for
� �� � 1���. Bai and Perron (2003a, Table 1) report response sur-
face regressions for all tests that are valid for more values *, � and
��.

The � �� � 1��� test can be applied sequentially for � � 0,1
 ��� to
estimate the number of breaks. In this case, we start by testing the
null of no breaks against the alternative of a single break using
� �1�0�. If the null is accepted, we set "� � 0 and terminate the
procedure. If, however, the null is rejected, we estimate the break-
point, denoted "� 1, and split the sample in two at "� 1. We then test
for the presence of a break in each of the two subsamples using
� �2�1�. If no breaks are found, we set "� � 1 and stop, whereas
if breaks are detected, we estimate their location and split the
sample again. This process continues until the test fails to reject
or until the maximum permissible number of breaks is reached.
This number is a function of the trimming parameter * and is
given by �1�*	 � 2, where ��	 denotes the integer part of �.

A problem with the sequential approach just described is that it
does not account for the multiplicity of the testing problem. It will
therefore reject too often. In order to prevent this from happening
the significance level of each test in the sequence, 4, say, should
be set as a decreasing function of the sample size.

Theorem 3.2. Suppose that Assumptions 2.1–2.6 are met.
Suppose also that � �� � 1��� is applied sequentially at signifi-
cance level 4 such that ��4 � 6 # 0. Then, as �
 � � � with
� �� � 0,

5
�
"� � �0�

� 1� (3.23)
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TABLE 1 � Variable definitions.

Variable Definition

Dependent variables
Total loans Log of total loans
RE loans Log of real estate loans
C&I loans Log of commercial and industrial loans

Regressors
MBS Mortgage-backed securities over total assets
non-MBS Total securities held minus MBS securities over total assets
Total assets Log of total assets
Equity Equity over total assets
ROA Return on assets
Bank cash Balance sheet cash flow over total assets
Cost of deposits Interest expense of deposits over total assets
Net income Net income over total assets
Inflation The first difference of US inflation
GDP US per capita GDP growth

Note: All regressors are lagged one period. The data are sourced from the Federal Deposit Insurance Corporation and FRED.

TABLE 2 � Descriptive statistics.

Variable Mean STD Min Max CD CIPS

Total loans 11.709 1.482 6.590 20.773 10124.055*** �4.19***
RE loans 11.273 1.610 3.638 20.008 9489.100*** �4.41***
C&I loans 9.508 1.709 0.693 19.684 5728.323*** �4.53***
MBS 0.075 0.092 0.000 0.820 623.285*** �3.88***
non-MBS 0.161 0.125 0.000 0.926 2089.694*** �4.43***
Total assets 12.228 1.399 8.004 21.914 14258.548*** �4.66***
Equity 0.111 0.032 �0.026 0.730 2095.189*** �4.58***
ROA 0.103 0.082 �3.083 2.548 1593.754*** �5.18***
Bank cash 0.082 0.081 0.000 0.939 4513.740*** �5.34***
Cost of deposits 0.006 0.006 0.000 0.123 19083.858*** �4.82***
Net income 0.006 0.006 �0.209 0.113 9888.248*** �5.16***
Inflation 0.002 0.770 �3.847 1.931 — —
GDP 0.887 1.792 �9.793 8.184 — —

Note: “Mean”, “STD”, “Min”, and “Max” refer to the sample average, the sample standard deviation, the sample minimum value, and the sample maximum value. While the
column labelled “CD” reports the results obtained by applying Pesaran’s (2021) test for cross-sectional correlation, the column labelled “CIPS” reports the results obtained
by applying Pesaran’s (2007) panel test for a unit root to the defactored variables. The CD and CIPS test results for GDP and inflation growth are not reported as these
variables do not vary by bank. The superscripts “*”, “**”, and “***” denote statistical significance at the 10%, 5%, and 1% levels, respectively.

Theorem 3.2 requires that 4 converges to zero. In empirical prac-
tice, however, just as � and � are never infinite, 4 does not need
to be zero. Our simulation results show that 4 � 0.05 works sat-
isfactorily, as do the results of Bai (1999).

3.2 � Breakpoint Estimation

In the previous section, we were concerned with testing for the
existence of breaks and with estimating their number, �0. Once
�0 has been estimated, interest turns to the location of the breaks,

which is the topic of this section. According to Theorem 3.2,
knowing "� is as good as knowing �0, at least asymptotically. In
this section, we therefore treat �0 as known.

The problem of estimating the breakpoints is not independent of
that of testing for breaks. In fact, the "� � that minimizes the sum
of squared residuals (for a given �) is the same as the one that
maximizes � ����. The breakpoint estimator that we will employ
is therefore given by

"� �0 � arg min
��0
��0 ��

77-���0 � � arg max
��0
��0 ��

� ���0 �
 (3.24)

Journal of Applied Econometrics, 202580

 10991255, 2025, 1, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/jae.3097 by B

runel U
niversity, W

iley O
nline L

ibrary on [13/02/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



where

77-���� � "�� "� �
�

 � �  � ���� "Æ����
��

� ��

�
 � �  � ���� "Æ����

�
�

(3.25)
Consider the model for  � in (2.11). If � � 0���1 was known, then
 � �  � ���0 �Æ �  ! is a pure structural change model, and for
such a model,��0 and Æ can be estimated using the dynamic pro-
gramming algorithm of Bai and Perron (2003b), “BP03” hence-
forth. While initially proposed as an efficient way to minimize
the sum of squared residuals in the pure time series context, the
algorithm can be extended in a straightforward manner to the
current more general context, as it is just a way to compare pos-
sible combinations of breakpoints to achieve a minimum global
sum of squared residuals. The efficiency of the algorithm comes
from recognizing that with � times series observations the total
number of possible sample splits is � �� � 1��2 for any � and is
therefore 2�� 2�. With � known but not necessarily zero, then
 �� can be subtracted from  � and the dynamic programming

algorithm can be applied to  � �  �� �  � ���0 �Æ �  !, which is
again a pure structural change model. With � unknown, the esti-
mation can be carried out in an iterative fashion, which we will
now describe.

Breakpoint estimation algorithm:

1. Initiate "� by treating the coefficients of both ���� and
���� as subject to structural change. Define  ����0 � sim-
ilarly to  � ���0 � and apply BP03’s dynamic program-
ming algorithm to the pure structural change model  � �
 ����0 �� �  � ���0 �Æ � error, where �����0 �
� ���0 �� is

used in place of ����0 � to estimate the factors. This yields
"� �0 , "�, and "Æ.

2. Update "� by fitting  � �  � � "� �0 � "Æ �  �� � error by OLS,
this time using � in place of ����0 �.

3. Update "� �0 and "Æ by applying the dynamic programming
algorithm to  � �  � "� �  � ���0 �Æ � error using � ���0 � in
place of ����0 �.

4. Update "� and "Æ by estimating (2.11) by OLS conditional on
"� �0 (and using �� "� �0 � to estimate the factors).

5. Iterate steps 3 and 4 until convergence.

Notice how the averages change in every step. As mentioned
in Section 2.2, if there are known factors, then these should be
appended to the averages at every step.

The above algorithm is similar in spirit to the one considered by
BP03 in case of a partial structural change model. While con-
vergence to the global minimum is not guaranteed, convergence
to a local optimum for the resulting iterated estimator has been
shown by Sargan (1964). Tests with both simulated and real data
in BP03 and here confirm that convergence is fast, typically with
only one iteration needed and rarely a second.

In what follows, we prove that "� �0 is consistent and derive its
limiting distribution.

Theorem 3.3. Suppose that Assumptions 2.1–2.5 are met.
Then, for all � � 1
 � 
 �0 � 1, as �
 � � � with � �� � 0,

5

�
"� � � � 0

�

�
� 1� (3.26)

As is well-known, with time series data consistent estimation of
the breakpoints is not possible, but only consistent estimation of
the break fractions, and this is true also for BP98. By contrast,
Theorem 3.3 states that "� �0 is consistent. The accuracy of the
estimated breakpoints is therefore greatly enhanced when com-
pared to the time series case. This is important in our empirical
study, because policy-induced breaks have proven to be difficult
to detect using pure time series techniques (see, e.g., Lubik and
Surico 2010).

Define 8� � ��
�
���1����

�
�
���� , 91�� � ��������

�
�
���� and

92�� � �����1����
�
�
���1�� , where �� � Æ��1 � Æ� , and �� and

�� are as in Assumption 2.6. Let �1�� �'� and �2�� �'� be two scalar
standard Brownian motions on �0
�� that are independent
of each other as well as over �. Also, �1�� �0� � �2�� �0� � 0. We
now define .� �'� such that .� �'� � �1�� ��'� � �'��2 if ' � 0 and
.��'� �

�
8�92���91���2�� �'� � 8� �'��2 if ' # 0. We now have

everything we need in order to state the asymptotic distribution
of �

�
"� � � � 0

�

�
.

Theorem 3.4. Suppose that Assumptions 2.1–2.6 are met.
Then, for all � � 1
 � 
 �0 � 1, as �
 � � � with � �� � 0,

���
�
�����

2

������

�

�
"� � � � 0

�

�
�� arg max

�
�0��
.��'�� (3.27)

The probability density function of arg max�
�0�� .��'� is known
analytically and is given in Bai (1997). The density function
depends on

�
8�92���91�� and 8� , which can be estimated given

estimates of �� , �� , and �� . Such an estimate can be constructed
as "�� � "Æ��1 � "Æ� and by specifying "�� and "�� analogously to "�

and "�, respectively, but for the estimated �-th subsample span-
ning the interval

�
"� ��1 � 1
 "� �

�
. For example, in case of "1� , we

take

"�� �
1

�� "� �


�
��1

�� ��
�� �� ��1�1

(���� (�
�
���

 (3.28)

where (���� is as before. Once "�� , "�� , and "�� have been obtained,
we can construct "8� , "91�� , and "92�� by plugging in estimates in
place of true parameters. Denote by 3� the �1 � 4�2�-th percentile
of the probability density function of arg max�
�0�� .��'�. In anal-
ogy to Bai (1997), an asymptotically correctly sized 100�1 � 4�%
confidence interval for � 0

�
can now be constructed in the follow-

ing way:

�����
"� � �

�����
3�

"�
�

�
"��

"��

�

�
"�
�

�
"��

"��

�2

�����
� 1
 "� � �

�����
3�

"�
�

�
"��

"��

�

�
"�
�

�
"��

"��

�2

�����
� 1

�����
�

(3.29)
Because the break dates are integer valued, the confidence inter-
val is integer valued, too.

Once the presence of breaks has been established and their loca-
tions determined, � and Æ can be estimated by simply applying
OLS to (2.11) with �� replaced by "� ��.
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4 � The Impact of Quantitative Easing on Bank
Lending

4.1 � Motivation

Since the 2007–2008 global financial crisis and until recently,
short-term interest rates have been close to the zero lower bound
in many countries, and central banks have therefore been con-
strained to unconventional monetary policy. The main policy
instrument has been QE. The US Federal Reserve, in particu-
lar, has implemented at least four major rounds of QE through
which they purchased US Treasuries and mortgage-backed secu-
rities (MBSs) from the commercial banking sector, with the aim
of boosting lending and stimulating economic activity. The most
well-known are the “QE1”, “QE2”, and “QE3” rounds that took
place in the aftermath of the global financial crisis. QE1 was
announced in November 2008 and lasted until June 2010 and was
followed by QE2, which spanned the period November 2010 to
June 2011. QE3 began in September 2012 and ended in October
2014. The fourth and most recent QE round is the one initiated in
March 2020 as a response to the COVID-19 pandemic, henceforth
labelled “QE4”.

A common feature of QE1–QE4 is that they are massive in
scale. As a reflection of this, the Federal Reserve balance sheet
increased from about USD 800 billion in 2007 to over USD 8.5
trillion in 2021. This is clearly visible in Figure 1, which plots the
Federal Reserve Treasury and MBS holdings over time, together
with the QE dates.

Interestingly enough, however, while massive indeed, so far
the empirical evidence regarding the effectiveness of QE has
been mixed and far from conclusive. Rodnyansky and Dar-
mouni (2017) were among the first to examine the first three
QE rounds jointly. They found that banks with relatively larger
holdings of MBSs expanded lending, but only during QE1 and
QE3, because QE2 targeted Treasuries which were sparsely held
by banks. Similar results have later been reported by Luck
and Zimmermann (2020). Kapoor and Peia (2021) also study
QE1–QE3. According to their results, however, only QE3 had
a strong effect on liquidity creation. This last finding is in turn
markedly different from that of Chakraborty, Goldstein, and
MacKinlay (2020), who document a negative effect of QE3 on
commercial and industrial (C&I) lending. For the most recent
QE4 round, there is to the best of our knowledge no evidence
at all.

The present paper is the first to consider all four rounds. This is
our first contribution. Our second contribution lies in our choice
of econometric method. The standard approach in the literature
is to exploit differences in exposure to QE policies across banks.
The basic idea is to split the sample of banks into a treatment
and a control group, where the former is assumed to be relatively
more exposed to QE policy. Given that the Federal Reserve bought
large quantities of mainly MBSs during the QE rounds, the argu-
ment goes on to say that banks with relatively large MBS holdings
should benefit more, and hence be more exposed. The effect of QE
policy is then estimated via a standard difference-in-difference
(DiD) regression in which banks’ lending is regressed onto a
dummy variable that takes on the value one whenever a bank that

belongs to the treatment group has been subject to a particular QE
policy and zero otherwise, control variables, and bank and time
fixed effects.

While popular, the standard DiD approach to QE evaluation
has (at least) two drawbacks. One drawback is that fixed effects
are highly restrictive in that they require that in the absence
of treatment the difference between the treatment and con-
trol groups is constant over time. This is the so-called “parallel
trend” condition, which has attracted considerable attention in
the QE literature (see, e.g., Di Maggio, Kermani, and Palmer 2020;
Luck and Zimmermann 2020; Rodnyansky and Darmouni 2017).
The reason is that banks with higher exposure to QE may be
lending to firms that experience faster credit demand growth
due to improvements in their borrower health. Changes in the
demand for credit may therefore cause the treatment and con-
trol groups to differ systematically over time even in absence of
QE. Demand-side effects is one source of nonparallel trending,
but there are others, such as aggregate macroeconomic condi-
tions and omitted variables (see, e.g., Di Maggio, Kermani, and
Palmer 2020; Kapoor and Peia 2021, for discussions). This is
important because if the parallel trend condition is violated, the
fixed effects OLS estimator is no longer consistent.

Another drawback of the DiD approach is that it requires cor-
rect specification not only of the timing of the QEs but also of the
treatment and control groups, both of which are key in the con-
struction of the treatment dummy. As mentioned earlier, existing
studies focus on QE1–QE3, leaving “Operation Twist”, the QE1
rollover, QE extensions and other sizeable Federal Reserve pur-
chases outside the QE rounds out of the analysis. Furthermore,
the rounds were lengthy and contained periods with varying
degree of asset purchases, and it is not clear if their impact began
with the announcements (see Luck and Zimmermann 2020).

If it is difficult to get the timing of the QEs right, correct speci-
fication of the treatment and control groups is literally impossi-
ble, given that strictly speaking there is no control group, since
all banks are exposed to QE to some extent (see Chakraborty,
Goldstein, and MacKinlay 2020; Luck and Zimmermann 2020).
The standard approach is to measure banks’ exposure to QE by
their MBS holdings, and to define the treatment and control
groups as the upper and lower quantiles of the MBS distribu-
tion (prior to QE1). This raises (at least) two concerns; some
QE policies focused solely on US Treasuries and therefore banks’
MBS holdings are likely an imperfect measure of their QE expo-
sure, and the choice of which quantiles to use is arbitrary. The
treatment dummy is therefore generally mismeasured, which is
a major problem as it renders OLS inconsistent (see, e.g., Maha-
jan 2006).

The methodology developed in Section 3 overcomes both draw-
backs. It allows for interactive fixed effects, which means that
it dispenses with the parallel trend condition.5 It also removes
the need for a correctly specified treatment dummy. Instead, we
take our measures of banks’ exposure to QE and include them
as regressors with potentially breaking coefficients, which means
that the timing of any QE effect is determined in a data-driven
way. And the proposed methodology should be accurate enough
to detect such effects, as opposed to existing time series tech-
niques (see, e.g., Lubik and Surico 2010).
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FIGURE 1 � Federal reserve’s MBS and treasury holdings and QE rounds.

4.2 � Data

The analysis is based on bank-level quarterly data taken from the
Call Reports of the Federal Deposit Insurance Corporation. The
initial sample is the universe of commercial banks, observed from
2005Q3 to 2021Q3. The starting period coincides with the first
Federal Reserve Treasury purchases. Following Rodnyansky and
Darmouni (2017) and others, we balance our sample, keeping
only those banks for which we have observations for the whole
time period to control for mergers or acquisitions. Many studies
in the literature aggregate their data to bank holding company
level. However, whenever tested, the results for the bank level
data tend to be the same (see, e.g., Rodnyansky and Darmouni
2017). In the present paper, we therefore base our analysis on
this last type of data, which, in addition to being free of aggre-
gation bias, contains a relatively large number of observations.
In particular, there are � � 3557 banks that are observed over
� � 64 quarters, for a total of 227,648 bank-quarter observations,
which is substantially larger than many of the samples employed
in the existing literature (see, e.g., Chakraborty, Goldstein, and
MacKinlay 2020; Rodnyansky and Darmouni 2017).

We employ the same three dependent variables (����) as in Luck
and Zimmermann (2020), Kapoor and Peia (2021), and Rod-
nyansky and Darmouni (2017). They are the logarithm of (i)
total loans, (ii) real estate (RE) loans, and (iii) commercial and
industrial (C&I) loans. The main regressor of interest, whose
coefficient will be allowed to be breaking, is banks’ MBS hold-
ings. Unlike most existing studies, however, for reasons men-
tioned earlier, we do not want to rely solely on MBS holdings
as a measure of banks’ exposure to QE. Because of the way
that they enter the model as regressors with potentially breaking
coefficients, the proposed methodology can easily accommodate
additional measures. Rodnyansky and Darmouni (2017) consider

Treasuries holdings as an alternative to MBS holdings. Accord-
ing to their results, however, this measure is relatively unim-
portant, which they explain by the fact that banks do not hold
many Treasury securities. Chakraborty, Goldstein, and MacKin-
lay (2020) therefore suggest an alternative, indirect, measure of
the effect of Treasury purchases. In particular, they argue that
banks with relatively high non-MBS securities holdings should
benefit more from Treasury purchases lowering yields on these
securities. In this section, we therefore include banks’ non-MBS
securities holdings as an additional measure of their exposure
to QE. As usual in the literature, both measures are normalised
by total assets. Also, to reduce the risk of simultaneity, following
Chakraborty, Goldstein, and MacKinlay (2020), all regressors are
lagged once. Hence, in terms of the model in (2.1), ���� is lagged
MBS and non-MBS holdings over total assets.

A number of bank-level controls are included to capture differ-
ences in the scale and financial position of banks that might affect
their lending activity, again following the convention in the liter-
ature. They are ROA, total assets, equity over total assets, cash
over total assets, cost of deposits, and net income. These are the
variables that go into ����. GDP growth and inflation in first dif-
ferences are also included to control for macroeconomic condi-
tions and are treated as observed common factors, as discussed
in Section 2.2.6 The data for these last two variables are extracted
from the FRED database of the Federal Reserve Bank of St. Louis.

Tables 1 and 2 provide the definition of each variable and
some descriptive statistics, respectively. One of the descrip-
tives included is Pesaran’s (2021) CD test for the presence of
cross-sectional correlation. According to the test results, the
null hypothesis of no correlation is strongly rejected for all the
bank-level variables, which is suggestive of common factors, and
hence of nonparallel trending. Thus, as Di Maggio, Kermani, and
Palmer (2020) point out, the parallel trend condition is unlikely to
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TABLE 3 � Estimated break dates and 95% confidence intervals.

Total loans RE loans C&I loans

Break Date 95% CI Date 95% CI Date 95% CI

1 2007Q1 [2006Q4, 2007Q2] 2007Q1 [2006Q4, 2007Q2] 2007Q1 [2006Q4, 2007Q2]
2 2009Q1 [2008Q4, 2009Q2] 2009Q1 [2008Q4, 2009Q2] 2009Q1 [2008Q4, 2009Q2]
3 2011Q3 [2011Q2, 2011Q4] 2011Q3 [2011Q2, 2011Q4] 2011Q3 [2011Q2, 2011Q4]
4 2013Q3 [2013Q2, 2013Q4] 2013Q3 [2013Q2, 2013Q4] 2013Q3 [2013Q2, 2013Q4]
5 2014Q4 [2014Q3, 2015Q1] 2014Q4 [2014Q3, 2015Q1] 2014Q4 [2014Q3, 2015Q1]
6 2017Q1 [2016Q4, 2017Q2] 2017Q1 [2016Q4, 2017Q2] 2016Q4 [2016Q3, 2017Q1]
7 2020Q1 [2019Q4, 2020Q2] 2020Q1 [2019Q4, 2020Q2] 2020Q1 [2019Q4, 2020Q2]

Note: “Date” and “95% CI” refer to the estimated breakpoint and the 95% confidence interval, respectively, for each of the seven breaks.

hold when using the type of low-frequency panel data considered
here because the infrequent observations capture also changes in
the demand of credit or other aggregate shocks. Another descrip-
tive reported in Table 2 is Pesaran’s (2007) panel unit root test,
which is applied to the defactored variables. The unit root null
hypothesis is again strongly rejected for all variables, which we
take as evidence in support of stationarity.

4.3 � Break Testing and Estimation

We first want to test if there are any breaks present at all. Given
that the QEs were of different sizes and contained different pol-
icy mixes, we do not want to assume that all of them led to
breaks. This means that we want to treat the number of breaks as
unknown. For this reason, we employ the WDmax� ������ statis-
tic, in which the null hypothesis of no breaks is tested against
the alternative of up to ���� breaks. Because the test outcome
was unaffected by the weighing, we set 3��1�3��� � 1. We also set
���� � 9 and * � 0.05, which means that the critical values can
be taken directly from Table I of BP98. The test values for total,
RE and C&I loans are 246.877, 97.722 and 28.671, respectively,
which are all larger than the appropriate critical value at the most
conservative 1% level, 17.61.

The number of breaks turned out to be a difficult object to esti-
mate, which is partly expected given the discussion in BP03. The
main problem is, as BP98 point out, that while for relatively
small values of � the critical values of the � �� � 1��� test increase
markedly when an additional break is added, for � � 5 the criti-
cal values are quite flat in �. As a result, the estimated number of
breaks can sometimes be large, and this is also what we find. In
fact, the number of breaks is always estimated to ����, regardless
of how we set this tuning parameter. These estimates are there-
fore not reliable.

On the other hand, the exact choice of � to use in the estimation
of (2.1) should not matter too much, as long as � is chosen large
enough to cover all relevant breaks. Unreported results suggest
that the estimation results for � and Æ1
 � 
 Æ��1 are quite sen-
sitive to changes in � for small values of �, in that the estimate
of Æ��1 is markedly different from that of Æ�, and the estimates
of � from one value of � to another differ, too, which is presum-
ably a reflection of underspecification-induced inconsistency. As
� increases, however, these differences tend to become smaller

and from � � 7 onward they are almost completely absent. The
fact that the estimated coefficients are stable after � � 7 suggests
that with this many breaks at least the model is not underspeci-
fied.7 In what follows, we therefore employ seven breaks.

Table 3 reports the estimated breakpoints and the associated 95%
confidence interval for each of the seven breaks. The breaks are
precisely estimated, having very narrow confidence intervals cov-
ering only a few quarters before and after, and this is happening
even though some of the regimes are estimated to be quite short.
The reason is that in this empirical application � is substantial,
which according to Theorem 3.4 is expected to lead to accurate
breakpoint estimation.8 The estimated breakpoints for total and
RE loans coincide and are very similar to those for C&I loans.

Of direct interest are the estimated break dates, which all coincide
with major (QE) events. The first break takes place at about the
same time as the first signs of the global financial crisis became
visible. On February 27, 2007, stock prices in China and the USA
fell by the most since 2003 as reports of a decline in home prices
and durable goods orders led to growth fears, with former Chair-
man of the Federal Reserve Alan Greenspan predicting a reces-
sion. The second and seventh breaks coincide with the start of
QE1 and QE4, respectively, which were the largest QE rounds.
The third break coincides with the announcement of Operation
Twist. The fourth and fifth breaks coincide with the tapering
and the end of QE3, respectively. The sixth break is estimated
close to the start of Federal Reserve’s balance sheet normalisation
program.

It is important to note that the above characterization of the esti-
mated breaks is not free of errors. In particular, there may have
been other, confounding, factors that have also affected bank
lending. As alluded to earlier, however, the events that we sin-
gle out were among the largest at the time and they are likely to
have affected bank lending.

Another major point about the breakpoints reported in Table 3 is
that they are not the same as the conventional QE dates employed
in the literature. Indeed, while the starting dates of QE1 and QE3
are within the 95% confidence intervals for the second and fourth
breaks, respectively, and the end date of QE3 is within the inter-
val for the fifth, the end of QE1 is not included, as is the entire
QE2. It therefore seems as that some of the conventional QE

Journal of Applied Econometrics, 202584
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TABLE 4 � Regression results.

Total loans RE loans C&I loans

COEF EST SE EST SE EST SE

Regressor with breaking coefficient: MBS
Æ1 0.180 0.209 0.399** 0.161 0.113 0.411
�1 �0.293 0.215 �0.572*** 0.168 �0.408 0.425
�2 �0.0233 0.053 �0.046 0.059 0.291** 0.125
�3 �0.192*** 0.043 �0.185*** 0.048 �0.197* 0.104
�4 �0.209*** 0.057 �0.227** 0.089 �0.555*** 0.139
�5 0.329*** 0.059 0.354*** 0.100 0.782*** 0.165
�6 0.033 0.053 0.121 0.074 �0.289** 0.142
�7 0.237*** 0.085 0.166 0.103 0.209 0.199

Regressor with breaking coefficient: non-MBS
Æ1 0.122** 0.051 0.092 0.060 �0.100 0.114
�1 �0.223*** 0.060 �0.299*** 0.073 �0.003 0.134
�2 �0.060 0.040 0.010 0.049 �0.137 0.091
�3 �0.074** 0.032 �0.101*** 0.038 �0.033 0.082
�4 �0.259*** 0.042 �0.219*** 0.056 �0.213* 0.112
�5 0.273*** 0.059 0.273*** 0.076 0.424*** 0.139
�6 �0.063 0.060 �0.059 0.071 �0.160 0.129
�7 0.290*** 0.055 0.204*** 0.064 0.490*** 0.132
Interactive effects Yes Yes Yes
Observed factors Yes Yes Yes
Bank-level controls Yes Yes Yes
Rank condition satisfied Yes Yes Yes

Note: The table reports the results obtained by fitting (4.1) by CCE while allowing the coefficients of both MBS and non-MBS to be breaking. “COEF”, “EST”, and “SE” refer
to the estimated coefficient, the associated point estimate and its standard error, respectively. Here, Æ1 is the coefficient of the first regime, while�� � Æ��1 � Æ� is the change
in the coefficient from regime � to � � 1. All models are fitted with cross-sectional averages of the regressors to account for unknown interactive effects and fixed effects,
GDP and Inflation as observed common factors. The fixed effects are allowed to be breaking, while the coefficients of GDP and Inflation are not. The included bank-level
controls are Total assets, Equity, ROA, Bank cash, Cost of deposits, and Net income. The rank condition of Assumption 2.4 has been testes using the rank condition
classifier of De Vos et al. (2024). The superscripts “*”, “**”, and “***” denote statistical significance at the 10%, 5% and 1% levels, respectively.

dates have been labelled as “breaks” when in fact they are not.
This finding is largely consistent with studies such as Kapoor
and Peia (2021), Rodnyansky and Darmouni (2017), and Luck
and Zimmermann (2020), which all point to a relatively stronger
impact of QE1 and QE3 on lending. More importantly, a number
of the dates that we label as breaks are not among the conven-
tional QE dates.

4.4 � Model Estimation

With the estimated breaks in hand, we turn to the estimation
of (2.1), which we reparameterize in the following way:

���� � ��
���
� ���

���
Æ1 �

�0�
��1

1�	 # �� ��
�
���
�� � ����
 (4.1)

where �� � Æ��1 � Æ� is as in Section 3.2 and 1��� is the indica-
tor function for the event � taking the value one if � is true and
zero otherwise. The reason for why we use this parametrization
is because at the end of a QE intervention, the Federal Reserve’s

balance sheet does not return to its pre-intervention levels, and
therefor,e price effects remain. Therefore, it is not meaningful to
compare say, bank lending behavior after QE3 with bank lending
behavior before QE1 to determine the effectiveness of QE3, but
rather we should compare post-QE3 behavior to pre-QE3 behav-
ior. The reparameterized model in (4.1) with Æ1
�1
 � 
��0

as
opposed to Æ1
 � 
 Æ�0�1 as coefficients captures this.

The expectation is that QE should cause increased lending by
banks (see Chakraborty, Goldstein, and MacKinlay 2020). The
intuition goes as follows. The Federal Reserve purchases MBSs
and Treasuries that are held by banks. Banks sell some of their
holdings in these securities to the Federal Reserve, and this
increases their reserves.9 On the other hand, unsold holdings
increase in value because of the increased demand.10 Both the
increased reserves and the higher valued MBS and Treasury hold-
ings improve the financial condition of banks, which means that
they can increase their lending. Hence, in terms of (4.1), we
expect �� to be positive following a QE intervention.
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FIGURE 2 � Bank lending, the Tier 1 risk based capital ratio and the estimated structural breaks.

As outlined in Section 2, the bank-level regressors in ���� and ����

are augmented with their cross-section averages to account for
interactive effects, and, as mentioned earlier, GDP and inflation
growth are included as observed common factors. The loadings
of all these factors are assumed to be time-invariant, which rules
out the possibility of policy-induced breaks. In the previous liter-
ature, it is quite common to allow QE to affect the overall level
of lending (see, e.g., Kapoor and Peia 2021; Rodnyansky and Dar-
mouni 2017). We do more. In particular, a breaking constant is
included, which is equivalent to allowing for breaking bank fixed
affects. This type of breaking observed factors is easily accom-
modated. In fact, all one has to do is to organize the breaking
factors by regime similarly to � ����, and append it to �����.
All-in-all, we include �� � �� � 6 averages and three observed
factors, which means that we can allow for up to nine common
factors where one is potentially breaking. This should be more
than enough to capture the unobserved heterogeneity of bank
lending, which we verify using the rank condition classifier of De
Vos, Everaert, and Sarafidis (2024).

The estimation results for each loan category are reported in
Table 4.11 We begin by considering the results for total loans.
The effect of banks’ MBS and non-MBS holdings tend to have
the same sign, which we interpret as that Federal Reserve’s pur-
chases of MBSs and Treasuries work in the same direction. The
main exceptions are in the first and second regimes, which coin-
cide with the precrisis and financial crisis periods, respectively.
In particular, while the estimated effects are of the same sign,
only banks’ non-MBS holdings enter significantly. The fact that
it is only banks’ non-MBS holdings that matters is expected given
Figure 1. The estimated effect of these holdings is positive in
the first regime (that is, Æ1 is estimated to be positive), suggest-
ing that increased Treasury purchases by the Federal Reserve

caused banks to increase lending, which is just as expected given
the discussion of the previous paragraph. But then in the second
regime the sign changes to negative (i.e.,�1 is estimated to be neg-
ative), which means that the estimated effect of banks’ non-MBS
holdings on their lending decreases significantly when compared
to the first regime. This last effect can be explained by consid-
ering the health of the banking sector, as we describe in detail
below. The effect of banks’ MBS holdings on lending decreases
too, although not significantly so. From the third regime onwards,
however, the estimated effect is basically the same regardless of
the type of holding being considered. We also see that for quite
some time following the crisis the estimated effect of banks’ MBS
and non-MBS holdings on lending is either insignificant or signif-
icantly negative, suggesting that the impact of Federal Reserve’s
purchases of MBSs and Treasuries on lending is either the same
as during the crisis or even more negative. This development is
brought to a halt at the time of the fifth break (the end of QE3)
when the estimated effect of banks’ MBS and non-MBS holdings
on lending increases significantly when compared to previous
quarters, which is consistent with the results of Luck and Zim-
mermann (2020). This increase continues until the end of the
sample period.

As a measure of the overall effect of QE on lending, we look at
the difference between the first (pre-intervention) regime and the
last (QE4) regime, as given by

��0
��1�� � Æ�0�1 � Æ1. The overall

effects for MBS and non-MBS holdings are estimated to 0.165 and
0.007, respectively. This is when we ignore coefficient estimates
that are insignificant. If we include all estimates, said effects are
�0.118 and �0.115, respectively. Hence, even if in the latter part
QE seems to have worked, considering the full sample period QE
has not been very effective in spurring credit flow.

Journal of Applied Econometrics, 202586
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In order to ease the interpretation of the results reported in
Table 4, in Figure 2, we plot the average Tier 1 risk based capi-
tal ratio, which is an indicator of banks’ financial strength and
is regulated by Basel III. Between 2008Q2 and 2014Q4, this
ratio is increasing steeply, suggesting that banks retain some of
the reserves produced by Federal Reserve’s purchases in order
to improve their financial position.12 This explains why in this
period lending does not increase. The Tier 1 ratio flattens after
2014Q4, only to increase again in 2020Q1. The fact that in the
2014Q4–2020Q1-period, the Tier 1 ratio is relatively stable means
that banks are no longer building up reserves to the same extent
as before. Banks therefore have more room to expand lend-
ing, and this is reflected in the estimation results. The observed
increase in the Tier 1 ratio after 2020Q1 is compensated in part
by the scale of Federal Reserve’s purchases during QE4. Banks
are therefore able to expand lending while at the same time cover
their capitalisation needs. The importance of banks’ financial
position for their ability to lend is consistent with studies such
as Kim and Sohn (2017).

The above conclusions for total loans apply also to RE loans.
In fact, the estimation results are almost identical, except that
the contractionary effect of the crisis is more pronounced for RE
than for total loans. The results for C&I loans are quite different,
though. Note in particular how in the second (financial crisis)
regime banks’ MBS and non-MBS holdings are no longer signifi-
cant and that the positive effect in the sixth (end of QE3) regime
is much stronger than for total and RE loans. This last difference
corroborates the finding of Luck and Zimmermann (2020) that
C&I lending has not been very responsive to QE, except post-QE3
when it increases. It also strengthens our conclusion that it is
mainly from the fifth break onwards that Federal Reserve’s inter-
ventions have led to increased lending. The overall effects of MBS
and non-MBS holdings on C&I lending are estimated to 0.032
and 0.701, respectively, suggesting that while Federal Reserve’s
MBS purchases have again not been very effective, its Treasury
purchase has had a substantial effect, which consistent with the
findings of Chakraborty, Goldstein, and MacKinlay (2020). It is
also consistent with the Figure 1 and the massive increase in Fed-
eral Reserve’s Treasuries holdings during QE4.

5 � Conclusions

This paper provides a new econometric methodology that meets
the needs of researchers interested in a linear panel data model
with interactive effects and possibly multiple structural breaks.
The new methods allow researchers to test for the presence of
breaks, and, if breaks are detected, to estimate the location of
the breaks and construct confidence intervals for the true break-
points.

The new methodology is employed to study the effects of the US
Federal Reserve’s QE interventions during 2005–2021 on bank
lending. The idea behind QE is that banks should transform the
reserves generated by the interventions into loans, which should
in turn increase consumption and employment. However, since
the composition of banks’ balance sheets affect the amount of
loans they create, the impact of QE on lending is not a priori clear.
Our results suggest that while QE has caused a number of breaks,
it is only towards the end of the sample period that these breaks

have led to a substantial increase in the effect of banks’ MBS and
non-MBS holdings on lending.
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Endnotes
1 The interactive effects specification is very general and nests many

extant specifications. For example, if � � 1 and �� � 1, then � �

�
�� � ��,

which is the usual one-way error components model, whereas if � �

2, �� � �1� ���� and �� � ���� 1��, then � �

�
�� � �� � ��, which is the usual

two-way error components model. In our paper, � and the form of � �

�
��

are unspecified.
2 The dependence of Ã on�� is suppressed for notational simplicity.
3 The weighting by ���1����� here ensures that the marginal �-values of

the weighted supremum statistics are all equal. This counterweights
the decrease in the marginal �-value of sup	 �
� that comes from
increasing 
, and the resulting loss of power when 
 is large.

4 If the errors are homoskedastic and serially uncorrelated, then 	 �
 �

1�
� takes the same form as in equation (10) in BP98.
5 In terms of the terminology of the treatment effects literature, the fac-

tors represent common trends and the loadings measure the extent
to which the impact of these trends is equal, or parallel, across units.
This means that unless �� � � for all �, the parallel trends condition
requires that �� � �� for all pairs � and . By leaving �� and �� essentially
unrestricted, we can accommodate very general forms of nonparallel
trending behavior.

6 Inflation is included in first differences because several papers find it to
be non-stationary (see, e.g., Ng and Perron 2001). However, the results
do not change much if level inflation is included. The results are avail-
able upon request.

7 See Moon and Weidner (2015) for a similar approach to the selection
of the number of common factors.
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8 As explained in Section 2.2, while needed for asymptotically valid test-
ing, the expanding regime condition in Assumption 2.1 is not required
for accurate breakpoint estimation.

9 Increased lending brought about by increases in banks’ reserves is
called the “mortgage origination channel” by Chakraborty, Goldstein,
and MacKinlay (2020) and the “liquidity channel” by Rodnyansky and
Darmouni (2017).

10 This is what Rodnyansky and Darmouni (2017) refer to as the “net
worth channel”.

11 The Stata command ������� by Ditzen (2018) was used to obtain the
regression results.

12 As an incentive for banks to keep reserves, on October 6 2008, the Board
of Governors of the Federal Reserve System announced that it will start
to pay interest on reserves.
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