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State Estimation for Markovian Jump Neural
Networks Under Probabilistic Bit Flips: Allocating

Constrained Bit Rates
Yuru Guo, Zidong Wang, Jun-Yi Li and Yong Xu

Abstract—In this paper, the state estimation problem is studied
for Markovian jump neural networks within a digital network
framework. The wireless communication channel with limited
bandwidth is characterized by a constrained bit rate, and the
occurrence of bit flips during wireless transmission is mathemati-
cally modeled. A transmission mechanism, which includes coding-
decoding under bit-rate constraints and considers probabilistic
bit flips, is introduced, providing a thorough characterization
of the digital transmission process. A mode-dependent remote
estimator is designed, which is capable of effectively capturing
the internal state of the neural network. Furthermore, a sufficient
condition is proposed to ensure the estimation error to remain
bounded under challenging network conditions. Within this theo-
retical framework, the relationship between the neural network’s
estimation performance and the bit rate is explored. Finally,
a simulation example is provided to validate the theoretical
findings.

Index Terms—Markovian jump neural networks, bit-rate con-
straint, probabilistic bit flips, state estimation.

I. I NTRODUCTION

Artificial neural networks (ANNs), which are inspired by
the intricate and efficient structure of the human brain, serve
as a cornerstone in the field of artificial intelligence. Consisting
of interconnected neurons organized in layers, ANNs exhibit a
remarkable ability to process information, learn from data, and
make complex decisions [17], [21]–[23], [25], [31], [40]. The
architecture of ANNs allows them to capture and represent
intricate patterns and relationships within datasets, making
them versatile and potent tools in a variety of applications.
Specifically, ANNs are crucial in areas such as pattern recogni-
tion, model prediction, and disease diagnosis [1]–[3], [5], [13],
[24], [34]. Furthermore, the use of ANNs extends to domains
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like robotics, control systems, and optimization problems,
where their adaptive capabilities are effectively utilized.

In recent years, a significant focus has been placed on
switching neural networks, among which Markovian jump
neural networks (MJNNs) have emerged as a noteworthy
subset. Characterized by their incorporation of Markovian
jump parameters, MJNNs exhibit random transitions between
various network states [8], [11], [28], [30], [35]. This attribute
reflects the dynamic and probabilistic nature of these systems,
as explored in various research works [6], [32], [36]–[38]. The
complex nature of MJNNs makes them particularly suitable
for simulating real-world scenarios where abrupt changes
or transitions occur in the operational dynamics of ANNs.
Current research on MJNNs primarily focuses on areas such
as control theory and state estimation, and some key topics
include exponential synchronization [47], finite-timeH∞ state
estimation [16], and resilient asynchronous state estimation
[43]. Despite these advances, it is important to recognize the
existence of significant research gaps, especially regarding
challenges associated with the digital network transmission
process in MJNNs, which highlights the necessity for contin-
ued exploration and development in this specialized area of
MJNNs research.

The historical emphasis in state estimation has predom-
inantly been on networked systems within analog commu-
nication frameworks. Note that the rapid advancement in
digital network technology has prompted a significant shift
in communication methods used in control systems [4], [44].
Traditional analog communication techniques, which were
once widespread, are increasingly seen as insufficient for the
needs of contemporary control systems. Consequently, digital
communication methods have gained prominence by offering
distinct advantages over analog systems in terms of robustness,
reliability, and energy efficiency [9], [12], [18], [26], [33].
Despite these developments, research specifically targeting the
challenges associated with control and estimation in ANNs
using digital communication networks is still relatively un-
derexplored. As technological advancements continue, there
is a growing opportunity to explore the complexities of digital
communication within the context of ANNs.

In digital networks, the bit rate is a critical factor that
defines the amount of data transmitted within a given time
frame [10], [20]. A higher bit rate enables the transmission
of more data per second, thereby enhancing the efficiency
of communication in digital networks. However, practical
scenarios often face limitations on bit rate due to constraints
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in wireless channel capacity and bandwidth availability. These
limitations present significant challenges in achieving rapid
and reliable data transmission in wireless digital networks
[39], [46]. Addressing these challenges necessitates strategic
allocation of bit rates, which is crucial for optimizing resource
utilization across network nodes [7]. Therefore, investigating
bit rate constraints and their allocation strategies is essential
for a deeper understanding of the dynamics in wireless digital
networks.

In wireless digital networks, the coding-decoding process is
essential for data exchange [45], [48]. This process involves
converting an analog signal into a digital format through sam-
pling, quantization, and coding. The analog signal is first made
discrete and then encoded into binary values0 and1 for digital
transmission [41]. A significant challenge in this process arises
from the phenomenon of bit flips during transmission, wherein
a bit within the original binary data stream may change from
1 to 0 or from 0 to 1 with a certain probability. These
phenomena can result in errors attributed to factors such as
channel noise, signal attenuation, and equipment malfunctions
[14], [19], [27], [29]. The occurrence of bit flips can result
in decoding errors, particularly in scenarios with constrained
bit rates, thereby impacting system performance. Therefore,
understanding and mitigating the effects of probabilistic bit
flipping becomes paramount to ensure reliable data transmis-
sion.

Motivated by the above discussions, in this paper, we tackle
the state estimation problem for MJNNs with bit flips under
conditions of constrained bit rates. This problem encompasses
three primary challenges: 1) the development of a comprehen-
sive mathematical model that accurately represents both the
dynamics of MJNNs and the bit rate limitations characteristic
of the communication network; 2) the formulation of a method
to model and manage stochastic bit flips that occur during
wireless transmission; and 3) the development of strategies
for devising estimator gains that ensure error boundedness,
even in the face of bit rate constraints. These challenges form
the core of our research, aiming to enhance the robustness
and efficiency of state estimation in MJNNs within the digital
communication landscape.

In response to the identified challenges, our study makes
several key contributions in addressing the state estimation
problem for discrete-time ANNs with Markovian jump pa-
rameters in digital communication networks, particularly under
constrained bit rate conditions.

1) We tackle the state estimation problem for discrete-
time ANNs featuring Markovian jump parameters by
taking into account the bit rate constraints that reflect
the inherent bandwidth limitations in such networks.

2) We systematically address the occurrence of probabilis-
tic bit flipping, caused by interference noise, within
the context of constrained wireless digital transmission
networks. This issue is comprehensively mathematically
modeled, providing a robust framework for understand-
ing and mitigating its impact.

3) We establish a significant connection between estimation
performance and bit rate allocation. To this end, we
introduce a collaborative optimization algorithm that

effectively allocates bit rates while fine-tuning the es-
timator gains. This approach aims to optimize perfor-
mance by balancing the demands of data transmission
and processing efficiency in the network.

The structure of this paper is organized as follows. Section II
offers a comprehensive description of the models used in
our study, which includes detailed information on discrete-
time MJNNs, the communication network with bit-rate con-
straints, the coding-decoding process under the influence of
probabilistic bit flips, and an overview of the estimation error
dynamics (EED). In Section III, the focus is on the analytical
aspects of the study, which encompasses the analysis of the
boundedness of estimation error, the design of estimator gains
at an optimal delay rate, and a collaborative method for
the co-design of bit rate allocation and estimator gains. In
Section IV, a numerical example is presented to demonstrate
the practical application of the theoretical findings, which
serves to validate the correctness of the results derived in the
study and includes explanatory notes for better comprehension.
The paper concludes in Section V by summarizing the main
findings and contributions of the research.

Notations: In this paper, we employ specific symbols to
represent various mathematical concepts.R

m, R
m×n, and

N represent them-dimensional Euclidean space, them × n
real matrices, and the non-negative integers, respectively. The
symbol ‖ · ‖ refers to the Euclidean norm, and| · | stands
for the absolute value.E·, P· andVar· depict the expectation,
probability and variance for a stochastic variable. For a matrix
X , its transpose is denoted byXT , and λ(X) signifies its
minimum eigenvalue. A column vector is expressed bycol·.
The diagonal matrix is articulated asdiag· · ·. The Kronecker
product is represented by the symbol⊗, and I denotes the
identity matrix with proper dimensions.

II. PROBLEM FORMULATION AND PRELIMINARIES

A. Markovian Jump Neural Networks

For a discrete-time homogeneous Markov chainτ(k) taking
values in a finite setΠ , {1, 2, . . . , s}, let the transition
probability matrixℵ , (σı) ∈ R

n×n be given by

P{τ(k + 1) = |τ(k) = ı} = σı, ∀ı,  ∈ Π (1)

whereσı ≥ 0 and
∑s

=1 σı = 1.
Consider a class of discrete-time MJNNs with noise distur-

bance represented by




xi(k + 1) =hi,τ(k)xi(k) +

n∑

j=1

̟ij,τ(k)gj(xj(k))

+ ai,τ(k)vi(k)

yi(k) =ci,τ(k)xi(k) + bi,τ(k)vi(k)

(2)

for i ∈ I , {1, 2, . . . , n}, wherexi(k) ∈ R and yi(k) ∈ R

denote the state and measurement output of neuroni, respec-
tively; hi,τ(k) ∈ R refers to the state feedback coefficient;
scalarsai,τ(k) andbi,τ(k) are weight coefficients of the noise;
̟ij,τ(k) ∈ R represents the interconnection strength between
neuronsi and j; the disturbance inputvi(k) ∈ R satisfies
|vi(k)| ≤ v̄ with a given scalar̄v. In addition,gj(·) : R → R
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is an activation function of thej-th neuron subjecting to the
following assumption.

Assumption 1:The nonlinear activation function satisfies the
following condition:
(
gj(d1)− gj(d2)−ḿj(d1 − d2)

)T

×
(
gj(d1)− gj(d2)− m̀j(d1 − d2)

)
≤ 0

whered1, d2 ∈ R are some scalars, and́mj andm̀j are known
constants.

B. Communication Network With Bit-Rate Constraints

In practical digital communication networks, especially
those that are wireless, the original signals from sensors
must be converted into binary characters by a coder for
transmission. Due to the often limited bandwidth of these
networks, there is a restriction on the number of bits that can
be transmitted at any given time. Efficiently allocating the bit
rate for each neuron is crucial to avoid data collisions during
wireless transmission.

In our study, we consider a scenario where the total available
bit rates for the entire network are represented byΛ (Λ ∈
N). The measurementyi(k) of each neuron in the MJNNs is
transmitted over this bit-rate constrained wireless network. The
bit rates allocated to each coder in the network must adhere
to the following specific condition for ensuring optimal use
of the available bandwidth and efficient transmission of data
[15]:

Λ ≥

n∑

i=1

Λi, Λi ∈ N (3)

whereΛi (i ∈ I) denotes the bit rates allocated to the neuron
i, that is, each coder has limited bit rates to encode the data
packet. As a result, the data compression is required, which
can be realized by a uniform quantizer. To be specific, this
quantizer segments the quantization region into a set number
of uniformly spaced intervals. The quantization process in-
volves mapping each input data to its corresponding interval.

Given a scalarδi > 0 decided by the range of the sensors,
the quantization region of thei-th sensor measurement is
represented by

|yi(k)| ≤ δi. (4)

Choosing a quantization level∆i (denoting the number
of intervals) for the sensori, the quantization region can
be uniformly segmented into some subintervals, which are
denoted by





Q1,i : −δi ≤ yi(k) < −δi +
2δi
∆i

Q2,i : −δi +
2δi
∆i

≤ yi(k) < −δi +
4δi
∆i

...

Q∆i,i : δi −
2δi
∆i

≤ yi(k) ≤ δi.

(5)

quantize

encode

package 

Neuron Sensor Coder

Wireless digital communication 

network with constrained bit rate
Bit flips

DecoderEstimator

Fig. 1. Research framework for ANNs under bit flips.

The maximum quantization level̂∆i of sensori is limited
by allocated bit rates, which can be deduced by

∆̂i , 2Λi . (6)

Let {ℓ1, ℓ2, . . . , ℓn} be the corresponding quantization re-
gion forn sensors. We take the central value of the subinterval
to approximate the original data, which is computed by

q(yi(k)) = −δi +
(2ℓi − 1)δi

∆̂i

. (7)

According to the above description, the quantization error
of the measurementyi(k) is defined as:

ei(k) , yi(k)− q(yi(k)).

The upper bound on the absolute value of the quantization
error |ei(k)| is the distance from the center point to the end
point of the subinterval. Then, we further obtain

|ei(k)| ≤
δi

∆̂i

. (8)

Remark 1: In wireless communication networks, bit rate
allocation can follow either dynamic or static protocols. Dy-
namic protocols adjust bit rates dynamically based on the
fluctuating needs of user devices, aiming to optimize the
efficiency of data transmission for each device. On the other
hand, static protocols allocate bit rates based on predetermined
criteria, regardless of individual device requirements. More
specifically, static protocols are designed to ensure fair data
transmission, particularly beneficial in scenarios where mul-
tiple users share limited bandwidth. In this paper, we have
chosen to employ a static bit rate allocation protocol within
the context of MJNNs so as to ensure a fair and equitable
distribution of bandwidth among all neurons in the network.
By doing so, we aim to promote consistent and unbiased
data transmission across the network, which an important
consideration in environments where bandwidth is a limited
resource.
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C. Coding-Decoding Process Under Probabilistic Bit Flips

As shown in Fig. 1, the coderi plays a critical role by
converting quantized data into a binary data streamDi(k),
which is subsequently transmitted over a wireless digital
communication network. While numerous studies have exten-
sively explored encoding mechanism, many tend to be overly
idealized when it comes to the wireless transmission of signals.
In practice, many factors such as channel noise, multi-user
interference, and equipment failures introduce a non-negligible
probability of bit flips (i.e., bit error) within the binary data
stream during transmission. This, undoubtedly, exerts a certain
influence on the decoding error.

In order to specifically analyze the impact of bit flips on the
estimation performance, let us first introduce the mathematical
model [19]. Denote the binary bit stream generated by thei-th
coder as

Di(k) , {θi,1(k), θi,2(k), . . . , θi,Λi
(k)} (9)

whereθi,r(k) ∈ {0, 1} is the codeword andr ∈ {1, 2, . . . ,Λi}
stands for the number of bits.

After the bit stream passes through the bandwidth-
constrained communication network, the data received by the
decoderi becomes

Ďi(k) , {θ̌i,1(k), θ̌i,2(k), . . . , θ̌i,Λi
(k)} (10)

with the codewordθ̌i,r(k) ∈ {0, 1}. In this case, each
probabilistically flipped bit satisfies the following condition:

θ̌i,r(k) = pi,r(k)
(
1− θi,r(k)

)
+
(
1− pi,r(k)

)
θi,r(k) (11)

wherepi,r(k) represents the flip probability of ther-th bit for
the i-th coder data, obeying the Bernoulli distribution. It is
imperative to note that

pi,r(k) =

{
1, the r-th bit is flipped,

0, the r-th bit remains unchanged.

For the sake of analysis, we assume that occurrence of the
flipping of each bit is mutually independent of each other and
satisfies

P{pi,r(k) = 1} = p̄i, (12)

wherep̄i ∈ (0, 1) (i ∈ I) is a known constant.
The quantization output (7) is further expressed in concrete

bits in the following form:

q(yi(k)) = −δi +

(
2
∑Λi

r=1 θi,r(k)2
r−1 + 1

)
δi

∆̂i

. (13)

Similarly, after passing through the wireless digital network
and experiencing probabilistic bit flipping, the decoding output
is denoted as:

q̌(yi(k)) = −δi +

(
2
∑Λi

r=1 θ̌i,r(k)2
r−1 + 1

)
δi

∆̂i

. (14)

Example 1:Given Λi = 3 bits, δi = 2, the maximum
quantization level is deduced bŷ∆i = 8. We take the central
value of subinterval as the quantization output, subsequently,
the calculation unit is based on half the lengthδi

∆̂i

of each

TABLE I
QUANTITATIVE INTERVALS AND CORRESPONDINGCODEWORDS

Codeword 000 100 010 110 001 101 011 111

Number 1 2 3 4 5 6 7 8

subinterval. According to the formula (13), the correspondence
rule between the number of interval and codeword can be
clearly obtained as shown in Table I. If the bit stream is flipped
from ‘000’ to ‘100’, the corresponding data is changed from
q(yi(k)) = −1.75 to q̌(yi(k)) = −1.25.

In order to deal with the decoding outputq̌(yi(k)) contain-
ing uncertainty, a lemma is given to describe its statistical
properties.

Lemma 1: Let the signalq(yi(k)) be transmitted via a
memoryless binary symmetric channel with bit flipping prob-
ability p̄i. Then, the decoding signaľq(yi(k)) has the mean
and variance given by

E{q̌(yi(k))} = (1− 2p̄i)q(yi(k)) (15)

and

Var{q̌(yi(k))} =
4

3
p̄i(1− p̄i)

δ2i (2
2Λi − 1)

22Λi

, Ψi (16)

where the expectation is taken with respect to the stochastic
variablespi,r(k).

Proof: Taking the expectation of (14), we have from (11)
and (12) that

E{q̌(yi(k))}

=− δi +

(
2
∑Λi

r=1 E
{
θ̌i,r(k)

}
2r−1 + 1

)
δi

∆̂i

=− δi +

(
2

Λi∑

r=1

(
p̄i
(
1− θi,r(k)

)

+
(
1− p̄i

)
θi,r(k)

)
2r−1 + 1

)
δi/∆̂i

=− δi +

(
2

Λi∑

r=1

θi,r(k)2
r−1 + 1

)
δi/∆̂i

+ 2p̄i

Λi∑

r=1

(
1− 2θi,r(k)

)
2r−1δi/∆̂i. (17)

According to (14), the following relation is further obtained:

E{q̌(yi(k))}

=q(yi(k)) + 2p̄i

(
Λi∑

r=1

2r−1δi/∆̂i + δi/∆̂i

− 2

Λi∑

r=1

θi,r(k)2
r−1δi/∆̂i − δi/∆̂i

)

=q(yi(k)) + 2p̄i

(
δi −

(
2

Λi∑

r=1

θi,r(k)2
r−1 + 1

)
δi

∆̂i

)

=(1 − 2p̄i)q(yi(k)). (18)
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Subsequently, we delve into the analysis of the variance of
q̌(yi(k)). To streamline the calculations, we obtain

− δi +

(
2
∑Λi

r=1 θ̌i,r(k)2
r−1 + 1

)
δi

∆̂i

=2

Λi∑

r=1

θ̌i,r(k)2
r−1 δi

2Λi

− δi +
δi
2Λi

=2

Λi∑

r=1

(
θ̌i,r(k)− E

{
θ̌i,r(k)

})
2r−1 δi

2Λi

− δi

+

(
2

Λi∑

r=1

E
{
θ̌i,r(k)

}
2r−1 + 1

)
δi
2Λi

=2

Λi∑

r=1

(
θ̌i,r(k)− E

{
θ̌i,r(k)

})
2r−1 δi

2Λi

− E{q̌(yi(k))}.

(19)

Based on (19), the variance ofq̌(yi(k)) is expressed as

Var{q̌(yi(k))}

=E





(
−δi +

(
2

Λi∑

r=1

θ̌i,r(k)2
r−1 + 1

)
δi/∆̂i

)2




−
(
E
{
q̌(yi(k))

})2

=E





(
2

Λi∑

r=1

(
θ̌i,r(k)− E

{
θ̌i,r(k)

})
2r−1 δi

2Λi

)2




=4

Λi∑

r=1

(
E
{
θ̌2i,r(k)

}
− E

{
θ̌i,r(k)

}2)
22r−2 δ2i

22Λi

=4

Λi∑

r=1

(
(1− θi,r(k))P̄i(1 − P̄i) + θi,r(k)P̄i(1− P̄i)

)

× 22r−2 δ2i
22Λi

=
4

3
p̄i(1 − p̄i)

δ2i (2
2Λi − 1)

22Λi

= Ψi, (20)

which ends the proof.
From Lemma 1, the decoding output is given by

q̌(yi(k)) = (1− 2p̄i)q(yi(k)) + φi(k) (21)

where φi(k) is a stochastic variable with zero mean and
varianceΨi.

D. Estimation Error Dynamics

To estimate the internal state of MJNNs efficiently by
utilizing the decoded measurement output, we devise the
remote estimator as follows:

x̂i(k + 1) = hi,ıx̂i(k) +

n∑

j=1

̟ij,ıgj(x̂j(k))

+ li,ı
(
q̌(yi(k))− (1− 2p̄i)ci,ıx̂i(k)

)
(22)

where x̂i(k) denotes the state estimate for the neuroni, and
li,ı ∈ R represents the mode-dependent gain to be designed.

Define the estimation error as̃xi(k) , xi(k) − x̂i(k) and
the nonlinear function as̃gj(k) , gj(xj(k))− gj(x̂j(k)). We
have the following EED:

x̃i(k + 1) =hi,ıx̃i(k) +

n∑

j=1

̟ij,ıg̃j(k) + ai,ıvi(k)

− li,ı

(
(1− 2p̄i)

(
yi(k)− ei(k)

)
+ φi(k)

)

+ li,ı(1− 2p̄i)ci,ıx̂i(k)

=
(
hi,ı − li,ı(1− 2p̄i)ci,ı

)
x̃i(k) +

n∑

j=1

̟ij,ıg̃j(k)

+
(
ai,ı − li,ı(1 − 2p̄i)bi,ı

)
vi(k)− li,ıφi(k)

+ (1− 2p̄i)ei(k). (23)

Define the augmented error vector as

x̃(k) ,
[
x̃T
1 (k) x̃T

2 (k) . . . x̃T
n (k)

]T
.

The augmented EED is presented by

x̃(k + 1) =H̃ıx̃(k) +Wıg̃(k) + Ãıv(k)

− Lıφ(k) + (I − 2P̄ )e(k) (24)

where

Wı , [̟ij,ı], (i, j ∈ I, ı ∈ Π),

H̃ı , Hı − Lı(I − 2P̄ )Cı,

Ãı , Aı − Lı(I − 2P̄ )Bı,

Hı , diag{h1,ı, h2,ı, . . . , hn,ı},

Lı , diag{l1,ı, l2,ı, . . . , ln,ı},

Aı , diag{a1,ı, a2,ı, . . . , an,ı},

Bı , diag{b1,ı, b2,ı, . . . , bn,ı},

Cı , diag{c1,ı, c2,ı, . . . , cn,ı},

P̄ , diag{p̄1, p̄2, . . . , p̄n},

v(k) , col{v1(k), v2(k), . . . , vn(k)},

e(k) , col{e1(k), e2(k), . . . , en(k)},

g̃(k) , col{g̃1(k), g̃2(k), . . . , g̃n(k)},

φ(k) , col{φ1(k), φ2(k), . . . , φn(k)}.

Definition 1: [42] The EED is said to be exponentially
mean-square bounded if there exist constants|ρ1| < 1, ρ2 > 0
andρ3 > 0 such that the following inequality holds:

E{‖x̃(k)‖2} ≤ ρk1ρ2 + ρ3 (25)

where ρ3 is an asymptotic upper bound of the error
E{‖x̃(k)‖2}.

III. M AIN RESULT

In this section, the analysis of the mean-square boundedness
for the EED is presented. Subsequently, we formulate designs
for estimator gains by incorporating the optimized decay rate
and the bit-rate allocation strategy.
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A. Boundedness Analysis

In the following theorem, a sufficient condition is given to
ensure the exponential boundedness in the mean-square sense
for the EED.

Theorem 1:Consider the MJNNs (2), the known positive
integersΛi, and the remote estimator (22) with given estimator
gain li,ı (i ∈ I). Then, the augmented EED (24) is expo-
nentially mean-square bounded if there exist positive scalars
α1, γ1, γ2, 0 < α2 < 1, and positive definite and symmetric
matricesPı such that the following inequality holds for all
ı ∈ Π:



Ω11 0 Ω13

∗ Ω22 Ω23

∗ ∗ −P̂−1



 < 0 (26)

where

P̂ ,

s∑

=1

σıP,  ∈ Π,

Ω11 ,

[
−α1Ḿ

T M̀ − (1 − α2)Pı α1
ḾT+M̀

2

∗ −α1I

]
,

Ω13 ,
[
H̃ı Wı

]T
, Ω23 ,

[
Ãı I − 2P̄

]T
,

Ω22 , diag{−γ1,−γ2}, Pı , diag{P1,ı,P2,ı, . . . ,Pn,ı},

Ḿ , diag{ḿ1, . . . , ḿn}, M̀ , diag{m̀1, . . . , m̀n}.

Proof: Choose the following Lyapunov-like function for
boundedness analysis:

V(k) = x̃T (k)Pσ(k)x̃(k). (27)

Denoteσ(k) , ı, σ(k + 1) , , and define an augmented
vector as

χ(k) ,
[
x̃T (k) g̃T (k) vT (k) eT (k)

]T
.

Calculating the mathematical expectation of the difference
of V(k), we obtain

∆V(k) ,E{V(k + 1)|V(k)} − V(k)

=χ(k)Π1χ
T (k) + γ1v

T (k)v(k) − α2V(k)

+ γ2e
T (k)e(k) + E

{
φT (k)LT

ı PLıφ(k)
}

(28)

where

Π1 ,




Π11 H̃T
ı P̂Wı H̃T

ı P̂Ãı Π14

∗ WT
ı P̂Wı WT

ı P̂Ãı Π24

∗ ∗ Π33 Π34

∗ ∗ ∗ Π44



,

Π11 ,H̃T
ı P̂H̃ı − (1 − α2)Pı,

Π33 ,ÃT
ı P̂Ãı − γ1I, Π14 , H̃T

ı P̂(I − 2P̄ ),

Π24 ,WT
ı P̂(I − 2P̄ ), Π34 , ÃT

ı P̂(I − 2P̄ ),

Π44 ,(I − 2P̄ )T P̂(I − 2P̄ )− γ2I.

From Assumption 1, we know that the nonlinearityg̃(·)
fulfills

(
g̃(k)− Ḿx̃(k)

)T (
g̃(k)− M̀x̃(k)

)
≤ 0, (29)

which can be further expressed as
[
x̃(k)

g̃(k)

]T [
α1Ḿ

T M̀ −α1
ḾT+M̀T

2

∗ α1I

][
x̃(k)

g̃(k)

]
≤ 0 (30)

for any scalarα1 > 0.
Combining (28) with (30), one has

∆V(k) ≤χ(k)Π2χ
T (k) + γ1v

T (k)v(k) − α2V(k)

+ γ2e
T (k)e(k) + tr

(
Ψ̄LT

ı P̂LıΨ̄
)

(31)

where

Π2 ,




Π̄11 Π̄12 H̃T
ı P̂Ãı Π14

∗ Π̄22 WT
ı P̂Ãı Π24

∗ ∗ Π33 Π34

∗ ∗ ∗ Π44



,

Π̄11 ,H̃T
ı P̂H̃ı − (1− α2)Pı − α1Ḿ

T M̀,

Π̄22 ,WT
ı P̂Wı − α1I,

Π̄12 ,H̃T
ı P̂Wı + α1

ḾT + M̀

2
,

Ψ ,diag{Ψ1,Ψ2, . . . ,Ψn} , Ψ̄Ψ̄T .

Applying the Schur Complement Lemma to the above
formula, one hasΠ2 < 0 based on the condition (26) in
Theorem 1. Then, we derive that

∆V(k) <− α2V(k) + γ1v
T (k)v(k)

+ γ2e
T (k)e(k) + max

ı∈Π

{
tr
(
Ψ̄LT

ı P̂LıΨ̄
)}

. (32)

In terms of the definitions of noisev(k) and quantization
error e(k) , we obtain

vT (k)v(k) ≤nv̄2, (33)

eT (k)e(k) ≤
n∑

i=1

(
δi
2Λi

)2

. (34)

Substituting (33) and (34) into inequality (32), and taking
the mathematical expectation of it, we deduce the following
inequality:

E{V(k + 1)} <(1− α2)E{V(k)}+Θ (35)

where

Θ , nv̄2 +

n∑

i=1

(
δi
2Λi

)2

+max
ı∈Π

{
tr
(
Ψ̄LT

ı P̂LıΨ̄
)}

.

Furthermore, we obtain from (35) that

E{V(k)} < (1− α2)E{V(k − 1)}+Θ

< (1− α2)
2
E{V(k − 2)}+

(
1 + (1− α2)

)
Θ

< · · ·

< (1− α2)
k
E{V(0)}+Θ

k−1∑

ς=0

(1− α2)
ς , (36)

which implies

E{‖x̃(k)‖2} <
(1− α2)

k
E{V(0)}

minı∈Π λ(Pı)
+

Θ
∑k−1

ς=0 (1− α2)
ς

minı∈Π λ(Pı)
.

(37)
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Recalling Definition 1, the EED (24) is exponentially mean-
square bounded. Furthermore, the following inequality holds
ask goes to infinity:

E{‖x̃(k)‖2} <
Θ

α2 minı∈Π λ(Pı)
, Ō, (38)

which means that the upper bound of the EED is represented
by Ō. The proof is complete.

Remark 2:The estimation error bound̄O in digital commu-
nication networks is influenced by several factors, including
noise, coding-decoding parametersδi, bit rateΛi, varianceΨi,
gainsLı, and decay coefficientα2. When system parameters
(like δi, Lı, α2, and bit flip probabilitiesp̄i) are fixed, the
error bound is primarily dependent on the bit rateΛi for each
neuron. An increase inΛi raises the maximum quantization
level ∆̂i and reduces the varianceΨi of the decoding signal,
leading to a lower error bound. This relationship underscores
the importance of bit rate management in minimizing estima-
tion errors in digital communication networks.

B. Estimator Design Under Optimized Decay Rate

Having analyzed the boundedness of the EED, the next step
would be to focus on the design of estimator by taking into
account the specified bit rate allocation. The following theorem
shows the optimization of the decay rate of the EED as a way
to acquire the fastest convergence performance, with a known
bit rate allocationΛi (i ∈ I).

Theorem 2:Consider the MJNNs (2) and the estimator
(22) with known positive integersΛi (i ∈ I). The EED
is exponentially mean-square bounded if there exist positive
scalarsα1, γ1, γ2, 0 < α2 < 1, positive definite and symmetric
matricesPı, and matricesL̃ı andQ, such that the following
inequalities hold for allı ∈ Π:



Ω̃11 0 Ω̃13

∗ Ω22 Ω̃23

∗ ∗ −P̂


 < 0,  ∈ Π (39)

[
−Q α2I

∗ Pı − 2I

]
< 0 (40)

Pı ≥ I (41)

where

Ω̃11 ,

[
−α1Ḿ

T M̀ − Pı +Q α1
ḾT+M̀

2

∗ −α1I

]
,

Ω̃13 ,
[
P̂Hı − L̃ı(I − 2P̄ )Cı P̂Wı

]T
,

Ω̃23 ,
[
P̂Aı − L̃ı(I − 2P̄ )Bı P̂(I − 2P̄ )

]T
.

Moreover, the optimal decay rate of EED‖x̃(k)‖ is derived
by solving the following maximization problem:

max{α2}

s.t. (39)− (41), (42)

and the estimator gain is given byLı = P̂−1
 L̃ı.

Proof: According to the characteristic of the positive
definite matrixPı and condition (41), we have

(Pı − I)P−1
ı (Pı − I)T ≥ 0, (43)

which implies

Pı − 2I ≥ −P−1
ı . (44)

Combining (40) with (44), and applying the Schur Comple-
ment Lemma to the inequality (40), it is evident that

−Q+ α2
2Pı < 0. (45)

It is inferred from inequality (39) that


Ω̆11 0 Ω̃13

∗ Ω22 Ω̃23

∗ ∗ −P̂


 < 0 (46)

where

Ω̆11 ,

[
−α1Ḿ

T M̀ + (α2
2 − 1)Pı α1

ḾT +M̀
2

∗ −α1I

]
.

Along the line of the proof of Theorem 1, we obtain

E{‖x̃(k)‖2} <
(1 − α2

2)
k
E{V(0)}

minı∈Π λ(Pı)
+

Θ

α2
2 minı∈Π λ(Pı)

(47)

whereΘ is defined in inequality (35),1− α2
2 determines the

decay rate of the EED and, finally, the error upper bound is
obtained as

Õ ,
Θ

α2
2 minı∈Π λ(Pı)

.

In this case, the optimal decay rate of EED is obtained
by solving the maximization problem (42), and the proof is
complete.

C. Co-design of Bit Rate Allocation Scheme and Estimator

The allocation of bit rates to each neuron in MJNNs signifi-
cantly influences estimator gain, as highlighted in Theorem 2.
Given fixed system parameters and quantization regions, the
bit rateΛi directly impacts the upper bound of the error dy-
namics and overall estimation performance. This section aims
to minimize the upper bound of the EED by co-designing the
bit rate allocation strategy and the estimator gain, optimizing
both for enhanced system performance.

Corollary 1: When the bit rateΛi for each neuron is
treated as a variable, the optimization for the error bound is
transformed into the following minimization problem with a
given scalar̄α2 (0 < ᾱ2 < 1):

min
Θ

ᾱ2 minı∈Π λ(Pı)

s.t. Υ < 0 (∀ı ∈ Π), 0 ≤ Λi ≤ Λ (48)

where

Υ ,



Υ11 0 Υ13

∗ Ω22 Υ23

∗ ∗ −P̂


 ,
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Algorithm 1 Optimal bit-rate allocation strategy and estimator
co-design algorithm.

1: Initialization : Initialize parametersN, I, w, c1, c2,
position Xo, and velocity Vo of each particle

(
o ∈

{1, 2, . . . ,N}
)
;

2: if Υ < 0 is feasiblethen
3: Compute the fitness functionF(Xo)
4: else
5: F(Xo) = ∞
6: end if
7: for ̺ = 1 : I do
8: UpdateXo andVo of the particle swarm according to

formulas (50) and (51)
9: for o = 1 : N do

10: if Υ < 0 is feasiblethen
11: ComputeF(Xo) with updatedXo, denoted as

F(X̂o)
12: else
13: F(X̂o) = ∞
14: end if
15: if F(X̂o) < F(Xo) then
16: F(Xo) = F(X̂o)
17: end if
18: end for
19: Update the historical optimum fitness and location of

particle swarm;
20: end for
21: Obtain the particle with the minimum fitness, whose

corresponding position is the optimal bit-rate allocation
scheme;

22: The estimator gainLı is obtained by solving (49) under
optimal bit-rate allocation protocol.

Υ11 ,

[
−α1Ḿ

T M̀ − (1 − ᾱ2)Pı α1
ḾT+M̀

2

∗ −α1I

]
,

Υ13 ,
[
P̂H − L̃ı(I − 2P̄ )Cı P̂Wı

]T
,

Υ23 ,
[
P̂Aı − L̃ı(I − 2P̄ )Bı P̂(I − 2P̄ )

]T
.

Within this framework, the estimator gain is derived byLı =
P̂−1
 L̃ı.

Proof: Define I , {I, I, I, I, P̂}. Let the scalarα2 in
Theorem 1 bēα2 ∈ (0, 1). By pre-multiplying the inequality
(26) with I and post-multiplying it withIT , we see that the
conditionΥ < 0 holds and the proof is now complete.

To tackle the non-convex nature of the minimization prob-
lem outlined in (48), which presents considerable challenges
in terms of solvability, we propose an innovative co-design
method. This method combines the particle swarm optimiza-
tion (PSO) algorithm with the linear matrix inequality (LMI)
technique. The integration of PSO (known for its effectiveness
in solving non-convex optimization problems) with the LMI
technique (widely used for handling control and estimation
problems) offers a powerful approach, which aims to effi-
ciently navigate the solution space and find an optimal (or
near-optimal) solution to the minimization problem.

The minimization problem (48) involves constraint0 ≤
Λi ≤ Λ. To effectively handle this constraint within the
optimization process, a transformation of (48) is undertaken
by introducing a penalty function:

min
Θ

ᾱ2 minı∈Π λ(Pı)
+ ηF(Λ̃)

s.t. Υ < 0 (∀ı ∈ Π) (49)

whereF(Λ̃) , max {0,
∑n

i=1 Λi − Λ} is the exterior penalty
function with Λ̃ , [Λ1,Λ2, . . . ,Λn], andη is a constant called
penalty coefficient. The fitness function of PSO algorithm is
the upper bound of the error dynamics, which is defined as

F(Λ̃) ,
Θ

ᾱ2 minı∈Π λ(Pı)
+ ηF(Λ̃).

Algorithm 1 demonstrates the integration of the PSO al-
gorithm with the LMI technique, aligned with the specified
objective function. This algorithm is tailored to tackle the
minimization problem, considering the inherent constraints
and nonlinearity of the problem. Within the PSO algorithm, a
swarm of particles (representing a potential solution) explores
the search space. The position and velocity of each particle
characterize these potential solutions. The algorithm iteratively
refines the positions of the particles, relying not only on each
particle’s individual experience but also on insights gained
from the best-performing particles in the population. Through
this collaborative process, the PSO algorithm aims to find the
optimal solution to the minimization problem.

Denote Xo , [Xo,1,Xo,2, . . . ,Xo,N ] and Vo ,

[Vo,1,Vo,2, . . . ,Vo,N ] (o ∈ {1, 2, . . .N}) as the position and
velocity of theo-th particle, respectively.N is the number of
particles in the search space, and the maximum number of
iterations is represented byI. Po denotes theo-th particle’s
best position, andPg represents the global best position of the
particle swarm. The updates of particle velocity and position
obey the following equations:

Vo(̺+ 1) =wVo(̺) + c1ξ1
(
Po(̺)−Xo(̺)

)

+ c2ξ2
(
Pg(̺)−Xo(̺)

)
, (50)

Xo(̺+ 1) =Xo(̺) +Vo(̺) (51)

where ̺ ∈ {1, 2, . . . , I} indicates the iteration number;w
stands for the inertia weight; the acceleration constantsc1 and
c2 denote the self-learning factor and the group learning factor,
respectively;ξ1 andξ2 are two stochastic integers distributed
in the interval[1, 2]. To prevent the particle’s search position
from exceeding the limited interval leading to an unproductive
blind search, well-defined boundaries are established for both
position and velocity. The boundaries are denoted as

VL ≤ Vo(̺) ≤ VT , XL ≤ Xo(̺) ≤ XT .

Through the PSO-based co-design method for estimators,
we achieve the optimal allocation strategy. This enables a thor-
ough analysis of how varying bit rates impact the estimation
performance of MJNNs.

Remark 3: In this study, we’ve investigated the remote
estimation problem for MJNNs in digital communication net-
works by focusing on the challenges of limited bit rates and
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probabilistic bit flips. Key achievements include i) establishing
a sufficient condition for mean-square boundedness of the EED
in Theorem 1, ii) determining mode-dependent estimator gains
under specific bit rate allocations in Theorem 2, and iii) co-
designing a bit-rate allocation strategy with optimal estimator
gains in Corollary 1. These contributions are crucial for
enhancing estimation accuracy and efficiency in constrained
digital network environments.

Remark 4:This paper makes several innovative contribu-
tions to the field of state estimation for MJNNs, distinguishing
itself from existing research in key aspects.

1) Focus on Discrete-Time MJNNs in Digital Networks: We
specifically target discrete-time MJNNs within digital
communication networks, emphasizing the impact of
constrained bit rates in wireless networks. This perspec-
tive is crucial in understanding how limited bit rates
affect network performance.

2) Probabilistic Bit Flips in Constrained Networks: For the
first time, our study considers probabilistic bit flips in
bit-rate constrained networks, analyzing the additional
decoding error they introduce. We also explore how
constrained bit rates impact estimation performance,
providing new insights into this area.

3) Optimization of Decay Rate for Fast Convergence: We
achieve the fastest convergence performance by optimiz-
ing the decay rate. The application of the PSO algorithm
to allocate bit rates effectively compresses the upper
bound of the EED. This innovative approach is unique
in the context of state estimation for MJNNs.

4) Co-Design Approach for Estimator Gains and Bit-Rate
Allocation: We propose a co-design strategy that in-
volves optimizing estimator gains and developing a bit-
rate allocation protocol. This comprehensive approach
aims to enhance the overall estimation performance of
the network, tackling the challenges posed by MJNNs
in a holistic manner.

IV. I LLUSTRATIVE EXAMPLE

In this section, a simulation example is presented to demon-
strate the effectiveness of the estimator under constrained bit
rates.

Consider the MJNNs composed ofi = 3 neurons with two
jumping topologies (i.e.,Π = {1, 2}), where the system model
parameters are given as follows:

H1 = diag{0.7, 0.9, 0.6}, C1 = diag{0.9, 0.8, 1},

A1 = diag{0.2, 0.2, 0.3}, B1 = diag{0.2, 0.1, 0.4},

H2 = diag{0.8, 0.9, 0.85}, C2 = diag{0.85, 1, 0.8},

A2 = diag{0.1, 0.1, 0.2}, B2 = diag{0.2, 0.3, 0.1},

W1 =



−0.3 0.1 0.2

0.1 −0.3 0.2

0.1 0.2 −0.3


 ,

W2 =



−0.5 0.2 0.3

0.2 −0.4 0.2

0.1 0.4 −0.5


 .
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Fig. 2. State and estimation for the neurons.

The nonlinear functiongj(·) is of the following form:

gj(xj(k)) = 0.28 tanh(xj(k)).

The external noise is set asvi(k) = 0.8 cos(k) with v̄ =
0.8, and the initial state and corresponding state estimate are
provided as

x1(0) = 0.4, x2(0) = 0.2, x3(0) = 0.3,

x̂1(0) = x̂2(0) = x̂3(0) = 0.

The flip probabilities of each bit for different neuron are
given as

p̄1 = 0.1, p̄2 = 0.05, p̄3 = 0.12.

Based on the aforementioned parameter settings, the estima-
tion performance of MJNNs is analyzed under the maximiza-
tion problem of decay rate1 − α2

2 in Theorem 2 and various
bit rate allocation protocols in Corollary 1, respectively.

Scenario 1:Firstly, we employ an average allocation strate-
gy (AAS) to compute the estimator gains, which ensures that
each neuron in MJNNs is assigned with identical bit rates,
thereby guaranteeing an equitable distribution of network
resources. Based on Theorem 2, assume that the available
bit rates of the entire wireless network areΛ = 30. We
have Λ1 = Λ2 = Λ3 = ⌊Λ/3⌋ = 10 bps by AAS.
The parametersδi of the quantization region are chosen as
δ1 = 1, δ2 = 0.5, δ3 = 0.7. According to (42), the optimized
decay rate parameter isα2 = 0.9559. Correspondingly, we
obtain the estimator gains as

l1,1 = 0.9150, l2,1 = 1.1908, l3,1 = 0.7377,

l1,2 = 1.0597, l2,2 = 0.9178, l3,2 = 1.2686.

The system states and their estimates are depicted in Fig. 2.
The error norm‖x̃(k)‖ and the estimation error bound

√
Õ =

2.123 are plotted in Fig. 3, which verifies that the estimation
error is indeed exponentially mean-square bounded.

Scenario 2:In some specific application scenarios, adopting
an AAS might not be the most optimal approach, because
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certain nodes may necessitate higher transmission speeds for
carrying out more complex tasks compared to others. In such
scenario, to enhance the performance of the MJNNs, it is
advisable to use the error bound as a metric and employ the
PSO algorithm to dynamically adjust the bit rate allocation
strategy. The superiority of the PSO-based bit rate allocation
strategy over the AAS becomes evident through the following
analysis.

Setting ᾱ2 = 0.92, and given the quantization parameters
asδ1 = 1, δ2 = 0.5 andδ3 = 0.7, the error bound is obtained
using both the AAS and PSO-based allocation methods in
Table II. The variation of the error bound is also analyzed
for a set of different quantization parametersδ1 = 0.4,
δ2 = 1.25 andδ3 = 2. The PSO algorithm is observed to not
only maximize the utilization of network resources but also
optimize bit rate allocation according to the specific demands
of each node, thereby enhancing the estimation performance
of the MJNNs. Additionally, it is inferred that an increase in
available bit ratesΛ correlates with a gradual decrease in the
error bound. The quantization parameters play a crucial role
in determining the decoding accuracy of the data, and a more
suitable parameter setting is expected to result in an overall
reduction in estimation errors.

V. CONCLUSION

In this work, the bounded state estimation problem has been
addressed for MJNNs within a digital network framework.
The measurement outputs from MJNNs, which are transmitted
over wireless networks to a remote estimator, have been sub-
jected to bit rate constraints. A coding-decoding process has
been modeled that accounts for probabilistic bit flips during
wireless transmission, and the effects of these bit flips on the
decoded output have been detailed. By utilizing the structural
characteristics of MJNNs, a mode-dependent estimator has
been developed. Within this framework, a sufficient condition
has been derived for ensuring the exponential boundedness of
the EED. An upper bound on the error dynamics has been
established and, subsequently, two optimization problems in

TABLE II
EFFECT OFDIFFERENTPROTOCOLS ON THEERRORBOUND

Parameters Λ (bps) Protocol
Bit rate allocation

Bound
Λ1, Λ2, Λ3 (bps)

30 AAS 10, 10, 10 2.3037

δ1=1 30 PSO 11, 9, 10 2.2035

δ2=0.5 20 AAS 6, 6, 6 2.3045

δ3=0.7 20 PSO 7, 6, 7 2.3040

10 AAS 3, 3, 3 2.3519

10 PSO 4, 3, 3 2.3309

30 AAS 10, 10, 10 2.4561

δ1=0.4 30 PSO 9, 10, 11 2.4560

δ2=1.25 20 AAS 6, 6, 6 2.4585

δ3=2 20 PSO 5, 7, 8 2.4568

10 AAS 3, 3, 3 2.6017

10 PSO 2, 3, 5 2.5068

the estimator gain design section have been introduced. The
first is aimed at optimizing the decay rate of the EED to
achieve the fastest convergence performance, while the second
focuses on reducing the error upper bound by incorporating
a PSO algorithm for optimal bit rate allocation. Finally, the
effectiveness of the proposed estimation strategy has been
demonstrated, and a detailed analysis of the relationship
between estimation performance and constrained bit rates
has been provided. In future research, to address bit flips
occurring in wireless networks, it may be considered to en-
hance data transmission reliability by utilizing retransmission
mechanisms or employing multipath transmission methods,
thereby further reducing coding-decoding error.
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