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Abstract—Software logs generated by dedicated network test-
ing hardware are often complex and bear minimal similarity
to natural language, requiring the expertise of engineers to
understand and capture defects recorded in these logs. This
manual process is inefficient and expensive for both service
providers and their clients. In this study, we demonstrate the
transformative potential of Artificial Intelligence (AI), specifically
through domain-tailoring of Large Language Models (LLMs)
like RoOBERTa, BigBird, and Flan-T5, to streamline the process
of defect diagnostics. Particularly, we pre-train these models
ground up on a real industrial telecommunications log corpus,
and perform finetuning on a multi-label classification objective.
This facilitates identifying a correct set of log points to be enabled
for rapid detection of defects that arise during network testing.
Despite encountering several challenges such as intricate text
structures, heavily skewed label distribution, and inconsistencies
in historical data labelling, our tailored LLMs achieve commend-
able performance on previously unseen defect cases, significantly
reducing the turnaround times. This research not only serves as
an exemplar for adapting LLMs in telecommunications industry
for automated defect diagnostics, but also has wide implications
for software log analysis across various industries.

Index Terms—telecommunications, machine learning, LLM,
log analysis, network diagnostics

I. INTRODUCTION

The ever-evolving landscape of telecommunications indus-
try demands thorough network testing and diagnostics that
encompass the entire network protocol stack, ensuring the
network reliability, performance and compliance with industry
standards before real-world deployment. These testing solu-
tions inevitably involve sophisticated hardware and massive
software codebases for granular emulation of diverse net-
work infrastructures and user equipment, closely replicating
practical conditions. It becomes crucial for network opera-
tors to capture any defects or unexpected behaviour in their
network under these dynamic environments and rectify them
promptly to improve the overall quality of service. Software
logs generated by a network testing platform, although highly
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complicated and barely related to natural language, are pivotal
in identifying and troubleshooting issues occurred in a network
test run. Nevertheless, this is generally a tedious manual
process that demands the expertise of engineers with vast ex-
perience in the field. Undoubtedly, manual analysis of software
logs for defect detection, whether performed internally by the
service provider, or in the field by field application engineers
hired by the clients, incurs substantial costs to both parties.
Despite these costs, it is imperative not to underestimate the
significance of defect resolution. Overlooking or delaying this
process could have detrimental effects on business relation-
ships and potentially lead to customer attrition.

While log classification and anomaly detection has been
extensively studied especially in domains such as cyberse-
curity and system monitoring, the applications of machine
learning (ML) algorithms for classifying logs generated by ad-
vanced testing hardware in telecommunications industry, such
as VIAVI TM500, remains largely uncharted. Exploring this
domain poses unique challenges owing to the voluminous and
intricate nature of telecom logs. For instance, logs generated
by VIAVI TM500 contain information related to hardware
configuration, network and user equipment (UE) interactions
across all protocol layers, running commands and responses
among other details, all recorded with a precision down to
the microsecond level. Inevitably, this results in software
logs often spanning tens of thousands of lines of text and
sometimes several millions of text lines for complicated test
cases. When issues do occur in a network simulation, capturing
only the errors or assert indications is typically insufficient
to locate the defective component for debugging purposes.
One must acquire a combination of log messages relating to
system configuration, dynamic parameters, errors, warnings
and asserts for isolating the defect. Furthermore, the default
log points (commonly referred to as log bases (LBs)) enabled
in a test script that gets executed on the TM500 may write
limited number of log messages, sometimes resulting in the
failure to record critical incidents. In such cases, engineers rely
on other information specified above to commence the defect
resolution process.

Dedicated network testers like VIAVI TMS500 support over
thousand log bases for testing very specific individual com-
ponents in a network infrastructure. However, enabling all
of these LBs in a test script may lead to catastrophic con-
sequences, such as generating logs in Terabyte (TB) range,
message buffer overflow and system crash. Therefore, it is
crucial to activate only a small subset of log bases that are
most likely to assist in pinpointing the issue. A hexadecimal
representation of a relevant set of LBs is known as a log mask
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or a log filter which makes the transfer and application of a set
of LBs to the customer easier. Selecting the correct set of LBs
is a challenging task. Service providers (e.g., VIAVI) and their
clients (e.g., cellular network operators and network equipment
manufacturers) often find themselves in a time-consuming
cycle of re-executing tests with new logging points in hopes
of capturing the elusive but necessary data. On average, about
eight iterations of re-running the tests with modified LBs, col-
lecting new sets of logs and sending them back to the service
provider for further analysis are required before the logs are
deemed sufficient for debugging the defects. Understandably,
this manual inefficient process adversely affect the turnaround
times, service level agreements, and ultimately, revenue.

In this paper, we focus on applying ML to select a more
accurate set of LBs from the outset, with the goal of reducing
turnaround time and improving efficiency of VIAVI TMS500
based 4G, 5G and beyond network diagnostics. The challenge
of this task stems from the vast array of LBs to choose from,
and the need for multi-label classification (MLC) as opposed
to multi-class classification. In particular, we apply recent
LLMs, domain-adapted from scratch for telecom software log
understanding, to perform massive MLC of software logs into
their corresponding set of LBs. Furthermore, to circumvent
the problem of hugely skewed LB distribution, we propose
an independent binary classification of logs into individual
LBs by extracting software log embeddings from various
domain-adapted LL.Ms, including RoBERTa [36], BigBird [37]
and Flan-T5 [39]. Classical ML binary classifiers are applied
on top of these embeddings to evaluate the applicability of
individual LBs for a given piece of log text. Furthermore, we
utilize a term frequency-inverse document frequency (TF-IDF)
based embeddings paired with ML models as a baseline. The
former strategy of end-to-end (E2E) finetuning of LLMs for
MLC is benchmarked against the latter binary classification
approach.

Off-the-shelf LLMs are primarily trained on natural lan-
guage. Their applicability in specialised domains such as
telecom log classification is rather limited, particularly when
dealing with text formats that substantially deviate from any
known natural language. While LLMs have been trained
ground up for various disciplines, including biomedical [40],
finance [41], climate [42] and law [43], no prior peer-reviewed
studies have depicted the process of building domain-tailored
LLMs pre-trained on intricate and voluminous software logs
in telecommunications industry for downstream log classifi-
cation. In fact, the corpora in the aforementioned industries
still consist of natural language, predominantly, English. On
the other hand, the text data prevalent in telecommunications
logs has minimal similarity to both natural language and code.
Consequently, the need arises to undertake domain-specific
data pre-processing, along with the training of tokenizers
and models de novo, in order to attain optimal performance
in the downstream log classification task. In particular, here
the LLMs and classical ML models are trained to predict
a successful set of LBs (i.e., log mask) aimed at capturing
only the essential information required for diagnosis, based
on limited information available in software logs generated
through default LBs.

Novel contributions in this research are summarized below.

1) We pre-train recent LLMs, namely RoBERTa and Big-
Bird on our own industrial software log corpus to
develop a deep understanding of the syntactic, semantic
and contextual aspects within log data structures. More-
over, Flan-T5 is domain adapted on the same corpus
using the low-rank adaptation (LoRA) technique [44].
Model-specific tokenizers are also individually trained
to construct a software log vocabulary of appropriate
size. Present study serves as an exemplar showcasing
the process of building LLMs tailored for telecommuni-
cations network testing solutions, with wide applicability
for software log understanding across various industries.
The pre-trained LLMs are finetuned on a downstream
multi-label classification task for identifying a correct
set of log bases to pinpoint the defects happened in
a network emulation. The models are trained on real
industrial customer-reported data from past three years,
achieving acceptable performance given the sheer num-
ber of labels and human bias in the historical label
sets. The best performing model is productionized and
currently estimated to reduce the turnaround time (TAT)
by ~80% in defect resolution.

We extract embedddings of software log samples from
several pre-trained LLMs and train independent binary
classifiers on these embeddings to predict the presence
of individual LBs. These predictions are aggregated over
all the LBs and are used as the baseline for comparison
against the performance of end-to-end finetuned LLMs.

2)

3)

Next, we discuss related work in the field of log classifica-
tion and log anomaly detection including their strengths and
weaknesses. We then illustrate our data acquisition, data pre-
processing and model training pipelines in detail in section III.
Section IV presents the results of LLM-finetuning and classical
ML model training with a comparative analysis and discussion.
In Section V, we delve into the specifics of our experiments,
including model parameter settings, software packages em-
ployed, and the underlying computing infrastructure. Finally,
this article is concluded in Section VI.

II. RELATED WORK

The analysis of software logs has been extensively studied
across various industries [1], [2], [4], [3], [5], [12], [13],
including telecommunications [14], with applications ranging
from failure diagnosis to anomaly detection. These tasks often
leverage both supervised and unsupervised learning methods.
Various ML architectures including classical models, deep
learning approaches, and more recently, Transformer-based
language models have been utilized for automated log analysis.

In the supervised learning domain, traditional machine
learning (ML) techniques have been widely applied to soft-
ware log classification. Decision trees (DT), support vector
machines (SVM), and rule-based classifiers have long been
utilized due to their interpretability and straightforward ap-
plicability. For instance, Chen et al. [6] used DTs to diag-
nose failures in large-scale internet services, showing that
these methods can successfully identify the true causes of
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failure in production environments. Similarly, Liang et al.
[7] developed a methodology to predict failures in the IBM
BlueGene/L supercomputer using event logs. Their customized
nearest-neighbor approach outperformed other classical ML
techniques in precision and coverage, indicating its robustness
for large-scale systems.

The rise of deep learning has brought more advanced
architectures into log analysis. Recurrent neural networks
(RNNs), particularly LSTM-based models, have shown great
promise in capturing the sequential nature of log data. Du et
al. [8] proposed DeepLog, an LSTM-based model that detects
anomalies by predicting future log sequences and flagging
deviations. This model highlights the capacity of LSTM to
model long-term dependencies in log sequences, making it
suitable for systems where log events occur in sequences
over time. On the other hand, convolutional neural networks
(CNNs) have also been explored for log anomaly detection,
particularly when the relationships between log entries are
not sequential but involve detecting specific critical events.
Lu et al. [19] demonstrated that a one-dimensional CNN can
outperform general multi-layer perceptrons (MLP) and LSTM-
based models for Hadoop Distributed File System (HDFS)
log analysis, providing a faster and computationally efficient
alternative. Fotiadou et al. [20] compared LSTM-based and
1D-CNN architectures for log event classification and network
traffic anomaly detection. Both architectures demonstrated
similar performance.

With the advent of attention mechanism, Transformer-based
architectures have revolutionized many NLP tasks, including
log analysis. Several recent studies have adopted transformer
models to classify logs or detect anomalies. Lee et al. [28]
proposed using BERT [29] for unsupervised log anomaly
detection, leveraging the model’s masked language modeling
(MLM) pretraining objective to detect anomalies based on the
probability distributions of masked log tokens. They operate
on the assumption that the context of a normal system log
significantly differs from that of an abnormal one. Based
on this, a normal log is expected to have a low prediction
error and a high probability for masked tokens, while an
abnormal log is likely to show a higher error and a more
uniform probability distribution, enabling the identification of
anomalies.

Further expanding on this approach, Almodovar et al. [11]
presented LogFiT, a finetuned BERT model specifically for
log anomaly detection. By training on normal logs with
a masked sentence prediction objective, LogFiT effectively
distinguishes anomalous logs from normal ones based on top-k
token prediction accuracy. Other transformer models, such as
LogBERT [30] and Cross-attention-based Transformers (CCT)
[31], have also been proposed, emphasizing the growing
relevance of self-attention and large language models (LLMs)
in log analysis.

While general log anomaly detection and classification are
well-studied, specific research focusing on telecommunica-
tions logs remains sparse. However, as telecommunications
networks generate vast amounts of log data across various
layers of the protocol stack, identifying relevant logging points
that facilitates defect diagnosis becomes crucial. Ulku et al.

[14] provided one of the few comprehensive studies on log
classification within the telecommunications industry, demon-
strating the applicability of ML approaches for detecting
anomalies in network operations. Log analysis in the context
of multi-label classification (MLC) is not explored extensively
in literature. Dhakal K. [38] proposed a MLC approach for
anomaly detection from real world system logs generated
in industrial settings. They train custom word and sub-word
based tokenizers and obtain token embeddings using static
embedding approaches such as Word2Vec as well as contextual
embedding methods based on LLMs such as pretrained BERT
and DistilBERT models. These embeddings are then sent
through a separate LSTM-based classifier. They achieve a high
accuracy of 99% and a macro Fl-score of 0.94 for multi-
label classification of logs generated from patient monitoring
devices.

In this study, we propose a ground-up approach for multi-
label classification of complex log files for defect diagnosis in
telecommunications industry. We pretrain and finetune LLMs
end-to-end for log text understanding and logging point de-
tection, respectively. Additionally, we benchmark our end-to-
end finetuning approach of LLMs for MLC against extracting
LLM-based embeddings and applying separate classifiers, sim-
ilar to the technique proposed in [38]. For our use case, directly
finetuning LLMs for MLC demonstrated higher performance.

III. METHODS

Fig. 1 demonstrates the full-scale workflow of log mask pre-
diction using LLMs, encompassing four integral components:
data extraction and processing, pre-training, fine-tuning, and
inference. This section provides a comprehensive overview of
the methodologies employed in the data processing and pre-
training phases of the entire pipeline.

A. Data Extraction and Processing

The essential interactions between the customer and service
provider’s triage and engineering teams for identifying the
source of the issues and then resolving the defects, are
raised, conducted, and systematically documented under a
defect ticketing system. Most often, this record-keeping and
communication take place on platforms such as Microsoft
Dynamics (MSD) and ClearQuest (CQ) which are widely used
for tracking and managing such issues. First, we navigate to
the case stores of these platforms and extract all relevant
cases. Each case is tagged with a unique sample identifier,
and contains the log attachment generated through the default
LBs along with other information as shown in Fig. 2. We
then employ a parser script to extract related information,
such as the network tester configuration (which we refer to
as config), and any errors, warnings, asserts and other critical
information (e.g., captured via keywords such as fail, exceed,
invalid, violate, discard, timed out, etc.) recorded in the log
file. We use the term err_warn to describe information that
signifies errors, warnings, or failures. For every defect case,
we then retrieve the associated final set of LBs recommended
by engineers before the case was closed. This set serves as
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Fig. 1. Complete workflow of LLM-based logmask prediction.

the target label, while both the config and err_warn text data
features are used as inputs to our classification models.

We then detect and remove outlier samples from the
database. All relevant lines of text in our software logs,
namely, the indications (tagged with I:) that contain data
transmitted or received by the network and confirmations
(tagged with C:) that record the execution status of system
commands, along with config and err_warn are captured
and the character length of this combined text is calculated
for every sample. Subsequently, we employ the interquartile
range (IQR) to detect outliers, particularly those featuring
excessively long text sequences. IQR is defined and computed
as the difference between the 25th and the 75th percentiles of
a data distribution, the character length distribution of samples
in this case. Detected outliers are then removed, ensuring that
the majority of text samples remain within the typical context
window of LLMs. Our final dataset contains 7958 industrial
data samples.

Next, we proceed by identifying and removing specific
custom stop words, time stamps and some very long jargon
words in our logs that are generally irrelevant for defect
resolution. The actual values of numbers, hexadecimal strings
and IP addresses in our logs are typically unrelated for root

cause analysis. Nonetheless, including a placeholder to signify
their presence can be beneficial for maintaining the syntactic
coherence of the logs. As a result, we use special tokens
like <num>, <hex>, and <ipaddr> to mask such text. It
should be noted that only distinctive numbers are masked
with <num> token, and not the numbers in some alphanu-
meric words, as they may carry information. The objective
of our data pre-processing phase is twofold: to construct an
appropriately formatted text corpus suitable for LLM pre-
training and to extract relevant text snippets and target labels
for establishing a labelled dataset for the downstream log
classification task. Before creating the corpus, we replace the
newline characters (\n) with <newline> and demarcate the
end of each software log with an <endsample> token. This
procedure enables the generation of an extensive and systemat-
ically structured text corpus through the concatenation of pre-
processed individual software logs. Furthermore, deduplication
is performed to remove recurring identical lines of text from
the software log corpus.

After performing data cleaning and incorporating the special
tokens as previously detailed, we proceed to construct our
labeled dataset. This dataset primarily consists of config and
err_warn text columns along with the LBs extracted at the
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parsing phase for every customer defect case. However, we
observed that the total number of unique LBs in the target label
column is too large (> 1500), given the size of our dataset.
Moreover, historical data suggests that many LBs rarely need
to be enabled to identify defects. Consequently, we consider
only those LBs that have appeared over 100 times across all
defect cases reported in the past three years. This results in a
total of 257 unique LBs available for selection. Fig. 3 shows
the number of LBs associated with every defect case. As
observed, debugging different issues requires enabling diverse
number of LBs, indicating significant variability.

B. Pre-training

Once a sufficiently sized and properly structured software
log corpus is established, we progress to the LLM pre-
training stage. One of the primary factors to consider at this
point is the selection of the LLM architecture, in conjunction
with its associated tokenizer. Given that our corpus contains
approximately 4 billion tokens, the choice of model size
should align accordingly [45]. Here, we opt for RoBERTa,
BigBird and Flan-T5 architectures for domain-specific pre-
training. In particular, RoBERTa and BigBird architectures
are pre-trained from scratch, including their tokenizers, while
Flan-T5 is domain-adapted starting from publicly released
flan-t5-large checkpoint. LLMs designed for specific
objectives or trained on heterogeneous morphological text
corpora may require different tokenizers that capture relevant
linguistic features more effectively. Below we delve into the
details of tokenizer training and the creation of domain-
specific vocabularies.

Tokenization is the process of converting raw text into
a numerical representation (i.e., a sequence of tokens) that
models can interpret and learn from. Tokenizers play a pivotal
role in constructing the vocabulary of a model—a finite
set of tokens that the model recognizes. This vocabulary
includes words, subwords, or characters, depending on the
granularity of the chosen tokenization technique. The choice
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of vocabulary size and tokenization strategy directly impacts
the model’s ability to learn and generalize across different
text structures. Subword tokenization is particularly popular
because it strikes a good balance between representing com-
mon words as they are and decomposing less common words
into understandable sub-units. As the name implies, subwords
are typically more granular than whole words but larger than
individual characters. This is an effective strategy in handling
morphologically rich text formats, out-of-vocabulary words
and optimising the model’s vocabulary size for computational
efficiency. Two tokenizing strategies that we discuss here -
byte pair encoding (BPE) and SentencePiece, both belong
to the subword tokenization category. Readers are directed
to the original studies for more details on BPE [46] and
SentencePiece [48] algorithms. Among the LLMs examined
in this study, BigBird and Flan-T5 employ the SentencePiece
tokenizer, while RoOBERTa uses the BPE tokenizer.

We then proceed in training these tokenizers specifically
on our log corpus to better represent and utilize the inherent
semantic information within these logs. Following empirical
experimentation with various vocabulary sizes, we determined
that a vocabulary size of approximately 1600 tokens is most
suitable for our specific application. This is because the
number of unique space-separated words in our logs is not
as high compared to a natural language. This conclusion was
reinforced by telecom experts who, upon examining the tokens
in the dictionary, confirmed their relevance and applicability.
Once an appropriate vocabulary size and a set of special tokens
are identified as mentioned previously, we train BPE and
SentencePiece tokenizers independently. While it is possible to
train tokenizers using only a portion of the corpus, particularly
with extremely large corpora, here, we used the full content of
our corpus for tokenizer training owing to its relatively smaller
size. This process results in the creation of a vocabulary file
for each tokenizer, mapping every token to a unique index.

The software log corpus is tokenized accordingly, enabling
the launch of LLMs. We train RoBERTa and BigBird archi-
tectures, each consisting of 6 hidden blocks and 12 attention
heads, with a masked language modelling (MLM) objective.
MLM involves randomly masking out some of the tokens in
the input text and then training the model to predict these
masked tokens based solely on their context. This allows the
model learn a deep understanding of software log structure
and context. Here, we mask about 30% of total tokens and
train the models for five epochs. Fig. 4 shows the attention
matrices of the pre-trained RoOBERTa model for a given input
text sample. As observed, the model calculates appropriate
attention weights for different tokens based on the context,
helping to construct a learned embedding of a given piece of
text.

Flan-T5 is trained with a warm start for domain adaptation
by tokenizing the corpus with its own pre-trained tokenizer.
Training our own tokenizer is infeasible here because the
embedding matrix of Flan-T5 checkpoint consists of learned
embedding vectors for tokens in its original tokenizer with a
fixed vocabulary size. Nevertheless, we add our special tokens
to the pre-trained tokenizer of Flan-T5 and extend the model
embedding matrix to accomodate these new tokens. Because

the flan-t5-1large checkpoint is relatively large ( 780M
parameters), and with the hope of preserving the original
checkpoint weights, we employ LoRA method for domain-
specific training of Flan-T5. LoRA focuses on updating a small
set of trainable parameters that modify the original weights in
a low-rank subspace, rather than updating all the parameters of
the model directly. Flan-T5 is an encoder-decoder architecture
and we train it with a sequence-to-sequence objective where
the target sequences are created by shifting the input sequences
by £ (>1) number of tokens. Similar to before, Flan-T5 is
trained for five epochs. All pre-trained models along with their
tokenizers are stored for further finetuning and/or text embed-
ding extraction. Note that it is crucial to maintain consistency
in the use of the tokenizer throughout the entire process. Once
the tokenizer is trained and a vocabulary is established, it is
essential to use the same tokenizer consistently during the
LLM pre-training, finetuning, and in the inference pipeline.

IV. RESULTS AND DISCUSSION

We explore the use case of telecom log classification via two
avenues: 1) E2E finetuning of pre-trained LLMs for multi-label
classification. 2) Independent binary classification to detect the
presence of individual LBs by applying classical ML models
on log text embeddings extracted from pre-trained LLMs.
In both cases, our emphasis lies in accurately identifying a
relevant set of LBs from the concatenated err_warn and
config input text features. The character length distributions
of config and err_warn across the dataset are shown in
Fig. 5.

A. E2E Finetuning

We finetune the pre-trained RoBERTa and BigBird model
for MLC on our labelled dataset. MLC approach faces several
challenges, including heavily skewed distribution of log bases
as depicted in Fig. 6, limitations in the available data, and
the overall high number of log bases. As depicted in the
finetuning block of Fig. 1, the input text is first tokenized with
the respective tokenizer. Initial dataset containing 7958 entries
is split into 80% training and 20% test sets. Both models are
trained on the training set for up to 400 epochs and their MLC
performance is evaluated on the test set. Model quantization
or the utilization of LoRA was not required in our computing
infrastructure for ROBERTa and BigBird finetuning. Likewise,
all model weights were updated during the finetuning stage.
Table I summarizes the performance metrics for RoOBERTa and
BigBird on the test set. Notably, both models display similar
performance, with BigBird performing marginally better. It is
worth noting that the performance metrics reported in Table I
refer to the micro average, where the total true positives, false
negatives and false positives across all classes are considered
when calculating the metrics.

In Fig. 7, we display the the distribution of Fl-score per
log base. As observed, there exists significant variation in
the Fl-score per LB. This may be attributed to the largely
skewed distribution of LBs in our dataset. More prominent
LBs are easily detectable whereas those with lower frequency
of occurrence are generally associated with a lower Fl-score.
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Fig. 4. Visualization of the attention matrices of hidden layer block #2 of pretrained RoBERTa model for a given text sample of length 425 tokens. The

color indicates the attention score between the two associated tokens. Only a subset of tokens are shown at the corresponding tick index.

While the final performance metrics are similar in RoOBERTa
and BigBird, their training progressions exhibit unique charac-
teristics, as illustrated in Fig. 8. BigBird enters within 5% of
its optimal Fl-score in about 60 epochs whereas RoBERTa
takes about 120 epochs to accomplish the same level of
performance. It appears that the training progress of ROBERTa
is more stable than that of BigBird. Moreover, finetuning the
BigBird model on our infrastructure requires approximately 13
hours, significantly longer than the training time of RoBERTa,

which takes just under an hour. This discrepancy arises due
to the large context window size of BigBird, leading to a
quadratic increase in computational complexity. Nevertheless,
once trained, both models are capable of performing inference
without the requirement of graphics processing units (GPUs)
and are deployable on a typical personal computer.

There may be several possible reasons contributing to the
difficulty in achieving higher performance in the present
downstream task. Mainly, our labels extracted from historic
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data might reflect human bias - as the selection of LBs may
differ from engineer to engineer. Also, the engineers are tasked
to find the necessary set of LBs, which in most cases contain
additional LBs that may not be necessary for locating the
defects. Therefore, the target LBs are not consistent in our
dataset, and it is extremely difficult to rectify this without
manually going through each defect case with the help of a
domain expert. Furthermore, the sheer number of available
classes makes the MLC problem more challenging. As such,
we believe that our finetuned LLMs remain highly useful,
especially in generating an initial, reasonably accurate set of
log bases. This aids in minimizing turnaround times and it-
erative communications between service providers and clients
for defect identification and troubleshooting.

B. Independent Binary Classification

In this approach, we aim to mitigate the impact of imbal-
anced log base distribution on the classification performance.
To achieve this, we establish a balanced database for each log
base by randomly selecting negative class samples to match the

Model \%?Séiﬁ Precision | Recall | Fl-score I—]I)ail;:;r;::eg
RoBERTa 512 0.583 0.46 0.514 0.08
BigBird 4096 0.593 0.455 0.515 0.079
TABLE I
MULTI-LABEL CLASSIFICATION METRICS (MICRO AVERAGE) FOR THE
TEST SET.
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Fig. 7. Fl-score per LB on the test set for BigBird.

number of positive ones. Here, the positive samples indicate
those containing the LB of interest. Consequently, individual
binary classifiers are trained for each LB to ascertain its
relevance within a given software log. Variable-length text
sequences need to be transformed into fixed-size represen-
tations for compatibility with traditional ML algorithms. We
extract fixed-length embeddings of text samples in our labelled
dataset using the pre-trained LLMs: RoBERTa, BigBird and
Flan-T5. Specifically, the err_warn and config text are
concatenated and passed through the pre-trained models and
token embeddings are capture from the final hidden layer.
These embeddings are then aggregated using a mean-pooling
function to retrieve a single vector representation for each
sample.Fig. 9 depicts the overlapping sliding window approach
of extracting embeddings of text samples longer than the
context length of the model that we proposed in our previous
study [47]. Such a strategy is required especially when the
length of the text sequence exceeds the maximum sequence
length of the model. Concretely, consider a long text document
with a total length of L tokens and a context window of
l. tokens, where [. is smaller than L. Using an adaptable
overlapping window of size w tokens, where w is less than [,
the number of overlapping chunks required to cover the entire
document, denoted by M, is given by the following formula:

= (D

In this approach, the global document embedding, E, is
calculated as follows:

N‘H

M.
ZZ TEy; 2)
€ k=1 i=1

Here, T'E), ; represents the token embedding for the ith
token in the k*" chunk. These token embeddings are extracted
from the last hidden layer of the model, with each embedding
having a dimension drg, which corresponds to the number of
units in the model’s last hidden state. To compute the chunk
embedding, a mean-pooling operation is applied across all
token embeddings in a chunk, and this process is repeated
across all chunks to obtain the final document embedding.
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[47

While performing this pooling, the attention mask is taken
into account, ensuring that padding tokens are ignored. The
text chunks overlap by w tokens, allowing some context and
information from previous windows to be carried forward as
the model processes the document.

With these embeddings, we then create a bespoke dataset
for each log base as specified above. Subsequently, we train
separate classical ML classifiers on an 80% randomly split
subset of this dataset and assess model performance on the
remaining 20% held-out test set. Models such as XGBoost,
Random Forest, Gaussian Process and Extra Trees are investi-
gated in this section. Please refer to the Experimental Details
section for more details on hyperparameter optimization of ML
models. Additionally, we employ TFIDF-based embeddings
as a baseline approach and compare the performance of

ML models on these embeddings against those using LLM
embeddings.

Table II presents the binary classification outcomes achieved
using various LLM embeddings and classical ML models. The
performance metrics are averaged across all LBs. Notably,
BigBird embeddings coupled with Gaussian Process classi-
fiers demonstrate the highest performance, closely followed
by ML models paired with Flan-T5 embeddings. Across all
experiments, consistent training and test datasets are utilized,
with fixed ML model states. Therefore, we may conclude that
the superior quality of LLM embeddings is what contributes to
the improved performance. Interestingly, our TFIDF baseline
approach yields results comparable to LLM-based methods.
This may suggest that the presence of particular keywords
(e.g., error or assert indicators) may be more relevant in
enabling certain LBs, rather than the actual semantics of
software logs. Nonetheless, our results suggest that the LB
classification remains a challenging task, despite employing
datasets with balanced class distributions.

In the final phase of our analysis, we focus on obtaining
a predicted set of LBs for each entry in a newly compiled
dataset, comprising 189 recently resolved defect cases previ-
ously unseen by our models. This objective is achieved by
deploying our trained binary classifiers, each dedicated to
assessing the applicability of a specific LB to the software
log samples under consideration. Through this approach, we
determine the relevance of individual LBs and acquire a
set of predicted LBs for every sample in the new dataset.
This process, however, culminated in suboptimal outcomes,
as evidenced by a micro Fl-score of 0.214. A notably low
precision rate of 0.13 was observed, primarily attributed to
an elevated incidence of false positives. This phenomenon
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stems from our approach to artificially balance the dataset
for the purpose of training binary classifiers. By altering the
dataset to simulate a uniform distribution of LBs—a scenario
that contrasts with the actual, highly skewed distribution of
LBs in practice—we inadvertently influenced the model’s
tendency to make predictions based on real label distribution.
Consequently, this led to a frequent overprediction of rare LBs,
thereby inflating the rate of false positives. Therefore, based on
our findings, we assert that E2E finetuning of LLMs for multi-
label classification represents the most promising strategy for
log mask prediction.

V. EXPERIMENTAL DETAILS

The experiments conducted in this research were performed
on an Nvidia DGX server with 8xA100 80GB GPUs. We
utilized the KubeFlow user interface (UI) for managing ML
workflows, that leverages Kubernetes as its underlying plat-
form for orchestration of hardware resources and efficient
management of containerized applications across the available
hardware. MLFlow [50], coupled with the KubeFlow UI was
used for experiment tracking.

LLMs investigated in this research were adapted from
the Hugging Face ecosystem [51]. In the pre-training stage,
RoBERTa and BigBird were both trained for 5 epochs, with
a batch size of 64 and 8 respectively. The architectures of
both models consisted of six hidden layer blocks. The rest of
the hyperparameters remained consistent with default values
as provided by the transformers package. ROBERTa took
about 50 hours to (pre)-train on our hardware, whereas BigBird
was trained in 72 hours. LoRA adapters, with a rank of
16 and a scaling factor of 32 were applied to the Flan-T5
model checkpoint for domain adaptation. Flan-T5 was domain
adapted for 5 epcohs with a batch size of 8, which resulted
in about 160 hours of training time. At the finetuning stage,
both RoBERTa and BigBird were trained for up to 400 epochs,
with an initial learning rate of 10~* for multi-label classifi-
cation. Micro average of MLC metrics were calculated using
the torchmetrics package. Fine-tuning of RoOBERTa and
BigBird took approximately 1 hour and 13 hours, respectively.

All classical models examined in this work were adapted
from the scikit-learn package. ML model hyperpa-
rameters were tuned employing a 5-fold cross validation
strategy. Binary classification metrics are calculated using
the scikit—learn package and averaged across LBs. The
training of a single ML model, depending on the dataset size
and model type, ranges from less than a second up to a minute.
LLM sample embeddings were stored offline, allowing for
swift execution of the series of ML classifiers.

VI. CONCLUSION

In this paper, we presented a comprehensive end-to-end
workflow of pre-training LLMs ground up on an industrial
software log corpus, followed by the finetuning of these
models on a multi-label classification task. This downstream
task is aimed at accurately identifying the appropriate set
of log bases for defect resolution, significantly reducing the
turnaround times and the resource consumption of both service

providers and clients. Despite the formidable challenges posed
by complex and voluminous log data with little resemblance
to natural language, the imbalanced distribution of labels,
and the presence of human bias in historical data — a
scenario frequently encountered in industrial datasets — our
approach demonstrates a promising avenue for leveraging
Al to minimize manual intervention. This research lays the
groundwork for future advancements in Al-driven diagnos-
tics in telecommunications, underscoring the importance of
systematic data curation and the infusion of domain-specific
knowledge into Al models to enhance efficiency and accuracy
in defect resolution.
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