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Abstract—The sixth generation mobile networks (6G) will
undergo an unprecedented transformation to revolutionize the
wireless system evolution from connected things to connected
intelligence, where future 6G Industrial Internet of Things (IIoT)
covers a range of industrial nodes such as sensors, controllers,
and actuators. Additionally, data scattered around the industrial
environments can be collected for the sake of enabling intelli-
gent operations. In our work, the promising multi-access edge
computing (MEC) service is introduced into the IIoT system
to execute the task scheduling and resource allocation for the
sake of various compelling applications. Moreover, we define
the objective function as the weighted sum of delay and energy
consumption. Next, a novel deep reinforcement learning (DRL)-
based network structure is proposed to jointly optimize task
offloading and resource allocation. More specifically, the task
offloading is decomposed via the new isotone action generation
technique (2AGT) and adaptive action aggregation update strate-
gy (3AUS) based on the proposed DRL framework, and the initial
problem can be transformed into a convex optimization problem
to solve the resource allocation for each IIoT device. Additionally,
we periodically renovate the offloading policy in the DRL
framework so that our proposed DRL-based decision-making
algorithm can better accommodate time-varying environments.
Numerous experimental results demonstrate our proposed DRL-
based network structure for each IIoT device can obtain quasi-
optimal system performance compared with some conventional
baseline algorithms.

Index Terms—The sixth generation mobile networks (6G), edge
intelligence, Industrial Internet of Things (IIoT), task offloading,
resource management.
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I. INTRODUCTION

RECENTLY, the efforts and initiatives from standard bodies
have started to conceptualize the sixth generation mobile

networks (6G) [1] and 6G may become an unparalleled
transformation to revolutionize the wireless communication
systems. Furthermore, intelligent industrial Internet of things
(IIoT) in 6G [2] has received considerable attention from both
academic and industrial field. In the last decade, the industrial
standards and infrastructures have evolved substantially due to
the amalgamation of Internet of things (IoT) [3] paradigm with
some industrial units and equipment. Sometimes, IIoT is also
known as the "Internet of really important stuff, the objects,
and machines that powers our life". There may be massive
devices connected by the IoT at the end of 2020 [4]. Fur-
thermore, the connected IIoT infrastructures (e.g., actuators,
vehicles, and industrial controllers) generate a humongous
amount of data that require real-time analysis and evaluations
with heterogenous characteristics in terms of size and modes
[5]. Specifically, IIoT connects different kinds of industrial
assets in industrial environments to enable intelligent opera-
tions, such as industrial monitoring, automation and intelligent
control [6]. However, the proliferation of the number of IIoT
devices and the ever-increasing computation-intensive applica-
tions including augmented reality (AR), real-time online gam-
ing and ultra-high-definition (UHD) pose great challenges on
data processing, architecture rigidity and resource allocation.
To address the aforementioned challenges, it is important to
analyse data. Consequently, joint task offloading and resource
management have attracted the significant focus from IIoT
systems [7] - [8].

Generally, mobile cloud computing (MCC) provides a prop-
er paradigm that wireless devices execute the computation
offloading in the cloud server [9] - [10]. Thus, some wireless
devices choose to offload application tasks [11] to the remote
cloud server to ameliorate computational velocity, spectrum
efficiency and energy efficiency, which can be utilized widely
in the past decade. Nevertheless, due to remote distance
between the cloud server and local wireless devices, the long
propagation delay, limited channel capacity and task queuing
delay make it hard to process latency-critical and computation-
intensive application tasks relying on centralized methods.

To address the complex problems, the concept of edge
intelligence [12] is conceived for offering powerful compu-
tational processing and massive data acquisition at the edge
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networks. Specifically, the edge server is closer to wireless
devices, and hence the offloading scheme for computing tasks
can enormously decrease transmission delay and save backhaul
bandwidth between cloud servers and wireless devices [13].
At the same time, artificial intelligence (AI) is a promising
trend for extracting information from large-scale data and for
making efficient resource scheduling strategies in complex
environment. By integrating AI into edge networks, the radio
networks with service and resource awareness can dynamically
adapt to the resource orchestration, which can be viewed as a
beneficial remedy for data processing and resource allocation
issues [14] in complex IIoT environment. To elaborate a little
further, multi-access edge computing (MEC) servers can help
alleviate latency, reduce energy consumption and guarantee the
quality of experience (QoE).

In this paper, we intend to solve the above problems. First of
all, we establish a novel IIoT network model which contains
multiple IIoT devices followed with the MEC server. Each
IIoT device has many application tasks to be executed. During
the executed process, each device chooses to execute the task
locally or dynamically offload to the MEC server. We propose
and solve the network model to obtain better offloading
decision and resource allocation schemes, which can enable
the whole system to obtain lower total cost of energy consump-
tion and task delay for each IIoT device receiving different
application tasks. Furthermore, we compare our proposed
deep reinforcement learning (DRL)-based network structure
with some benchmarks under the fixed offloading modes and
conventional intelligent offloading schemes. To the best of our
knowledge and belief, there are few related works considering
the IIoT model integrated with edge intelligence. With multiple
application tasks to acquire better system performance, our
works contain offloading decision and resource allocation
utilizing AI methods.

In summary, the main contributions of our paper can be
summarized as follows.

• We construct a novel IIoT system model including the
MEC server for different application tasks in 6G. Driven
by edge intelligence, we jointly optimize the offloading
decision-making and transmission resource allocation for
each device, which aims at minimizing the system’s total
cost in terms of energy consumption and delay.

• A DRL-aided algorithm is proposed for the sake of gener-
ating offloading actions under different application tasks.
Moreover, isotone action generation technique (2AGT) is
utilized to quantize the actions. To stabilize the generated
policy and reduce over-fitting, experience replay as well
as stochastic sampling are introduced for the sake of
retraining the DRL agent, followed by an adaptive action
aggregation update strategy (3AUS) for reducing the
computational complexity.

• Simulation results are shown to demonstrate the effective-
ness of our proposed DRL-based algorithm in the IIoT
system with the MEC server. Numerical results show
that our proposed approach plays a key role both in
improving convergent performance and achieving high
utility compared with other baseline schemes.

The structure of this paper is given as follows. In Section
II, the related works are reviewed. Section III discusses the
network model of our proposed IIoT system enhanced by edge
intelligence. In Section IV, we propose the DRL-based network
structure followed with 2AGT and 3AUS schemes. Extensive
simulations and experimental results are illustrated in Section
V and we compare the proposed DRL-based strategy with
some benchmarks. Finally, Conclusions are given in Section
VI.

II. RELATED WORKS

A. IIoT and Mobile Cloud System

MCC is regarded as a powerful computation server that
promotes some IIoT devices (e.g., actuators, sensors, and con-
trollers) to deliver task data to cloud providers. To adequate-
ly explore the potential of cloud servers, some researchers
propose a range of solutions about offloading schemes and
resource allocation for wireless devices. Satyanarayanan et al.
[15] proposed a virtual machine-based structure to efficiently
process task requests from wireless devices. Liu et al. [16]
considered an task scheduling and routing strategy. Further, the
authors in [17] - [18] implemented two cloud system models
and structures and gave some code offloading methods.

B. Offloading Schemes in MEC

Currently, there are still some technical challenges to be
solved. First of all, when wireless devices obtain application
tasks, whether to offload application tasks needs to be studied
carefully. When global tasks are executed in the MEC server,
this may cause huge congestion on the uplink wireless chan-
nels [19] and lead to severe delay. To substantially explore
and exploit the computation offloading in IIoT systems, we
should consider the task scheduling [20] and uplink resource
management [21] for the sake of reducing the total task delay
and energy consumption.

To elaborate a little further, Kumar et al. [22] proposed a
general rule in offloading decision for minimizing energy con-
sumption, where uplink communication links were assumed to
have a fixed transmission rate. An optimal binary offloading
scheme was proposed in [23] by Barbarossa et al. relying
on convex optimization technologies, where this defined the
power-rate function with the aid of Shannon-Hartley formulas.
At the same time, Chen et al. [24] illustrated a distributed
offloading scheme in the context of multi-user systems based
on game theory, which solved the multi-user computation
offloading on account of large iterations. Furthermore, Bi et al.
[25] proposed a novel iteration update algorithm to solve the
computation resource allocation with binary offloading. Addi-
tionally, by slacking the binary variable to real value, Zhang
et al. [26] proposed a novel joint offloading and resource
allocation optimization (JORAO) algorithm to minimize the
total cost of mobile users, which iteratively reduced the energy
consumption and completion time. Besides, a separable semi-
definite relaxing scheme was proposed in [27] by Chen et al. to
minimize overall energy consumption. However, computation-
al complexity of aforementioned algorithms is extremely high
for real-time computation offloading and resource allocation,
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Fig. 1: The service scenario for IIoT.

and it is difficult to process some latency-critical application
tasks.

C. Edge Intelligence: AI-enabled Strategy

To tackle this problem, AI-enabled strategies have been
considered as efficient solutions [28]. Specifically, Zhang et
al. [29] presented an optimal offloading algorithm in an
intermittently connected cloudlet system based on markov
decision process (MDP). Besides, Liu et al. [30] proposed a
delay-optimal task scheduling policy, where application tasks
were scheduled relying on the state of task buffer, local
processing unit and transmission unit. However, it was difficult
to construct a precise MDP model in the actual world. Without
a precise model, a reinforcement learning (RL) algorithm was
proposed in [31] by Huang et al. to replace MDP, whereas
it was complicated to store state-action value tabular in high-
dimensional space. Besides, due to the expansion of network
size and massive application tasks, the RL agent is limited for
solving high-dimensional problems, which can cause the curse
of dimensionality. Fortunately, with the development of deep
neural network (DNN) [32], [33], [34], some DRL algorithms
combining DNN with RL are regarded as efficient solutions for
real-time control decisions [35], [36], [37], [38] and they can
be performed to study characteristics from high-dimensional
data and solve the curse of dimensionality.

III. SYSTEM MODEL

Fig. 1 shows the network model that consists of multiple IIoT
devices (IIoTD) and one BS with the MEC server. In this
network model, IIoTD can be defined by N = {1, 2, ...N}.
Besides, the MEC server and the BS are connected with a
wired connection (e.g., optical fiber), in which transmission
delay between them can be ignored significantly [39]. Each
IIoTD has large numbers of application tasks to be processed
locally or offloaded to the MEC server with BS. Without loss
of generality, assuming that there are Z independent tasks,
denoted by Z = {1, 2, ...Z}, and the computation of each task
could not be split for partial offloading or partial computing.
That is to say, the task can only be computed in local IIoTD
or offloaded to the MEC server but not both. We assume that

ln,z is the task size including programming codes and general
parameters, and ln,z is the zth task of the nth IIoTD. These
parameters are related to features of the task and they can
be estimated through task types. Each IIoTD n can choose
whether to offload its own computation-intensive task z to the
MEC server or not. We define the offloading decision vector
A, which can be given by

A = [a1,1, a1,2, ...an,z, ...aN,Z ] , (1)

where n ∈ {1, 2, ...N} and z ∈ {1, 2, ...Z} represent the
IIoTD and task, respectively. an,z represents the offloading
decision and it belongs to {0, 1}. In detail, an,z = 1 represents
the IIoTD n chooses to offload the task z to the MEC server,
and an,z = 0 means that IIoTD n decides to carry out the
task z locally. In this way, we can take advantage of parallel
computing of IIoTD and MEC servers, which results in a
decrease of total delay and energy consumption. We consider
Bn,z as the optimized wireless channel bandwidth of the
zth task of the nth IIoTD. Due to the fact that there only
exists one BS, so the interval interference between the BS
could be overlooked [40]. Simultaneously, we consider that
the assigned channel of application tasks from each agent
is orthogonal each other in the IIoT system model through
orthogonal frequency division multiple access (OFDMA). As
there is only one BS coverage area and nature characteristics
of OFDM, we ignore the co-channel frequency and adjacent
channel interference. In terms of Shannon’s theory [41], the
achievable uplink transmission rate for each task z of the nth

IIoTD can be obtained by

cn,z = Bn,zlog2

(
1 +

Pntran|hn,z|2

σ2

)
, (2)

where Pntran means the transmission power from the IIoTD,
and hn,z represents the channel gain which follows rayleigh
flat fading under the allocated channel bandwidth. σ2 is noise.

A. Computation Offloading Mode

The MEC server starts to process the task ln,z after it has fully
received the IIoTD’s task and feeds back information after the
entire task z is computed [27]. Because the data size of the
feedback message is small in general [42], the feedback energy
consumption and delay can be neglected. Subsequently, we
formulate transmission time and processing time. Specifically,
for the task z of the IIoTD n, the transmission time caused
by the uplink channel can be described as

Tn,ztran =
an,zln,z
cn,z

. (3)

Similarly, the transmission energy consumption for the task z
of the IIoTD n can be denoted by

En,ztran = Tn,ztranP
n
tran. (4)

The computation time at the MEC server via the BS can be
represented by

Tn,zpro =
an,zln,zen,z
F totalserver

, (5)
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where en,z represents the number of required CPU cycles, and
F totalserver denotes the computational power. At the same time,
we assume that MEC server is pretty powerful and can process
all received application tasks concurrently. Furthermore, we
model the computational processing energy consumption as
the linear function ln,z [43], and it can be written as

En,zcom = βln,z, (6)

where β can be defined as the task weight factor relative to
the computational energy consumption from the MEC server
and the unit of β is joule per bit. It depends on the application
task size and diverse MEC servers. So the total delay can be
denoted as

T sn =
Z∑
z=1

(
Tn,ztran + Tn,zpro

)
. (7)

In addition, the total energy consumption at the computation
offloading mode for each IIoTD n is formulated as

Esn =
Z∑
z=1

(En,ztran + En,zcom). (8)

B. Local Computing Mode

Next, we formulate the case that each IIoTD decides to
execute its task locally. Specifically, the processing energy
consumption bln can be represented as

bln = k
(
f ln
)2
, (9)

where f ln is the CPU-cycle frequency for each IIoTD, and k
is a constant interrelated to the hardware performance. So the
local processing energy consumption for task z of each IIoTD
n can be given by

En,zlocal = (1− an,z) ln,zbln. (10)

At the same time, the local processing time can be defined by

Tn,zlocal =
ln,zen,z(1− an,z)

f ln
. (11)

Thus, given the task offloading choice an,z , the total local
processing delay for each IIoTD n can be denoted as

T ln =
Z∑
z=1

Tn,zlocal. (12)

Meanwhile, the total local processing energy consumption can
be depicted as

Eln =
Z∑
z=1

En,zlocal. (13)

C. Problem Formulation

In this section, we formulate the joint offloading decision
and wireless transmission rate allocation for IIoT system with
MEC server as a multi-objective optimization problem. To
minimize the total delay and energy consumption, the total

cost function V (L,A,C) can be defined as the weighted
sum of the task delay and energy consumption, where L =
[l1,1, l1,2, ...ln,z, ...lN,Z ] and C = [c1,1, c1,2,...cn,z, ...cN,Z ].
Hence, the total cost function can be denoted as

V (L,A,C) = {λ
N∑
n=1

(T ln + T sn) +
N∑
n=1

(Eln + Esn)} , (14)

where λ represents the weight on delay relative to total
energy consumption. The unit of λ is joule per second and
we can adjust λ to attach different importance to delay and
energy consumption for various application tasks. In short, the
optimization objective can be expressed as

min
{L,A,C}

V (L,A,C), (15)

s.t. an,z ∈ {0, 1}, (16)
N∑
n=1

Z∑
z=1

cn,z ≤ Ctotal, (17)

cn,z > 0. (18)

Then, we minimize the total cost function V (L,A,C) via
choosing the optimal offloading decision vector A and allocat-
ing uplink wireless transmission rate vector C under different
application tasks L. In fact, L is one state constant vector in
the optimization problem and it is diverse in different time
slots for network environments. Furthermore, we regard it as
the input state vector in the optimization problem. At the
same time, decision vector A and transmission rate vector C
are considered as two optimized variables. Next, there exist
some constraints about minimizing the total cost function
V (L,A,C). (16) means offloading decision belongs to 0
or 1, which represents the task is executed locally or the
task is offloaded to the MEC server. As the total wireless
channel bandwidth is limited for all IIoTD, (17) means that
the sum of the achievable transmission rate allocated for each
task z must not exceed the maximum Ctotal. Additionally,
wireless transmission rate cn,z is closely related to the required
channel bandwidth Bn,z , so optimizing the transmission rate
cn,z is equivalent to solving the optimal channel bandwidth
Bn,z . (18) indicates the achievable transmission rate should
be positive since each IIoTD is supposed to access the BS
with MEC server to guarantee the QoE. In the next section,
we show an effective and efficient algorithm based on DRL
to resolve this problem. The detailed parameter settings are
described in TABLE I.

IV. SYSTEM OPTIMIZATION

In this section, we firstly introduce a novel DRL-based
framework to solve our proposed problems. Then we present
the detailed process of how to generate required offloading
policy through the DRL framework and give the 2AGT to
approximate offloading action an,z . Next, after obtaining the
initial offloading action, we transform our proposed initial
problem into a convex objective problem and calculate the
optimal offloading action by parallel computing in terms of
substantial application tasks. Besides, we provide a 3AUS

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. 
Citation information: DOI 10.1109/TNSE.2022.3141728,

Copyright © 2022 Institute of Electrical and Electronics Engineers (IEEE). Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future 
media, including reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or reuse of any copyrighted 
component of this work in other works. See: https://journals.ieeeauthorcenter.ieee.org/become-an-ieee-journal-author/publishing-ethics/guidelinesand-policies/post-publication-policies/ 



IEEE TRANSACTIONS ON NETWORK SCIENCE AND ENGINEERING 5

TABLE I: Summary of Notations

Notation Description

L application task vector

A offloading decision vector

C transmission rate vector

N the number of IIoTD

Z the number of independent application tasks for
each IIoTD

ln,z the task size for zth task of nth IIoTD

an,z the offloading decision for zth task of nth IIoTD

Bn,z the optimized wireless channel bandwidth for zth

task of nth IIoTD

Pntran transmission power from the IIoTD

hn,z channel gain

σ2 the variance of AWGN channel

cn,z uplink transmission data rate for zth task of nth

IIoTD

F totalserver MEC server computational capacity

en,z the number of cycles required to process each
task bit

β the task weight factor relative to computational
energy consumption

k a constant interrelated to the hardware perfor-
mance

f ln CPU-cycle frequency for each IIoTD

λ the delay weight factor relative to the total energy
consumption

π the DRL agent policy function

w neural network parameter

K a distance parameter related to the activation
function

M the number of action aggregations

P incremental constant in optimal action aggrega-
tions

method for setting the number of action aggregations parame-
ter. At the same time, we introduce a DRL network parameter
update policy to strengthen the network stability and reduce
the over-fitting. The detailed procedures are just shown as
follows.

A. Deep Reinforcement Learning Framework

As shown in Fig. 2, the DRL agent brings the control
strategy via interacting with the network environment (e.g., the
application tasks) without a precise transition probability and
adjusts own behavior depending on the outcomes of actions

Input 

layer

Hidden 

layers
Output 

layer

Task: L

|L)p
w

A

DRL Agent

Fig. 3: The detailed agent internal structure.

[44] in order to maximize the discounted reward functions. So
DRL means a new exemplification through trial-and-error and
delayed incentive mechanism to achieve an optimal behavior
policy [45]. While obtaining the application tasks, our DRL
network framework contains offloading decision generation,
2AGT optimization and 3AUS parameters settings. At the
same time, the network framework can compute the convex
optimization problem in order to select current optimal action
aggregation. Each detailed part of the novel DRL agent
network framework structure can be illustrated as follows.

B. Offloading Policy Generation

(1) Offloading decision: For the proposed MINPP, our
purpose is to generate the offloading action by the DRL agent
interacting with the environment (i.e., the application tasks
from IIoTD). Specifically, given DRL agent’s initial policy
function π, we input the application task L to DRL agent, and
it can be defined as

π : πw(A|L) . (19)

The detailed internal network structure of the DRL agent
is presented in Fig. 3. In this agent network structure, the
network structure between different hidden layers employs full
connection and we can see that the offloading action depends
on the policy function πw(A|L) which is implanted DNN
parameter w, i.e., the weights that connect neural neurons
between different network layers. In addition, the output layers
generate the offloading decision A based on the current policy
function πw(A|L). Next, we describe an isotone optimization
method in terms of the generated offloading action.

(2) 2AGT optimization: Supposing that we obtain the ap-
plication task Ls in sth step. The offloading decision As can
denoted as

As = {0 ≤ asi,j ≤ 1|i ∈ [1, 2, ...N ], j ∈ [1, 2, ...Z]} , (20)

Then we start to introduce an isotone action method. Inspired
by the quantitative technology from signal coding [46], we
transform the offloading decision As to massive action sets
for the sake of obtaining optimal action A∗s . The number of
action aggregations is 1 ≤M ≤ NZ +1. As1 can be derived
just as follows:

As1 = {as1ij } =
{

1, if asij ≥ K,
0, if asij < K,

(21)
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Fig. 2: The proposed DRL network structure.

where K is equal to a discriminant value for offloading deci-
sion, and we set it as 0.5 in order to quantify the offloading de-
cision equally. Subsequently, the agent generates other M − 1
offloading aggregations respect to the distance parameter K
and reshuffle the originally generated actions, which can be
defined by |as11 − K| ≤ |as12 − K|... ≤ |asNZ − K|. Then,
the remaining M − 1 offloading aggregations are recalculated
according to 2AGT, which can be denoted as two cases.

Case 1: When asij > asm−1m−1 or asij = asm−1m−1,
am−1m−1 < K , the quantitative action value asmij can be
represented as

asmij = 1. (22)

Case 2: When asij < asm−1m−1 or asij = asm−1m−1,
am−1m−1 ≥ K, the quantitative action value asmij can be
represented as

asmij = 0. (23)

In terms of above two cases, the total quantitative action
aggregations can be calculated as

Asm = {asmij }, (24)

where m = 2, 3, 4...M , and we can see that there are NZ
offloading actions for all application tasks. In addition, we can
generate at most NZ + 1 action aggregations. Next, by solving
the convex optimization problem, the optimal offloading action
A∗sm can be denoted as:

A∗sm = argminV ∗

Asm

(Ls, Asm, C) , (25)

In the next section, we discuss how to adjust the action
aggregations parameter.

(3) 3AUS parameter setting: Intuitively, by setting more

action aggregations M , a lower total cost function can be
calculated followed with higher computational complexity.
Instead, setting a proper M may reduce the potential com-
putational complexity without losing the system performance.
According to the rolling horizon control (RHC) theory [47],
we can update the action aggregations parameter per δ steps.
Specifically, when the step s is the integer times of the δ, the
DRL agent can choose to renew the aggregations parameter.
When s=1, RHC parameters are

Ms = NZ + 1. (26)

When s mod δ=0, the update parameter is

Ms = min(max(m∗s−δ+1,m
∗
s−δ+2, ...m

∗
s−1) + P,NZ + 1) ,

(27)

where m∗s−δ+1 represents the index of optimal action aggre-
gations. P is a constant in order to allow the number of
aggregations to increase during the update period and if it
doesn’t reach the update steps δ for other steps, it can be the
same as the previous value.

(4) Convex optimization function: According to the 2AGT
and 3AUS schemes, we can transfer the initial problem into
convex objective [48], as illustrated in Fig. 2. After obtain-
ing the value of offloading action aggregations, the original
problem is

min
{L,C}

V (L,C), (28)

s.t.
N∑
n=1

Z∑
z=1

cn,z ≤ Ctotal, (29)

cn,z > 0. (30)

Evidently, it is a convex optimization problem and we can
solve the Karush-Kuhn-Tucker (KKT) conditions to obtain
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current optimal cost function.
Proof: To demonstrate the optimization problem (30) as the

convex problem, we need to prove the V (L, C), constraint
(31), and (32) as convex function, respectively. Firstly, as L is
the time-varying state vector, so the function V (L, C) is only
related to the optimization variable C. Next, combined with

(31) and (32), as
N∑
n=1

Z∑
z=1

cn,z − Ctotal and −cn,z are affine

functions, it must be the convex function. Additionally, after
obtaining the offloading decision-making, the optimization
objective V (L, C) can be simply reformulated as

V (L, C) = λ

(
N∑
n=1

Z∑
z=1

an,zln,z
cn,z

)
+

N∑
n=1

Z∑
z=1

an,zln,zP
n
tran

cn,z
.

(31)

Lemma 1: For two convex functions f1(x) and f2(x), the
summation of f1(x) and f2(x) is still convex function.

Proof: For any convex function f(x),

f (λx1 + (1− λ)x2) ≤ λf (x1) + (1− λ)f (x2) . (32)

Let g (x) = f1(x) + f2(x), where f1(x) and f2(x) are two
convex functions. Hence,

g (λx1 + (1− λ)x2) = f1(λx1 + (1− λ)x2) (33)
+ f2(λx1 + (1− λ)x2) (34)

≤ λf1(x1) + (1− λ)f1(x2) + λf2(x1) + (1− λ)f2(x2)
(35)

=λ(f1(x1) + f2(x1)) + (1− λ)(f1(x2) + f2(x2)) (36)
= λg(x1) + (1− λ)g(x2), (37)

which demonstrates that the summation of f1(x) and f2(x)
is still convex function. As an,z , ln,z and Pntran are known
for V (L, C), V (L, C) can be regarded as the summation
of multiple convex functions for optimization variable cn,z .
Hence, V (L, C) can be proved as a convex function in terms
of Lemma 1. Finally, the formulated optimization problem is
convex. Then, we choose an action aggregation A∗sm from
the optimal total cost function to start to update network
parameters. In the next section, we show how to update the
network parameters.

C. Network Parameters Update

After the agent obtains the optimal action aggregation
A∗sm, the agent can update the network parameters (i.e., the
offloading policy πw(A|L)). In detail, since the experience
of the DRL agent is interrelated, randomly selecting a batch
of training samples from replay memory can decrease the
interrelation among agent experience and this may help the
DRL agent utilize comprehensive experience in order to learn
better. So we adopt the experience replay technology [49] to
update the network parameters by using the stored data pairs
(Ls, A

∗
sm). Firstly, we keep an empty memory structure. Then

the structure supplies new data pairs, and once the memory
structure is full, the newly generated data pairs can displace
the old. The DRL agent randomly selects several generated

data pairs (Ls, A
∗
sm) in sth step from memory structure to

reduce the over-fitting, which can be characterized by total
steps St. We define the cross-entropy just as follows:

O(ws) = −
1

|St|
∑
s

[(A∗sm)
T
log(πws(As|Ls)

+(1−A∗sm)T log(1− (πws(As|Ls)))] ,
(38)

where |St| represents the total number of sampling steps,
and the superscript T means the transpose operator. In our
simulations, we update our network parameters each ε while
collecting enough new data pairs. Meanwhile, the DRL agent
only updates from the most recent data pairs, which are
produced by a new offloading strategy. The detailed algorithm
procedure is described in Algorithm 1, where the computa-
tional complexity of the proposed algorithm can be derived as
O
(
SL+ SMNZ + S

K

)
.

Algorithm 1 The proposed DRL algorithm

Input:
Each task Ls;
Initially the neural network parameter w;

Output:
The agent outputs A∗sm;
The cost function V (L,A,C);

1: for {1, 2, ...S} do
2: Obtain the offloading decision As via 2AGT and DRL

network structure;
3: Choose appropriate Ms in terms of 3AUS;
4: if s mod δ =0 then
5: Start to choose the new the number of action aggre-

gations from 3AUS;
6: end if
7: Extend action sets As into {As1, As2, ...Asm};
8: for {1, 2, ...|Ms|} do
9: Calculate V (Ls, As, C) for all {As1, As2, ...Asm} ;

10: Select A∗sm = argmin
{As1,As2,...Asm}

V (Ls, As, C) ;

11: end for
12: Add the action pairs {Ls, A∗sm} into buffer pool;
13: if s mod ε =0 then
14: Stochastically selecting K tuples {Ls, A∗sz} and up-

date the DRL agent.
15: end if
16: end for

V. SIMULATION RESULTS AND PERFORMANCE ANALYSIS

A. Experimental Settings

In this section, the number of IIoTD can be denoted as
N = 10 and there are Z = 5 tasks to be performed.
Simultaneously, the channel bandwidth and transmission pow-
er are 100Mbps and 0.2W, respectively. The task size ln,z
obeys the uniform distribution between (5MB, 35MB) and
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Fig. 4: The loss function in terms of learning rate=0.01.

the CPU-cycle frequency follows the uniform distribution
between (0.6e8cycle/s, 2.5e8cycle/s) [50]. Further, en,z is
uniformly distributed between (1000cycle/bit, 3000cycle/bit)
and F totalserver is 6.5e9 cycle/s. We set σ2 = 1 ∗ 10−9. We
utilize the pycharm community edition as the programming
environment for constructing DNN with tensorflow, and the
number of hidden layers is 3 where DNN uses full connection.

B. Convergent Performance Analysis

In this simulation, we input the application tasks Ls into
the DRL agent in each step s, where the sample complexity
includes 30000 training samples and 10000 test samples. After
proper time intervals, the DRL agent is retrained again in order
to improve its convergent performance. Finally, we obtain
a quasi-optimal gain rate and total system cost subject to
enumerating actions.

(1) The DRL cost function: As shown in Fig. 4, when
the number of training steps increases, the error function of
predicted value and optimal value gradually decreases to the
minimum value. In fact, when in approximately 250 steps,
the cost of the DRL agent is close to 0, which validates that
our proposed algorithms have fast convergent speed. At the
same time, while receiving different application tasks, the DRL
agent has a stronger generalization ability and reduces over-
fitting, which demonstrates the effectiveness of buffer pool and
stochastically selecting.

(2) Gain Rate: As illustrated in Fig. 5, we can see that the
agent will not converge to optimal solutions despite enough
training steps. In other words, once more than 250 steps, the
agent can not obtain the optimal offloading action and the
gain rate is less than 0.9. It means that the system utility is
lower. Further, we have to choose proper network parameters
and achieve tradeoff between performance and computational
complexity. Next, we show the system gain rate with different
network parameters settings.

As shown in Fig. 6, we set some different learning rates to
illustrate the relationship between gain rate and training steps.
For better comparison, the contrast scheme is the optimal
solution in terms of extensive search method. Generally, if
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Fig. 5: The DRL gain rate with learning rate=0.1.
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the learning rate is higher, the convergent speed of the DRL
agent can be faster. However, the figure shows that when the
learning rate is higher, the gain rate can not be optimal. If we
set a higher learning rate, the DRL agent may obtain a local
optimal policy rather than the global optimal. Accordingly,
we must select a proper learning rate in terms of a specific
network environment.

In Fig. 7, we study the effect of different batch sizes on
gain rate. In addition, we can see that a small batch size
(e.g., size=32) can not utilize all data pairs in the memory
size, which leads to slow convergent speed. However, if the
selected batch size is large enough (e.g., size=256), the agent
can frequently use the old data pairs and may reduce the
system performance. Hence, we must choose the proper batch
size according to the environment states.

Fig. 8 shows the interrelation between gain rate and different
replay experience sizes. At the same time, we set the batch
size as 128. We can see that the gain rate is close to 1 when
the number of replay experience size is 512 and 1024. Further,
as the number of replay experience size is 1024, its convergent
speed is faster than others. However, the DRL agent can not
converge to optimal solutions once the replay experience size
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is 256, since the selected training data pairs are interrelated
and lead to a local optimal solution. In addition, when the
replay experience size is 2048, the convergent speed of the
DRL agent is slow as it can not fully utilize the collected
data pairs to reduce the error loss. Hence, we are supposed to
choose the proper replay experience size in terms of different
application tasks.

C. 3AUS Parameter Interval

In Fig. 9, it shows the interrelation between gain rate and
RHC intervals. If the update interval is proper, the aggregation
parameter Ms can be renewed frequently, which means the
DRL agent decreases its computational complexity with a
small aggregation parameter. As the number of RHC interval
increases, the gain rate is gradually descendent since the big
RHC interval causes the higher computational complexity for
the total cost function, which means that the DRL agent must
renew the number of action sets with a relatively small RHC
interval instead of the big. Hence, we are supposed to choose
a proper RHC interval while maintaining system performance.
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intervals.

D. System Performance

In this section, we compare our proposed DRL-based 2AGT
method and 3AUS strategy with some benchmarks under a
variety of system settings. Simulation results demonstrate the
effectiveness of our proposed DRL-based algorithm.

(1) CPU clock speed: As illustrated in Fig. 10, it shows
the total system cost of the IIoT model considering the MEC
server’s CPU clock speed. From Fig. 10, our proposed method
is a quasi-optimal solution compared with extensive search
algorithm. Also, there is a small gap between our proposed
method and extensive search. At the same time, the full
local represents that all application tasks from IIoTD are
executed in local devices, while the full offloading indicates
that all tasks are offloaded to the MEC server to reduce
energy consumption and delay. We can see that our proposed
method outperforms the full offloading and local execution.
Further, the full local execution is not able to change with
the CPU speed clock. This is because the local execution
can not depend on the MEC server resources [51], whereas
the full offloading mode decreases the total system cost with
the increase of the CPU clock speed. More importantly, we
compare our proposed method with two conventional DRL-
based algorithms, i.e., conventional deep Q network (C-DQN)
and deep deterministic policy gradient (DDPG), which show
that our proposed method can further reduce the total system
cost in contrast with C-DQN and DDPG. Hence, we can utilize
the MEC server’s powerful computational resources to help
handle the application tasks in terms of our proposed method.

(2) Delay weight factor: In Fig. 11, we plot the total
system cost in terms of delay weight factor λ. The delay
weight factor reveals the weight on delay relative to total
energy consumption in terms of different application tasks
from IIoTD. In general, delay weight is more significant
than energy consumption for some current IIoT application
tasks [52]. Specifically, with the increase of delay weight
factor, we compare our proposed method with other offloading
strategies including extensive search, full local, full offloading,
intelligent C-DQN and DDPG for the total system cost.
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Under different delay weight factors, we can observe that our
proposed method outperforms the full offloading and full local
execution schemes in terms of the system cost. Further, our
proposed method has lower total system cost than C-DQN and
DDPG, which validates the progressiveness and intelligence
of our proposed method. Finally, it is also close to extensive
search, which means our proposed method can achieve quasi-
optimal total system cost.
(3) Task weight factor: In Fig. 12, we show the interrela-

tionship between the total system cost and task weight factor
β with different strategies. In detail, the task weight factor
suggests the task size is related to the computational energy
consumption from the MEC sever. Different task weight fac-
tors mean the various application tasks from IIoTD. In general,
the larger the task size is, the larger the task weight factor is.
From Fig. 12, we can see that our proposed method is superior
to the full offloading and full local schemes in terms of the
total system cost. Further, our proposed method outperforms
C-DQN and DDPG when task weight factor increases, which
demonstrates the effectiveness and intelligence of our pro-
posed method compared with C-DQN and DDPG. In addition,
when the task weight factor increases, the total system cost
is higher for all schemes. Finally, our proposed DRL-based
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algorithm is close to extensive search for total system cost,
which represents that our proposed strategy can achieve a
better sub-optimal solution and have superior intelligence.
(4) Transmission power: As shown in Fig. 13, we explore the

relationship between different transmission power and total
system cost. As DDPG only explores the optimal offloading-
decision and transmission rate, it has higher computational
cost. Additionally, C-DQN can better adapt to the network
environments compared with DDPG. However, as we pro-
pose 2AGT optimization and 3AUS scheme to help dispose
the computation offloading and resource allocation, the total
system cost is lower than C-DQN. Additionally, our proposed
DRL-based network structure is quasi-optimal compared with
extensive search, which further demonstrates the effectiveness
and reliability of our proposed method.

VI. CONCLUSIONS

In this paper, considering a large number of IIoT appli-
cation tasks, we establish a novel IIoT model with edge
intelligence service in 6G. In addition, we propose a novel
DRL-based network structure followed with the 2AGT scheme
and 3AUS strategy to jointly optimize the offloading decision
and transmission resource allocation problems in the IIoT
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system. Moreover, a 2AGT method is proposed to generate
the offloading decision and update the number of action ag-
gregation adaptively based on the 3AUS scheme. At the same
time, we adopt the experience replay technique and randomly
select a batch of samples in order to improve its convergent
performance and reduce over-fitting. Finally, the simulation
results validate that our proposed method can achieve better
system performance compared with other benchmarks.
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