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Abstract—Wireless Body Area Network (WBANS), as a crucial
technology in the field of healthcare monitoring, also plays a
significant role in personal consumer electronics (CE). However,
existing solutions have yet to effectively address challenges such
as personalized demands, data heterogeneity, and dynamic link
variations caused by diverse environmental factors. To address
these issues, this study proposes a novel approach based on the
IEEE 802.15.6 standard, which incorporates personalized node
characteristics to cater to individual needs and adapt to node
heterogeneity. Furthermore, a dynamic scheduling mechanism for
node data is introduced, leveraging multi-feature environmental
factors to enhance the practicality of WBAN systems. Finally,
for real-time scheduling of emotional anomaly data, this study
incorporates skin conductance nodes for the first time to evaluate
emotional factors, ensuring the efficient transmission of urgent
data. Theoretical analysis and simulation results demonstrate
that the proposed approach significantly outperforms traditional
methods in terms of energy efficiency, latency, throughput, and
resource balance.

Index Terms— Wireless Body Area Networks, Personal-
ized Optimization, Adaptive Resource Management, Dynamic
Scheduling.

I. INTRODUCTION

HE significant advancements in the Internet of Things

(IoT) have greatly intensified the interaction between the
physical and digital realms, permeating various domains and
profoundly impacting diverse facets of our daily lives [1], [2].
Wireless Body Area Network (WBANSs) as pivotal solutions
for precise, personalized, and convenient medical services,
have garnered significant attention in the realm of personal
consumer electronics (CE) [3]. In recent years, WBANSs have
been recognized as a critical component of next-generation CE
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and consumer technologies (CT), particularly in the context
of addressing user-specific demands [4]. For instance, WBAN
technology is extensively applied in wearable devices, support-
ing multifunctional CE that integrate health monitoring and
entertainment features (e.g., smart-watches and ear-worn de-
vices), personalized fitness tracking systems, electronic health
records (EHR), and user-centric smart home systems. These
applications not only fulfill the requirements for real-time
performance and high reliability but also drive consumer
dependency on health and entertainment devices. Furthermore,
the research and application of WBANSs in CE have evolved
from standalone data collection to multi-functional, integrated
systems. For example, wearable devices now combine vital
sign monitoring, emotion recognition, and health intervention
functionalities, while smart home systems leverage WBANs
in collaboration with IoT devices to provide personalized and
seamless health management experiences. These innovations
highlight the potential of WBANSs to enhance user experience,
optimize energy efficiency, and improve data management,
reinforcing their role as a driving force for innovation in the
CE industry.

WBAN is specifically designed for human application,
utilizing low-power and miniaturized physiological sensors to
collect diverse physiological data and individual vital signs,
whether located externally or internally on the body [5],
[6]. For example, wearable devices, powered by intelligent
sensors, enable real-time monitoring and diagnosis of health
conditions through smart watches and smartphones. These
devices possess the capability to track vital signs such as heart
rate, blood pressure, electrocardiogram (ECG), activity levels
(including body acceleration and sleep quality), and even
audio cues, thereby facilitating effective health management
and diagnosis [7], [8]. Depending on the application type,
these data are transmitted via a one-hop star topology to
a central coordinator (Sink), whereupon reception, they can
be forwarded to remote or cloud-based platforms for health
monitoring services [9], [10].

In order to meet the diverse quality of service (QoS) require-
ments of physiological sensors, the IEEE 802.15.6 standard
was introduced in 2012 [11], delineating technical requisites
such as differentiated QoS, data transmission reliability, and
energy efficiency. Various resource scheduling mechanisms
have been proposed to optimize these performance metrics.
However, existing methods have yet to deeply consider the
personalized characteristics stemming from individual bodily
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differences and data heterogeneity, which are pivotal for
catering to personalized demands.

To address this limitation, several algorithms based on
multi-factor weighting have been proposed [12]-[21], con-
sidering the heterogeneity of different nodes and subjectively
weighting various factors to derive final weight factors for
sorting. Nevertheless, these multi-factor weighting algorithms
inherently rely on subjective weights assigned by decision-
makers and fail to objectively reflect real-time environments
or adequately consider the differences in individual diseases,
while also neglecting the influence of environmental factors
on data.

To tackle the scheduling challenges present in real-time
environments, some studies have proposed solutions [22]-[30]
such as addressing dynamic changes in body posture [22],
[23], [25], [26] and introducing temperature-aware routing pro-
tocols [30]. However, these methods mostly address singular
factors, overlooking individual differences. Furthermore, exist-
ing resource scheduling methods [31]-[39] exhibit limitations
when dealing with emergency data uploads. While some work
focuses on emergency data uploads, accurately determining
emergency data remains largely unexplored. Individual emo-
tional factors are also overlooked, as fluctuations in individual
emotions may cause data anomalies, thereby affecting the
judgment of data uploads.

As a personalized WBAN system, it is imperative to
comprehensively consider personalized individuals, node het-
erogeneity, real-time environmental factors, as well as the
determination and upload of emergency data, among other
factors. In this paper, we propose a personalized multi-
feature adaptive resource allocation algorithm to address the
challenges posed by individual bodily differences and data
heterogeneity, dynamic changes in real-time environments,
such as node temperature variations, and issues arising from
data anomalies resulting in emergency data uploads, thereby
making the WBAN system more aligned with personalized
demands and enhancing overall system performance.

The main contributions of this paper are listed as follows:

o We devised a personalized sorting mechanism to address
the resource scheduling requirements of diverse individ-
ualized entities and heterogeneous nodes. Compared to
existing resource scheduling mechanisms, our proposed
mechanism stands out in its integration of improvements
to node prioritization based on the IEEE 802.15.6 stan-
dard, while considering node heterogeneity and individual
disease factors, thereby imbuing the WBAN system with
greater personalized characteristics.

« Specifically, we introduce a real-time adaptive scheduling
scheme to address various environmental factors, includ-
ing body tissue damage due to node temperature changes,
body posture changes, energy consumption changes, re-
duced reliability and loss of energy caused by changes in
body posture.

o Furthermore, we incorporated emotional factors to mon-
itor whether anomalous data constitutes emergency data,
and perform real-time scheduling of emergency data. This
contribution, presented for the first time in this paper,

which not only ensures the rational scheduling of emer-
gency data and improves network resource utilization
but also enhances the practicality of the WBAN system
compared to existing resource scheduling solutions.

o To evaluate the performance of the proposed scheduling
algorithm, we adhere to the association process and
transaction framework outlined in IEEE 802.15.6. This
methodology ensures a comprehensive assessment of
our simulation results, enhancing the reliability of our
experimental research and aligning it closely with real-
world scenarios.

The remainder of this paper is organized as follows. Section
II summarizes related works on scheduling strategies. The
system model is presented and formulated in Section III
Section IV introduces the extraction of personalized factors
for adaptive scheduling. The proposed scheduling strategy
is described in detail in Section V. Section VI evaluates
the performance of the proposed algorithms via simulation.
Finally, the paper is concluded in Section VII.

II. RELATED WORK

In this section, we clarify the reasons why the existing
resource management mechanisms have difficulty satisfy the
personalized WBANSs.

A. Multifactor-based Scheduling Strategy

The multifactor-based scheduling strategy comprehensively
considers various factors of nodes for prioritization [12]-[21].
The authors [12] proposed a utility function calculation that
incorporates factors such as node importance, sampling rate,
timeout conditions, and remaining energy to enhance both net-
work service quality and efficiency. The authors [13] designed
a link scheduling strategy based on three key factors: medical
severity, Age of Information (Aol), and energy consumption.
Das et al. [14] calculated the importance of sensor devices
based on diverse sensor parameters, achieving certain improve-
ments in energy efficiency, reliability, and reduction of packet
loss probability. Wu et al. [15] introduced an energy-efficient
data forwarding strategy by taking into account factors such
as remaining energy level, sampling frequency, and sensor
importance, coupled with data compression to balance sensor
energy consumption. In [16] devised a hybrid cost parameter
to evaluate the effectiveness of energy efficiency and service
quality, minimizing total hybrid cost through optimization of
node transmission rate, transmission power, and slot allocation.
In [17] dynamically adjusts node transmission order and
duration based on channel status and application context to
optimize both service quality and energy efficiency. Ullah
et al. [18] proposed a perception clustering and cooperative
routing protocol, considering factors such as remaining energy,
transmission power, communication link signal-to-noise ratio,
and total network energy loss for link scheduling. Liang et al.
[19] designed a multi-level priority division method based on
patient health parameters and data types, employing a tiered
slot allocation approach for node data scheduling. Kim et
al. [20] proposes a Multi-Criteria Decision Making (MCDM)
approach for the link scheduling of node data. Misra et al.
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[21] introduced a slot allocation algorithm considering the
importance of health data and the energy consumption rate
of transmitting Low-Density Parity-Check Units (LDPU) for
node data scheduling.

These approaches consider data heterogeneity and to some
extent achieve the goals of reducing energy consumption and
enhancing Quality of Service (QoS). However, existing meth-
ods have yet to delve deeply into addressing individual bodily
differences, and their consideration of real-time environmental
factors is not comprehensive.

B. Environmental Factor-Aware Scheduling Strategy

Environmental factor-aware scheduling strategy primarily
focus on adapting data transmission in response to variations in
environmental conditions [22]-[30]. The author [22] proposed
a cross-layer energy-aware resource allocation scheme that
improves system performance by considering both link quality
and transmission power. The author [23] introduced a link
quality-aware resource allocation scheme in WBAN, which
consists of two phases: temporal link quality measurement and
subchannel allocation among WBANSs, aiming to maximize the
overall network performance. In [24] presented a transmission
rate-adaptive energy-saving resource allocation scheme that
takes into account the dynamic characteristics of links and
node transmission rates. In [25] addressed the improvement of
system service quality by considering sensor requirements for
channel quality and packet error rate. Selem et al. [26] intro-
duced the "mobTHE” protocol to address sensor node mobility
issues. Mao et al. [27] optimized WBAN energy efficiency
by considering path loss and shadowing values of different
nodes. Zhang et al. [28] used the Particle Swarm Optimization
(PSO) algorithm to optimize the total cost of delay and
energy consumption under posture state. In [29] considered
a closed-loop control mechanism alongside a hybrid operation
of posture and motion detection, using body communication
RSSI values to approximate signal attenuation within a user’s
gait cycle, and using acceleration signals to determine position
within the gait cycle, thereby reducing energy consumption.
In [30] proposed a TLD-RP perception routing protocol that
takes into account temperature, link reliability, and latency to
meet QoS requirements. While these methods address data
transmission issues arising from environmental variations, they
overlook individual differences within WBANS.

C. Anomalous Data Detection Resource Scheduling Strategy

The resource scheduling strategy for anomalous data detec-
tion involves emergency resource allocation by redesigning
superframes and relay transmission methods [31]-[39]. In
[31] proposed a low-power Medium Access Control (MAC)
protocol that detects and handles emergencies within the body
sensors by modifying the superframe structure and allocating
priorities. In [32] designed an emergency priority slot alloca-
tion scheme that uses relay nodes for channel detection and
processing of emergency data. The author [33] introduced a
stochastic graph-inspired Deep Deterministic Policy Gradient
(DDPG) algorithm and transforms the problem into a Markov
decision process to ensure the reliability and energy efficiency

of emergency critical physiological data transmission. The
author [34] proposed a channel access scheme for nodes
carrying emergency data frames to improve the reliability
of emergency data frame transmission. Olatinwo et al. [35],
[36] proposes a Coordinated Superframe Duty Cycle Hybrid
MAC (SDC-HYMAC) protocol and a Multi-Channel Hybrid
Medium Access Control (MC-HYMAC) protocol to ensure
the latency and energy efficiency of emergency critical physi-
ological data transmission. Manirabona et al. [37] presented a
Priority Weighted Round Robin (PWRR) scheduling strategy
to support QoS for emergency traffic. The algorithm combines
priority scheduling and weighted RR, using user priorities
of physiological data to determine how to schedule and
transmit them to the WBAN. Misra et al. [38] addressed the
scheduling of emergency data by adjusting the data rates of
different nodes and using priority adjustments. Moulik et al.
[39] proposed an Adaptive-Toggle MAC (AT-MAC) activation
algorithm that adjusts the MAC frame payload of WBAN
sensor nodes conforming to the IEEE 802.15.4 protocol based
on the severity of health parameters measured by each sensor
node. These methods facilitate emergency transmission of
anomalous data; however, they fail to consider fluctuations in
individual emotions, and anomalous data may not necessarily
be urgent, potentially leading to a decline in overall network
resource efficiency.

Our work provides a comprehensive synthesis of the afore-
mentioned efforts. Firstly, we consider both node heterogeneity
and individual personalization, enhancing the adaptability of
the system to diverse user profiles. Secondly, we address real-
time variations induced by environmental factors. Thirdly, we
incorporate emotional factors in anomaly detection for data
assessment. These aspects collectively aim to tackle existing
challenges, thereby striving towards the development of a more
personalized and practical WBAN system.

III. SYSTEM MODEL

In this section, we will describe the network model based
on IEEE 802.15.6 standard, detailing the establishment of
connections between Sink and sensing nodes, and expounding
on the beacon mode with superframes structure.

A. Network Model

Consider a typical WBAN system based on the IEEE
802.15.6 standard, comprising a Sink and n sensing nodes,
as illustrated in Fig. 1. The Sink and sensing nodes are
interconnected in a one-hop star topology. Each sensing node
collects distinct physiological data and forwards it to the Sink
based on specific time slots (for example, a pulse oximeter
measures blood oxygen saturation levels and heart rate, an
electrocardiogram sensing monitors and records a patient’s
electrocardiogram). Sensing nodes perceive health parameters
as continuous functions of time and transmit them to the
Sink. We employ a beacon-based superframe structure as the
access mode, wherein the hub broadcasts beacon frames at
each beacon cycle scenario. Table I presents the significant
physiological parameters monitorable by WBAN [40]. During
the connection establishment process, the Sink, based on
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Fig. 1. Illustration of a WBAN system.

TABLE I
DIFFERENT TYPES OF MEDICAL SENSORS

Sensing type Data rate Bandwidth Modified priority
EMG 320 kbps 0-10000 Hz 1
ECG 288 kbps 100-1000 Hz 1
EEG 42.3 kbps 0-150 Hz 2
Glucose 1600 bps 0-50 Hz 2
Temperature 120 bps 0-1 Hz 3
Cochlear implant 100 kbps - 3
Voice 50-100 kbps - 4

interaction information, discerns which sensing nodes need
to transmit data and determines the transmission sequence of
these sensing nodes.

B. Association Establish and Superframe Structure

The superframe structure consists of a beacon, a random
access phase (RAP), and a management access phase (MAP),
as shown in Fig. 1. To accommodate different types of
data, the beacon is transmitted first in each superframe to
establish connections with sensing nodes. During the RAP
phase, sensing nodes obtain access to channels through fair
contention mechanisms for handling various traffic types. The
MAP phase is used to schedule the uplink and downlink al-
location intervals. To obtain the allocation intervals for uplink
scheduling in MAP, an association between sensing nodes
and the Sink is required. The Sink initiates by broadcasting
beacon frames, and unassociated nodes, upon receiving the
beacon frames, use carrier sense multiple access with collision
avoidance (CSMA/CA) to transmit connection request frames
during the RAP. The connection request frames contain link
request information element (IE) fields, where the IE element
ID field identifies the type of connection request, and the
Length and allocation request fields specify the total bytes of
the allocation request. To request uplink allocation intervals
in the MAP, sensing nodes must specify the number of slots
that can meet the QoS requirements in the allocation request
field. To approve the uplink allocation requests, the Sink must
send link allocation frames containing link allocation IEs. To
initialize the link allocation IEs, the Sink need to sequentially

approve the received uplink allocation requests based on the
initial link scheduling algorithm.

IV. PERSONALIZED FACTOR EXTRACTION FOR ADAPTIVE
SCHEDULING

The primary objective of this study is to providle WBAN
systems with personalized features and environmental fac-
tors that are better aligned with practical scenarios, while
also enabling the identification and real-time transmission of
anomalous data. To achieve this goal, the chapter elaborates
on the explanatory and design aspects of the feature variables
in the proposed scheduling algorithms.

A. Personalized Feature Design

The heterogeneous nature of sensor nodes in WBANS poses
significant challenges for system design and scheduling. This
heterogeneity arises from differences in computational capa-
bilities, storage capacities, and energy resources among nodes,
as well as variations in the type and urgency of data generated
based on each node’s functional role. To address these chal-
lenges, we developed key node features, including enhanced
node priority, personalized disease-related functionalities, and
variations in data packet lengths driven by differences in
sampling rates. These features enable optimized resource
allocation and scheduling strategies, improving overall system
performance.

1) Prioritization Improvements Based on IEEE 802.15.6
Standard: Although IEEE 802.15.6 standard provides eight
levels of priority classification for nodes, it fails to adequately
reflect the heterogeneous data requirements. The multitude
of priority levels not only fails to accurately capture the
significance of node data but also may impede transmission
efficiency. Moreover, critical data types such as EMG, ECG,
etc., cannot be simply distinguished based on priority levels
alone. Furthermore, individual WBAN users may exhibit vary-
ing priority requirements for nodes. Thus, building upon the
standard classification, we propose a rational categorization of
node priorities during the initial phase.

_rbi
i = fEW (D

where p; represents the eight original priority levels defined
in the IEEE 802.15.6 standard, and ¢; denotes the refined
priorities.

2) Feature Design Based on Individual Disease: Due to the
presence of different individual diseases within each WBAN
entity, the physiological data generated by individual nodes
possess varying degrees of importance. For instance, data on
heart rate produced by individuals with cardiac conditions
should be considered more critical compared to those gen-
erated by individuals without such conditions. In addition, in
some cases, anomalies in blood glucose levels from diabetic
individuals with normal heart function may even take prece-
dence over anomalies related to heart conditions. Therefore,
we have established disease-specific feature parameters as

follows:
0i = {

1, Disease related
0, Disease unrelated

2
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Fig. 2. Frame format of the IEEE 802.15.6 standard.

where p; is determined to be pertinent to patients based on
bodily characteristics.

3) Feature Design Based on Data Length: The data streams
generated by different sensing nodes exhibit diverse traffic
patterns, including continuous or periodic data transmissions,
or transmissions triggered by sudden events (such as a cardiac
event). Therefore, the Sink must allocate slots that precisely
match the traffic generation times of each node to avoid delays
or bandwidth wastage. Additionally, accurate calculation of
the round-trip time required for data transmission, as well as
the physical layer (PHY) characteristics and data length, is
essential, as illustrated in Fig. 2.

The calculation formula is provided as follows:

TF(Lp7 mOde) = tpre + tPLCthdCT + tF (Lpa Rmode) (3)

the first part is given by t,.. = ng”

by tPLCPy.wder Nheadws;jcp"“d”', and the third part
by tF(LpaR’mode) = bév;%’ where Np'r‘e, Nheader, and
Sheader Tepresent the length of the preamble, physical layer
convergence protocol (PLCP) header, and PLCP service data
unit (PSDU), respectively. R; and M are the symbol rate
and cardinality of the constellation of a given modulation
scheme, respectively. Furthermore, Sprcp,.,4. and Niotal
respectively refer to the spreading factor of the PLCP header
and PSDU.

To facilitate transmission, each node should request the
required number of slots upon initiating association with the
Sink. The length of the allocated slots requested by the node
is defined as pASlotMin + L, x pASlotRes, the calculation
for the requested allocation slots is as follows:

, the second part

_ Tp(Ly, mode)

= 4
P pASiotRes @)

where pASlotMin and pASlotRes are set to 500 microsec-
onds.

B. Environmental Feature Design

Moreover, environmental features further exacerbate this
heterogeneity. Defined environmental factors include varia-
tions in node temperature, changes in body posture, and
fluctuations in personal emotions. To adapt to these dynamic
conditions, we introduced a flexible scheduling mechanism
that adjusts node operations based on real-time monitoring
data, thereby enhancing the robustness and reliability of
WBAN systems under complex scenarios.

TABLE II
PARAMETERS OF PENNER BIOHEAT MODEL

Parameter Value
p 50 kg/m3
C 20.94 J/(kg-K)
k 0.5 W/(m-°C)
Q 9.05 W/m?3
TABLE III

INITIAL RELATIVE DISTANCE BETWEEN SINK AND NODES

Posture Type Standing ~ Walking

EEG (Head) 38 cm 38 cm

ECG ( Left Upper-chest) 15 cm 15 cm
Glucose (Left Lower-torso) 13 cm 13 cm
Insulin Pump (Right Lower-torso) 12 cm 12 cm
Blood Pressure (Left Arm) 15 cm 30 cm
SPO2 (Right Arm) 14 cm 31 cm

EMC (Left Leg) 58 cm 67 cm
Temperature (Right Leg) 57 cm 64 cm

Skin Conductance (Center of Torso) 0 cm 0 cm

1) Feature Design Based on Node Temperature: The fre-
quent interaction of information between Sink and sensing
nodes generates a significant amount of radio frequency (RF)
energy, which may cause an increase in body temperature and
damage to body tissues. Particularly, the heat generated by
nodes implanted in skin tissue may lead to a burning sensation
and discomfort, with the potential for tissue damage in areas
with low blood flow. We introduce the Penner bioheat equation
to assess body temperature, as shown:

o0 =T (VT) + @+ Q ®
where p is tissue density (kg/m®), C is the specific heat
(J/(kg-K)), k is the thermal conductivity (W/(m-°C)), T" is tem-
perature (°C), and ( is the microwave power density (W/m?).
In the heat conduction process, the symbol V indicates the
gradient operation on the temperature field 7', yielding the
spatial rate of change of temperature. V- (kVT) represents the
divergence operation on the heat conduction flux, describing
the loss or accumulation of heat in space. ) is a term
accounting for perfusion effects, defined as follows:

Qv = ppewpCyp (T — Tyy) - pPSAR (6)

where SAR represents the specific absorption rate, which
quantifies the rate at which body tissues absorb energy when
exposed to RF radiation, and can be expressed as SAR =
Ul—Elz. FE denotes the induced electric field, o is the electrical
conductivity, p, is the blood mass density (kg/m?), wj is
the blood perfusion rate (1/s), C is the blood specific heat
(W/(m-°C)), and 7 is the ambient blood temperature (°C)
before entering the ablation region (relevant parameter values
detailed in Table II [41].

2) Feature Design Based on Body Posture: In WBAN
systems, individual posture changes and body movements
lead to variations in network topology, consequently causing
channel fading. This results in degraded network perfor-
mance, including increased energy consumption, decreased
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TABLE IV
PARAMETERS OF PATH LOSS MODEL

Parameter Value
do 50 mm

PL(dp) 20.94 dB
n 4.99 dB
S 9.05 dB

throughput, and elevated packet error rate, among others. By
integrating mobility and propagation models and considering
posture characteristics (the deterministic information provided
by each change, i.e., position, orientation, velocity), we utilize
the relative distance between the Sink and nodes as a reference
model, detailed in Table III [42]. It is important to note that the
effective communication range between the Sink and nodes is
limited to within 2 meters.

Additionally, based on the predetermined values provided
in Table IV [42], we calculate the average channel gain (in
dB). After estimating the RX power using propagation loss
models, we obtain the received signal strength (RSS) and
corresponding signal-to-interference-plus-noise ratio (SINR)
for transmission evaluation. Specifically, SINR and physical
layer (PHY) transmission parameters are used to determine
the bit error rate (BER) and packet error rate (PER) between
nodes and the Sink.

PL(d) = PL(do) + 10n - logio(d/do) + S (7

where d is the distance between the node and the Sink.
Additionally, PL(dy) represents the path loss at a reference
distance dy, while n is the path loss exponent. Moreover, S
is the body shadow factor.

BER. = | 3xe BN, DBPSK
Y| Q(VAEYNo xsin (V2 x w/4)), DQPSK
(®)

where Eb/No[dB] denotes the energy per bit-to-noise power
spectral density ratio in dBm, is calculated based on the current
signal to interference plus Noise ratio (SINR) level as:

Eb/No[dB] = SINR!,[dB] + 10 x log,o (BW/R)  (9)

where BW represents the bandwidth in H z and R is the data
rate in bps. Furthermore, the packet error rate (P E R) between
the transmitting node and the receiving node can be assessed
as:

PER;; =1- (1— BER})" (10)

where n denotes the packet length in bits, and BER is the
corresponding bit error rate.

3) Feature Design Based on Personal motions: Differ-
ent individuals experience varying emotional fluctuations in
different scenarios, which can transiently manifest as data
anomalies. However, not all anomalous data points signify
urgent events. For instance, an increase in heart rate due to
heightened anxiety may not necessarily indicate an emergency.
Therefore, it becomes essential to discern whether anomalous
data should be classified as urgent by introducing skin con-
ductance activity nodes for such determination. Specifically,
when abnormal data is detected, the proposed mechanism
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Node 4

Priority 1 Priority 2 Priority 3 Priority 4

Node 2 Node 1 Node 5 Node 4 Node 3 Node 6 Node 7 Node 8

Priority 1 Priority 2 Priority 3 Priority 4

Real Timeslot Arrangement

Node 5 Node 4 Node 2 Node 1 Node 3 Node 6 Node 7 Node 8

gency Timeslot Ar

Node2 | Node5

Fig. 3. Optimization process for scheduling startegy.

Node 4 Node 1 Node 3 Node 6 Node 7 Node 8

will obtain the readings of the skin conductance activity
node in real time. Since emotional reactions usually show
instantaneous and reversible changes in skin conductance,
which are usually related to external stimuli or psychological
factors, and medical emergencies (such as hypoglycemia or
arrhythmia, etc.) are usually manifested as continuous and
abnormal changes in skin conductance, and are usually ac-
companied by abnormalities in other physiological signals.
Therefore, we combine auxiliary context-aware parameters
(such as heart rate, body temperature, and activity level) and
set a threshold based on the individual personalized baseline. If
the threshold is exceeded, the skin conductance activity node at
this time is set to 1, indicating that the skin conductance node
signal has increased significantly, and it is considered to be an
abnormality caused by emotional fluctuations; otherwise, the
skin conductance activity node is set to 0, and it is considered
to be a data abnormality caused by emergency data.

501§

where J(¢) is utilized for urgent evaluation of abnormal data
in skin conductance activity.

The potential risks of false positives or false negatives
caused by external factors, such as extreme environmental
conditions or sensor noise, will be investigated in future
research.

Skin conductance activity
Skin conductance unactivity

(1)

V. PERSONALIZED DYNAMIC LINK SCHEDULING
ALGORITHM

In this section, we introduce a personalized dynamic link
scheduling algorithm, which is designed to optimize data
transmission efficiency in WBAN systems. The algorithm
comprises three phases: Initial sorting based on personalized
features, real-time environment-based dynamic scheduling,
and emergency scheduling for anomalies. These phases work
collaboratively to prioritize data transmission according to
node characteristics, environmental factors, and emergency
conditions, ensuring robustness and adaptability. It is worth
noting that the proposed algorithm is inherently adaptable,
allowing it to handle scenarios under the homogeneous node
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assumption, treating it as a special case of the general hetero-
geneous framework.

A. Initial Sorting Based on Personalized Features

In the initial phase, the coordinator extracts personalized
characteristics of the nodes, including enhanced high-priority
nodes, personalized disease-related nodes, and data length,
from the connection request frames. Based on this information,
time slots are allocated to minimize unnecessary communica-
tion and reduce the energy consumption of low-priority nodes
during critical operations. The Information Element (IE) field
within the connection request frame contains the number of
requested time slots for each node (as described in Section IV.
A. 3). Once the features are extracted, the coordinator returns
a connection acknowledgment frame. It is important to note
that each time slot is set to a duration of 1 ms.

As illustrated in Fig. 3, the goal of the initial scheduling pro-
cess is to arrange heterogeneous nodes in the uplink allocation
interval of the MAP based on their personalized priority levels.
Specifically, nodes are first sorted according to the improved
four-level priority system. For nodes with specific disease
characteristics, their priority is elevated by one level. For
example, in the case of the eight nodes shown in Fig. 3, Node
5, initially assigned to priority level 3, is promoted to priority
level 2 due to its disease-related characteristics. Additionally,
within the same priority level, nodes with disease-related
characteristics are given precedence over those without. For
instance, the order of Node 1 and Node 2 (priority level 1),
as well as Node 3 and Node 4 (priority level 2), is adjusted
based on their disease attributes.

The detailed implementation is presented in Algorithm 1.
Lines 1 to 3 describe the extraction of node features and the
initial sorting based on the enhanced priority levels. Lines
4 to 14 handle the reordering of nodes with disease-related
characteristics. Finally, lines 15 to 16 output the final sorted
result.

B. Real Time Environment-based Dynamic Scheduling

In real-time data transmission scenarios, the environmen-
tal characteristics of nodes play a critical role in resource
scheduling and optimization. To quantify and integrate these
characteristics effectively, we developed an indicator system
based on the Analytic Hierarchy Process (AHP), incorporating
three key parameters: (1) Posture and Path Loss-Induced
Packet Error Rate (P), which evaluates the communication
reliability of nodes under conditions of motion or signal
interference; (2) Temperature Variation (T), which reflects
the stability of the node’s operating environment and its
impact on device performance; and (3) Remaining Battery
Life (B), which assesses the sustainability of node operation
over extended periods. These parameters collectively provide
a comprehensive framework for understanding and addressing
the dynamic environmental factors affecting real-time data
transmission.

The scheduling process utilizes the AHP framework to con-
struct a relative importance matrix for indicators and compute
weighted values. The steps are as follows:

Algorithm 1 Initial Scheduling Based on Personality Nodes
Algorithm

Initialization:

CRF;: Connection Request Frame of node ¢

D;: Disease status of node

Algorithm:

Upon receiving CRF; from node
Extract personalized features of node 7 from CRF;
Initialize priority level ¢; based on disease characteristics
for i < 1 to N do
for j < i+ 1to N do
if Di # Dj then
if D; # No Disease and D; = No Disease

NN R RN

then
¢i = ¢i+1
else if D; # No Disease and D; = No Disease

o ®

then
10: ¢ ¢j+1
11: end if
12: end if
13: end for
14: end for
15: Sort nodes based on ¢; in descending order
16: Transmit data in sorted order

1) Construction and Normalization of the Pairwise
Comparison Matrix: A pairwise comparison matrix x;;
is constructed for environmental metrics such as P, T,
and B. The matrix is normalized as follows:
T = i
Lij

(12)
n
Here, x;; represents the comparison value for row 7 and
column j, normalized across all metrics.
2) Calculation of the Feature Vector: Based on the
normalized matrix, the feature vector for each metric
is computed as follows:

D i1 Tij

n

v = (13)
The feature vector v; represents the relative importance
weight of each metric.

3) Normalization of Real-Time Environmental Features:
Real-time environmental feature values are normalized
using a min-max normalization method as follows:

Yij — min(y;;)
max(yij) - min(yij)

Yij = (14)
Here, y;; represents the normalized value of the real-
time metric for row ¢ and column j.

4) Weighted Normalized Value Calculation: By combin-
ing the AHP-derived weights v;, the weighted normal-
ized values are computed as follows:

n
Wi = E Yij - Vi
j=1

15)
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The value w; reflects the real-time importance of each
node. Nodes are dynamically rescheduled based on their
w; values, ensuring efficient allocation of resources.

If a pairwise comparison matrix is defined as shown below,
x5 represents the relative importance of factor ¢ to j. This
matrix is determined by the Sink node, who evaluates the
relative importance of criteria based on network conditions.

P T B
P/1 2 3
z;=T[1/2 1 2 (16)
B\1/3 1/2 1

After defining the pairwise comparison matrix, the priority
vector, represented as the normalized eigenvector of the ma-
trix, is calculated to determine the relative importance of the
evaluation criteria. The calculation involves two steps: first,
the pairwise comparison matrix is normalized using Equation
(12); second, the eigenvector for each criterion ¢ is derived
using Equation (13), where v; denotes the relative priority of
1 among the criteria. The resulting priority vector is:

Result
P 0.16
T | 0.251 17
B \ 0.589

This indicates that criterion B (e.g., battery level) holds the
highest weight among the evaluation criteria, while P (e.g.,
packet error rate) has the lowest weight. Once the priority
weights are established, the final scores for each node are
calculated by integrating the parameter values for all criteria.
This is achieved using the min-max normalization method
defined in Equation (14) and the weighted sum equation
in Equation (15). Based on the total weighted normalized
scores, nodes are scheduled dynamically, ensuring efficient
resource allocation that aligns with the relative priorities of
the evaluation criteria.

Algorithm 2 implements the scheduling principles through a
structured process. First, the weights of all nodes are initialized
(Lines 1-3). For nodes belonging to priority level 1, scheduling
is determined based on the values of w; x P, with higher
values receiving time slots first. For priority level 2 nodes, their
w; X P3 values are compared with the w; x P, values of priority
level 1 nodes, ensuring that nodes with higher comparative
values are prioritized for transmission. Similarly, for nodes in
priority levels 3 and 4, their respective weights are calculated
and sequentially compared following the same principle. The
algorithm iterates through all nodes, computes the final order,
and returns the resulting schedule S' (Lines 4-23).

C. Emergency Scheduling for Anomalies

Accurate anomaly detection and classification are critical
to distinguish between anomalies caused by emotional fluc-
tuations and those arising from physiological emergencies
in WBANS. This distinction ensures that emergency data is
prioritized for timely transmission, while avoiding unnecessary
resource allocation to non-critical anomalies. To achieve this,
we introduce a skin conductance node signal (as described

Algorithm 2 Real-time Dynamic Link Scheduling

Input: List of nodes N, packet error rate PER, temperature
of nodes T, battery level of nodes B, priority weight factors
Py, Py, P3, Py.

Output: Scheduling queue S.

1: Initialization:

2: Thpggr,Thy,Thg: Thresholds for each parameter
3: W: Weighted normalization value

4: Scheduling:

5: Initialize empty queue S

6: for each node n in N do

7 Calculate w; for node n

8 if node priority is 1 then

9: Compare w; x P, with other nodes’ w; values
10: Sort node n accordingly

11: else if node priority is 2 then

12: Compare w; x P53 with other nodes’ w; X P, values
13: Sort node n accordingly

14: else if node priority is 3 then

15: Compare w; X Py with other nodes’ w; x P5 values
16: Sort node n accordingly

17: else

18: Compare w; with other nodes’ w; values

19: Sort node n accordingly

20: end if

21: Add node n to S

22: end for

23: return S

in Section IV. B. 3) to aid in classification. When data
anomalies are detected and the skin conductance node signal
increases significantly, the anomaly is attributed to emotional
fluctuations. Conversely, if the data remains abnormal without
a significant increase in the skin conductance signal, it is
classified as emergency data. To further enhance anomaly
detection accuracy, the sequential probability ratio test (SPRT)
is employed. This statistical method detects anomalies in real-
time by analyzing deviations in the observed data sequence.
The approach dynamically adjusts sensitivity based on sys-
tem requirements, making it suitable for heterogeneous and
dynamic WBAN environments.

Given X; = {xi,22,...,2,}, we calculate the cu-
mulative sum (CUSUM) of negative deviations and pos-
itive deviations from the mean, where the positive sum
and the negative sum are respectively represented as
SH = max (0,8, +2;-T—a); S§ =0and 5; =
min (0,5, +x; —Z—«a); S; = 0 represents the i-th
data in the observed data sequence, T denotes the historical
mean, and « denotes the shift size, usually set to half of the
sample standard deviation. H is referred to as the decision
value, usually set to 4 or 5 times the sample standard deviation.
In this way, we can adjust the sensitivity of anomaly detection
by adjusting o and H. Additionally, if the length of the data set
X, ={x1,29,...,2,} exceeds the maximum size, the oldest
data in X is deleted, and the new data is added to X;. After
determining the emergency data, the Sink takes measures to
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Algorithm 3 Emergency Data Scheduling Algorithm for Iso-
lated Emotions

Input:

S.: Skin conductance signal S

X;: Set of observed data for node ¢

Qutput:

Sn: Sorted list of nodes

Algorithm:

1: Initialization:

Sy« ] > Initialize list to store sorted nodes
upon receiving data x from node i:

r < CUSUM(X,;,z) © return the result of anomaly
detection
5: if r is true then
6 if S. > ¢ then
7: Call Algorithm 2
8:
9

L

if S. < § then
if Nx, =1 then

10: Sort Nx, and append to Sy

11: else if Nx, > 1 then

12: Sort N, according to Algorithm 2 and
append to Sy

13: end if

14: end if

15: else

16: /* Nothing happened */

17: Insert = to X;

18: Maintain sorting according to Algorithm 2

19: end if

prioritize the nodes that generate emergency data to the highest
priority level and prioritizes their transmission.

The algorithm first detects anomalies in data using the
CUSUM method. Based on the skin conductance signal,
anomalies are classified as either emotional or emergency.
Emergency data nodes are sorted and prioritized for transmis-
sion, while emotional anomalies invoke additional processing.
Nodes with no anomalies are maintained in sorted order
for efficient scheduling. The specific algorithm is shown in
Algorithm 3.

D. Computational Complexity and Resource Requirements
Analysis

The proposed algorithm comprises multiple scheduling
phases and real-time adjustments, which could raise concerns
about computational complexity and resource consumption,
particularly for WBAN nodes with constrained processing
power and memory. To address this, we conducted a detailed
theoretical analysis evaluation of the computational complex-
ity and resource requirements. The analysis was performed
using a representative processor, such as the ARM Cortex-M4,
which is commonly employed in WBAN devices due to its low
power consumption and sufficient computational capabilities.

1) Computational Complexity: For Algorithm 1, the pri-
mary operation involves prioritizing N nodes based on
their characteristics, achieved through sorting. When using

a quicksort-based implementation, the algorithm achieves an
average time complexity of O(N log N). Assuming an average
of 20 instructions per comparison and exchange, the total
instruction count can be approximated as 20 - N log, (V).
For N = 50, the execution time on an ARM Cortex-M4
processor operating at 80 MHz (executing 80 - 10° instruc-
tions per second) is approximately 0.07 ms. Algorithm 2
involves recalculating weights and reordering nodes dynam-
ically based on environmental conditions. This process has
a time complexity of O(N?) due to the need for pairwise
comparisons among nodes. With an estimated 10 instructions
per weight calculation and 5 instructions per comparison, the
total instruction count is approximated as 10 - N 4+ 5 - N2,
For N = 50, the execution time is approximately 0.16 ms on
the same processor. Algorithm 3 performs anomaly detection
via the CUSUM method and sorts nodes based on emergency
priorities. The complexity primarily depends on the number of
anomalous nodes (M) and scheduled nodes (K). The CUSUM
operation has a complexity of O(M), while sorting incurs
O(K log K). Assuming 5 instructions per CUSUM calculation
and 20 instructions per sorting operation, the execution time
for M =10 and K = 10 is approximately 0.01 ms.

2) Resource Requirements: The packet size, which varies
based on specific application scenarios, typically ranges from
100 to 2000 bytes (approximately 800 to 16000 bits). Queues
are utilized for storing pending data and scheduling tasks, with
their size determined by the number of nodes and real-time
scheduling requirements. In our implementation, each node
maintains a fixed-size priority queue. Assuming 50 nodes,
each with a queue length of 10, the total queue capacity is
500 scheduling items. Each queue element (including node
ID, priority, and scheduling time) occupies about 64 bits (8
bytes), requiring around 4 KB of memory to store all queue
data. In addition to queues, basic node information (e.g.,
health status, temperature, and priority) and the scheduling
algorithm’s state must also be stored. Assuming each node’s
information occupies 64 bits (8 bytes), the storage required for
50 nodes amounts to 400 bytes. The algorithm further requires
storage for the sorted node list and intermediate calculation
results. Overall, the total memory requirement is estimated to
range between 1 KB and 4 KB, depending on the network
scale and data volume.

Overall, the algorithm executes in under 1 ms and requires
less than 4 KB of memory, making it highly compatible
with the resource constraints of modern WBAN nodes. By
utilizing fixed-size buffers and priority queues, memory usage
is optimized, avoiding the need for extensive data storage. As
a result, the algorithm effectively adheres to the memory and
processing constraints of WBAN nodes, ensuring its suitability
for practical deployment.

VI. PERFORMANCE EVALUATION

In this study, the proposed scheme is sumulated using
Python 3.8.2. The computational system comprises a Windows
10 operation system, an Intel Core i7-10700 CPU, and 32GB
of RAM.
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TABLE V
COMMON SIMULATION PARAMETERS

Parameter Value
Frequency band 868MHz
Modulation ASK
Data rate 250 Kbps
Default transmission power -5dBm
Reception sensitivity -82 dBm
Channel access mechanism TDMA
Access mode Beacon with superframes
Beacon period 255ms
Packet size 50-250 bytes
ACK policy I-ACK
Sensing duration 50 x10~3ms
Voltage 27 v

Idle/ TX/ RX/ Sleep current 0.4 mA/ 17.4 mA/ 19.7 mA/ 0.03 pA

A. Simulation Setting

The network model and simulation parameters utilized for
the simulation are presented in Table V. The test network
comprises a Sink and eight sensing nodes, with the Sink
located at the center of the torso. The initial positions of each
node and the enhanced priorities are determined by the medical
application type. The Sink and nodes are interconnected in a
one-hop star topology. The requested allocation slot number
is determined based on the effective payload size of the node
application type. We conducted 100 simulations with a 95%
confidence interval.

To establish a performance evaluation baseline, we selected
four representative WBAN resource scheduling algorithms as
benchmarks for comparison:

1) IEEE 802.15.6 [11]: As the standard protocol for
WBANs, IEEE 802.15.6 defines a priority-based
scheduling scheme that captures the heterogeneous char-
acteristics of WBANS.

2) CPMAC Algorithm [9]: This algorithm employs a
dynamic polling mechanism to balance energy efficiency
and throughput.

3) MCDM Algorithm [20]: A scheduling approach based
on the linear weighted sum method, it utilizes multiple
cognitive metrics to adaptively adjust the scheduling
order in response to changing network conditions.

4) i-MAC Algorithm [31]: This algorithm adopts a three-
stage sorting and priority allocation protocol to effec-
tively detect and handle critical events from sensors.

These algorithms were chosen because they are widely used to
address key performance metrics such as latency, energy con-
sumption, and throughput, which align closely with the metrics
considered in our study. Furthermore, their mechanisms are
well-suited for heterogeneous WBAN scenarios, ensuring a
fair comparison. By comparing the proposed mechanism with
these resource management algorithms, we aim to provide a
comprehensive evaluation of its performance and applicability.

B. Average Delay

We utilize perceptual nodes to quantify the process of
transmitting data to the receiving node in terms of average
latency. Given that WBANSs are deployed in short-distance

Average Delay (ms)
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Fig. 4. Comparison of average delay.

environments, we omit relatively low propagation delays from
the description. In Fig. 4(a), we present a comparison of
latency and superframe count for personalized nodes under
different priorities. When set to 200 superframes, we observe
lower latency for high-priority nodes. This is due to the
fact that in the initial phase, the algorithm prioritizes the
transmission of data from high-priority nodes based on their
personalized importance. Subsequently, after exceeding 200
superframes (400 superframes in total), priority 2 nodes are
prioritized for transmission due to environmental changes,
resulting in reduced latency. Within the next 200 superframes
(600 total superframes), priority 3 nodes exhibit anomalous
behavior. The skin activity detection node identifies priority
3 nodes as experiencing data anomalies due to emotional
factors and continues real-time scheduling, consequently lead-
ing to sustained latency reduction for priority 2 nodes due
to real-time environmental changes. Over the subsequent 200
superframes (800 superframes in total), priority 3 nodes are
identified as having emergency data, triggering emergency
transmission methods. Finally, within the last 200 superframes
(a total of 1000 superframes), the system returns to real-time
transmission status.

Meanwhile, to better illustrate the impact of different al-
gorithms on the delay of heterogeneous nodes, we performed
comparisons of the delay generated by different algorithms
across different dimensions. In Fig. 4(b), we increased the
superframe length to 1000 milliseconds for observation pur-
poses. It was observed that as the superframe length increased,
the delay generated by different algorithms did not show
significant changes. This phenomenon is mainly due to the
fact that nodes enter sleep mode after transmitting data, but
our proposed algorithms still maintain lower latency.

As shown in Fig. 4(c) and Fig. 4(d), as the number of
nodes or payload size changes, the delay generated by dif-
ferent algorithms increases. However, the delays produced by
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Fig. 5. Comparison of average throughput.

these scheduling algorithms are all higher than those of our
proposed algorithm. The reason for this is that our proposed
scheduling algorithm prioritizes time slots for higher-priority
nodes, thereby ensuring differentiated QoS for critical traffic
and allowing scheduling adjustments based on changing envi-
ronmental factors. In contrast, the traditional IEEE 802.15.6
protocol defines priorities but does not effectively account for
real-time emergencies and environmental changes. The CP-
MAC algorithm uses a round-robin approach, transmitting data
to completion before moving on to the next data transmission.
However, in the event of real-time environmental changes, it
cannot guarantee the overall latency requirements, resulting
in maximum delay. The i-MAC scheme uses an emergency
quantity weighting method to determine the order, but does
not consider real-time environmental changes. Although the
MCDM algorithm considers real-time environmental changes
and determines the final ranking scheme, it does not account
for node heterogeneity.

C. Average Throughput

We define throughput as the process by which sensor nodes
successfully transmit data packets to the sink node throughout
the simulation time. In Fig. 5(a), we compare the throughput of
personalized nodes under different priorities with the change
in the number of superframes. When set to 200 superframes,
we observe higher throughput for nodes with higher priority.
This is because the algorithm takes into account the hetero-
geneity of the nodes, allowing nodes with higher priority to
transmit more data. Subsequently, after 200 superframes (400
superframes in total), when real-time environmental changes
occur, nodes with priority 2 are prioritized for transmission,
resulting in increased throughput, while the throughput of
nodes with priority 1 decreases. This is because the higher-
priority nodes have more opportunities to successfully transmit
packets after real-time sorting. For the next 200 superframes

(600 superframes in total), priority 3 nodes experience ab-
normal conditions. Skin activity detection nodes determine
that priority 3 nodes are experiencing data anomalies due to
emotional factors and continue to use real-time scheduling.
During this time, the throughput of priority 2 nodes continues
to increase while the throughput of priority 1 nodes continues
to decrease. In the next 200 superframes (800 superframes in
total), nodes with priority 3 are treated as urgent data, which
increases the chances of successful packet transmission for
node 3. In the last 200 superframes (1000 superframes in total),
the system returns to real-time transmission status.

Furthermore, to better reflect the impact of different algo-
rithms on the throughput of heterogeneous nodes, we con-
ducted comparisons of the throughput generated by different
algorithms across various dimensions. Fig. 5(b) shows the
superframe length increases, the throughput generated by
different algorithms decreases. This is mainly due to the exten-
sion of the unit superframe time, yet our proposed algorithm
still maintains higher throughput.

In Fig. 5(c) and Fig. 5(d), as the number of nodes increases
or the payload size changes, the throughput generated by
different algorithms increases. However, the throughput of
these scheduling algorithms is lower than that of our proposed
algorithm. Because our proposed scheduling algorithm takes
into account the heterogeneity of nodes and ensures the
transmission of physiological data packets in the best pos-
sible condition, adapting to changes in environmental factors.
In contrast, traditional IEEE 802.15.6 protocol struggles to
effectively handle packet loss caused by real-time changes in
environmental factors. While the CPMAC algorithm prioritizes
data packet transmission in favorable channel conditions, it
fails to meet overall throughput requirements when environ-
mental conditions fluctuate in real-time. Similarly, the i-MAC
scheme, which prioritizes packets based on weighted urgency,
cannot adequately respond to dynamic environmental changes.
Although the MCDM algorithm considers real-time environ-
mental changes and determines the final sorting scheme, its
failure to prioritize urgent data packets results in lower overall
throughput compared to our proposed algorithm.

D. Power consumption

We evaluate the average power consumption of nodes as
the cumulative energy consumption of the idle, transmit,
receive, and sleep states of the sensor node transceivers. In
Fig. 6(a), we compared the power consumption of personalized
nodes under different priorities by changing the number of
superframes. At 200 superframes, we observed lower power
consumption for higher priority nodes. This is due to the fact
that the higher priority nodes transmit first, thus saving idle
time. Subsequently, as the number of superframes exceeded
200 (400 superframes in total), environmental changes caused
nodes with priority 2 to be prioritized for transmission, re-
sulting in reduced idle delay and reduced power consumption,
while nodes with priority 1 experienced increased idle delay
and increased power consumption. For the next 200 super-
frames (600 superframes total), priority 3 nodes experienced
abnormal conditions. Skin activity detection nodes determined
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Fig. 6. Comparison of average power consumption.

that priority 3 nodes were experiencing data anomalies due to
emotional factors and continued to use real-time scheduling,
resulting in a sustained decrease in power consumption for
priority 2 nodes. In the next 200 superframes (800 superframes
in total), priority 3 nodes were identified as having urgent
data and were transmitted urgently, resulting in a decrease in
the average power consumption of priority 3 nodes. For the
last 200 superframes (1000 superframes in total), the system
returned to the real-time transmission state.

In addition, to better reflect the impact of different algo-
rithms on the power consumption of heterogeneous nodes,
we conducted multi-dimensional comparisons of the power
consumption generated by different algorithms. In Fig. 6(b),
with the increase in superframe length, the power consumption
of nodes with different priorities slightly increases, mainly
due to the slight increase in sleep state energy consumption.
However, our proposed algorithm still maintains lower average
power consumption.

Fig. 6(c) and Fig. 6(d) shows the number of nodes or the
payload size changes, the power consumption generated by
different algorithms also increases. Nevertheless, the power
consumption of these scheduling algorithms is higher than that
of our proposed algorithm. As the interpretation of the average
delay in Fig. 4(c) and Fig. 4(d) suggests, the latency associated
with idle, transmission, reception, and sleep states determines
the average power consumption. Our proposed scheduling al-
gorithm prioritizes time slots for nodes with higher priority and
can adapt scheduling adjustments according to changes in en-
vironmental factors. In contrast, the traditional IEEE 802.15.6
protocol fails to effectively consider real-world emergencies
and real-time changes in environmental factors. The CPMAC
algorithm operates in a polling manner and cannot guarantee
overall power consumption requirements in scenarios with
real-time environmental changes. The i-MAC scheme does
not account for real-time environmental changes. While the

MCDM algorithm considers real-time environmental changes,
it does not address the handling of urgent data packets.

E. Discussion

Compared to baseline algorithms, the proposed algorithm
demonstrates significant advantages in terms of average delay,
throughput, and power consumption. These results highlight
the potential of our method for performance optimization, yet
it is equally important to discuss the limitations of existing
methods in real-world applications.

Firstly, as a standard protocol for WBANSs, IEEE 802.15.6
defines node priorities to manage heterogeneous network
demands. However, its simplified priority classification often
fails to reflect the diversity and dynamics of real-world data
requirements. This can result in inefficient transmission, espe-
cially in emergencies or under rapidly changing conditions. In
contrast, our algorithm integrates personalized health features
and environmental factors, enabling it to handle heterogeneity
more effectively while reducing unnecessary communication
overhead. It also introduces a personalized and adaptive
scheduling mechanism to address the diverse demands of
WBAN users.

Secondly, the CPMAC algorithm relies on a polling mech-
anism that performs well in stable environments but struggles
under dynamic conditions. Our proposed method addresses
this limitation by incorporating real-time environmental fac-
tors, such as node temperature and signal strength, into
scheduling decisions, thereby enhancing reliability in variable
environments.

Thirdly, while the MCDM algorithm prioritizes scheduling
by adjusting indicator weights and focusing on nodes with
higher link quality, it lacks robust mechanisms to manage
urgent data uploads. Our approach introduces an enhanced
weighted prioritization mechanism that not only addresses
node heterogeneity but also ensures timely responses to critical
data. For instance, integrating skin conductance nodes enables
real-time anomaly detection, making it more suitable for
dynamic scheduling scenarios.

Fourthly, the i-MAC scheme prioritizes tasks using urgency
weighting but overlooks the impact of real-time environmen-
tal changes, which are crucial for scheduling efficiency. By
continuously monitoring and adjusting priorities based on
environmental factors, our algorithm ensures better adaptabil-
ity to changing conditions, particularly in scenarios where
environmental variability plays a key role.

While simulation results demonstrate the effectiveness of
our proposed strategies, several practical challenges remain
for real-world deployment. First, signal attenuation in varying
environments may hinder the transmission of physiological
data, potentially affecting scheduling decisions. Second, inter-
ference caused by interactions among body nodes or between
individuals can lead to higher packet loss rates. Finally, varia-
tions in device configurations and materials may influence both
user comfort and data accuracy. Addressing these challenges
is essential to ensure the robustness and reliability of the
proposed strategies in practical scenarios.
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Remark 1. We recognise the importance of ergonomic design
and user experience for practical deployment, although this
work focuses primarily on algorithmic design and perfor-
mance evaluation of the proposed system. Future studies will
address these aspects to ensure the system’s usability and
acceptance. Specific improvements will include: Developing
lightweight, compact sensing nodes that minimize interference
with daily activities. Exploring integration with existing wear-
able devices, such as smartwatches and fitness bands, to re-
duce the need for additional hardware components. Conduct-
ing usability studies across diverse user groups to assess long-
term comfort and acceptance. Selecting flexible materials and
optimizing node placement to enhance wearability and reduce
obtrusiveness. These planned efforts aim to make the proposed
system not only technically robust but also practically viable
for widespread adoption.

F. Relevance and Applications in CE

The proposed adaptive resource scheduling algorithm holds
significant potential in addressing challenges in the CE in-
dustry, particularly in the context of wearable devices and
smart home ecosystems. Below, we outline its relevance and
potential applications:

1) Challenges and Opportunities: CE demand highly effi-
cient and reliable systems to manage heterogeneous data
and dynamic user environments. The proposed schedul-
ing algorithm effectively addresses these demands by
integrating personalized features and dynamic environ-
mental adaptations. This ensures optimal performance
under varying conditions, a key requirement in CE
like smart-watches, fitness bands, and other wearable
health monitoring devices. Furthermore, its emphasis on
prioritizing emergency data ensures timely response, a
critical feature in health-related devices.

2) Potential Use Cases: The algorithm has the potential
to significantly enhance the performance of wearable
devices, such as smart-watches and ECG monitors. By
enabling real-time scheduling, it ensures the reliable
transmission of health-critical data, including heart rate
and blood pressure, while simultaneously optimizing
energy efficiency. In addition, within a connected home
environment, the algorithm can prioritize health mon-
itoring data from multiple users, facilitating seamless
integration with IoT devices to create a comprehensive
health management ecosystem. Furthermore, its ability
to classify emotional anomalies opens avenues for inno-
vative CE applications, such as stress management sys-
tems and emotion-responsive interactive devices, thereby
addressing both health and user experience dimensions
in a unified framework.

3) Benefits and Limitations: The algorithm’s reliance on
accurate sensor data poses challenges in environments
with significant interference. Furthermore, its integra-
tion with existing CE platforms may require additional
compatibility adjustments, such as hardware-specific op-
timizations.

VII. CONCLUSION

This paper proposes an adaptive resource scheduling algo-
rithm to address the resource allocation challenges in WBANs
caused by node heterogeneity and environmental factors. Ini-
tially, a scheduling strategy is developed by incorporating
both the heterogeneity of nodes and personalized require-
ments. Subsequently, nodes are prioritized based on real-time
environmental characteristics to enhance resource utilization
efficiency. Moreover, abnormal data are identified through
emotional factors, and emergency data are prioritized for
transmission to meet the performance demands of dynamic
environments and urgent data delivery. The proposed algorithm
not only effectively fulfills the performance requirements of
high-priority nodes but also adapts to the dynamic and het-
erogeneous nature of WBANSs. Simulation results demonstrate
that the proposed approach outperforms existing algorithms in
addressing performance requirements.

In addition, we will explore the application of the proposed
algorithm in CE, particularly in wearable health monitoring
devices and smart home systems. By integrating the algorithm
with existing CE, such as fitness trackers and smart-watches,
it can enhance user experience by delivering reliable real-
time performance with minimal energy consumption. Future
work will focus on constructing and validating a real-world
WBAN test platform to further evaluate the performance
of the proposed algorithm under practical conditions. This
process will address key challenges such as signal attenuation,
interference, and device variability, providing a comprehensive
understanding of the algorithm’s applicability and robustness
in dynamic and heterogeneous WBAN environments. Further-
more, future research will prioritize experimental validation
of the system’s ergonomic design, emphasizing user comfort,
device integration, and usability across diverse scenarios.
These efforts aim to ensure the system’s readiness for practical
deployment and alignment with real-world user requirements.
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