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14 Abstract—In this paper, a novel adaptive robust predefined- in [9] for the finite-time stabilization of UAV systems. The
15 time nonsingular sliding mode control (ARPTNSMC) scheme is  tracking problem of a quadrotor UAV under wind disturbances
16 investigated, which aims t.o achieve fast and' accurate track.mg has been dealt with in [10] by using an adaptive super-twisting
control of a quadrotor subjected to external disturbance. Inspira- ¢ inal SMC strat firmine the finite-ti habil
17 tion is drawn from a fuzzy neural network that is constructed by .ermlna ~ strategy, conhirming the Hnt e-. 1me reachabil-
18 fuzzy logic and zeroing neural network (ZNN). Distinct from most ity of sliding surfaces. However, the fixed-time convergent
19 sliding mode control (SMC) approaches, a nonsingular sliding schemes are significantly affected by initial conditions. In
20 mode surface is formulated by employing a general ZNN and a  response, a fixed-time SMC scheme has been proposed in [LT]
21 differentiable prefleﬁned-tlme actl.vatlon function. Furthermo.re, for a quadrotor UAV under external disturbances, ensuring the
for the compensation of external disturbance, a dynamic adaptive fixed-ti £ states. N thel h li
22 parameter and a fuzzy adaptive parameter are designed in the Xe .-tlme. convergence ot states. INeverthe ess,. the coupling
23 control law. The fuzzy adaptive parameter, generated by the relationships (between parameters that determine the upper
24 Takagi-Sugeno fuzzy logic system, is incorporated to enhance the bound of convergence time in these finite-time or fixed-
25 robustness while reducing the chattering phenomena resulting time SMC strategies) can adversely affect the adjustment of
% from. the discontinuous sign function. .Theoretlcal proofs are practical convergence performance. Although a particle swarm
provided to demonstrate the predefined-time convergence and ro- loorithm f e SMC has b
27 bustness of the closed-loop system. Lastly, two trajectory tracking algort rn or p ar.arneter op tlmlza}twn 1n. an as ee.n put
28 examples are offered to validate the convergence, robustness, and forward in [12], its performance is contingent on the choice of
29 low-chattering characteristics of the closed-loop system under the group size and can substantially increase computational costs
30 developed ARPTNSMC scheme. [13]. Therefore, the development of a robust predefined-time
31 Index Terms—Fuzzy neural network, predefined-time conver- SMC scheme, with its convergence time controllable by an
32 gence, Takagi-Sugeno fuzzy logic system, zeroing neural network, independent parameter, is crucial.
33 nonsingular sliding mode control, quadrotor. Neural networks, particularly the zeroing neural network
34 (ZNN), a variant of the recurrent neural network, are ex-
35 I. INTRODUCTION tensively used in engineering due to their efficient parallel
36 . . processing capabilities [14]-[16]. ZNN excels in dynamic
Quadrotor unmanned aerial vehicles (UAVs) are exten- bl lik localizati 7 ioul |
37 sively utilized in various fields of science and engineerin problems like sensor localization [I7]. manipulator contro
38 y . . . T g g [18]]-[21]], and chaos control [22]]. Various robust ZNN models
because of their straightforward design, minimal maintenance have been develoved with f fixed-ti defined
39 . . >, ave been developed with focus on fixed-time or predefined-
costs, and outstanding hovering precision [1]. Quadrotors are . b . ivation functi di |
40 emploved in a ranee of applications includine survevin time convergence by using activation functions and integra
41 P ,y hi g d pp_ 513l T g Y hg’ designs [22]-[24]. For instance, a fixed-time robust ZNN
42 Mmapping, searc %n.g, and rescuing | ]’, [3]. In response to t € controller for chaos synchronization and a noise-tolerant ZNN
control complexities of quadrotors, diverse control strategies . . .
43 S . for robotic manipulator motion control have been proposed to
have been developed, which include backstepping control [4], ) ‘s .
44 e . demonstrate ZNN’s versatility and effectiveness [22]], [24].
model predictive control [5], and sliding mode control (SMC) In the ZNN and SMC sch iously di d
45 . . . n the and SMC schemes previously discussed, system
[6]]. Notably, SMC is recognized as an effective strategy for icall . hh
46 . . . parameters are typically static. However, recent research has
quadrotors, particularly due to its robustness against parameter h h bl h d ‘e adanti
47 . . shown that variable parameters, such as dynamic adaptive
variations and disturbances [6]—[S]]. . .
48 . and fuzzy adaptive parameters, can significantly enhance
In recent decades, considerable research has focused on h d rob £
49 the convergence and robustness of systems [25]-[30]. For
the convergence and robustness of quadrotor systems. For | daptive ZNN with d . h
50 example, an adaptive sliding mode control has been developed example, an adapive With dynamic. parameters has
51 pic. P & P been developed in [25] for UAV regulation under unknown
52 This work was supported in part by the National Natural Science Foundation disturbances, a fuzzy-neural controller has been designed in
53 of China under Grant 61866013. [27] for collaborative control of multi-manipulator systems,
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54 p g gi-Sug y log
55 Hunan Normal University, Changsha 410081, China, and also with MOE- system has been established in [28] for quadratlc programming
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20lin360728 @163.com). ‘ o these advancements, the issue of chattering caused by the
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1
2 paper introduces a fuzzy adaptive parameter in conjunction TABLE 1
3 with the dynamic adaptive parameter to mitigate chattering LIST OF ABBREVIATIONS.
4 while compensating for disturbances. JS——r P———
5 Motivated by the concepts of fuzzy logic and ZNN, this reviation es.crlp. on ‘
6 paper introduces an innovative adaptive robust predefined- AF Actlva.tlon function . ‘
7 time nonsingular sliding mode control (ARPTNSMC) scheme ARPTNSMC Adaptive robust predefined-time nonsin-
8 through establishing a fuzzy neural network. The primary goal gum, sliding moc,ie control . o
- . - . " . CNTSMC Continuous nonsingular terminal sliding
9 of this scheme is to facilitate precise position and attitude mode control
10 g.aCkIEg of aT%uadrOtor eﬁel_l ml the preserici of bourfdfid FTRZNN Fixed-time robust zeroing neural network
11 flsturlar?ces. ¢ ¢ approacl 1n\1/%yes seVgra ?y step's. ) PTAF Predefined-time activation function
12 ormulation of a nonsingular sliding mode surface using a SMC Sliding mode control
13 general ZNN combined with a differentiable predefined-time . i
R . . . SMS Sliding mode surface
14 activation function (AF); 2) construction of a unified ZNN TSFLS Takagi .
] . . akagi-Sugeno fuzzy logic system
15 that incorporates both a dynamic adaptive parameter and a UAV U d acrial vehicl
fuzzy adaptive parameter, effectively creating a fuzzy neural nmanned aehal vemere
16 y K P b p ) (’j d ly g h'y law: UZNN Unified zeroing neural network
17 networ .to e.emp oyed to .eve op ar'l .approac ing law; ZNN Zeroing neural network
18 and 3) integration of the nonsingular sliding mode surface
19 with the approaching law, culminating in the development
20 of a nonsingular robust predefined-time controller. Finally,
21 the paper presents theoretical analyses and two illustrative examples are presented to validate the theorems proposed in
22 examples to demonstrate the effectiveness and superiority of  Section [[V] and demonstrate the superiority of the novel SMC
23 the ARPTNSMC scheme. scheme in terms of convergence time and anti-interference
24 This paper makes several key contributions outlined as capabilities, compared to other schemes [31]-[34]. Section [Vl
25 follows. concludes the work by summarizing the key findings and
26 1) Two novel predefined-time AFs are introduced, which contributions and suggesting possible directions for future
27 . research.
ensure both the predefined-time convergence of the . . . . .
28 . . Moreover, a list of abbreviations appeared in this work is
closed-loop system and the non-singularity of the con- . .
29 provided in Table [
troller.
30 2) The ARPTNSMC scheme incorporates two types of
31 adaptive parameters, and such a dual-parameter ap- II. PRELIMINARY AND PROBLEM FORMULATION
32 proach significantly compensates for external distur- In this section, essential definitions and lemmas are initially
33 bances. Notably, the fuzzy adaptive parameter not only presented to establish the theoretical foundation. Subsequently,
34 enhances the system’s robustness but also effectively the focus shifts to exploring the nonlinear dynamics of an X-
35 suppresses chattering (a common issue caused by the type quadrotor, along with its position and attitude tracking
36 discontinuous sign function). challenges.
37 3) The convergence and robustness of the closed-loop
38 system under the ARPTNSMC scheme are rigorously 4 prelimina
39 d ' o
proven, and the analyses demonstrate that the calculated . .
40 S . . Consider a nonlinear system
convergence time is exclusively related to an indepen-
2; dent predetermined parameter denoted as .7;,. €(t) =—F(&@1)), &0)=¢& 1)
4) The efficacy of the ARPTNSMC scheme is further val- . . .
43 idated through butterfly-shaped trajectory and Lissajous  Where § (t) € R represents the state gnd _f () :R" — R
44 trajectory, which clearly demonstrates the scheme’s denotes a nonlinear Vect(.)r.functlon Wth. its elemF:nt being
45 predefined-time convergence and strong robustness. Fur-  /(-) : R — R. Let the origin be an equilibrium point. Then,
46 thermore, an ablation experiment is conducted to high- ~Some definitions and lemmas are given as follows.
j; light the'ARPTNSMC scheme’s capability in chattering  pefinition 1 ( [35]). If there exists a real number Ty > 0
Suppression. determined by &y such that ||€(t)||2 = 0 for all t > T, then
49 Y
The structure of the paper is organized into five distinct .
50 T =inf{T, >0: t)|e =0,Vt > T, 2
51 sections following the introduction. Section [ provides the (&) {T: 2 0:[1E®)ll2 > 1.} )
necessary preliminaries and formulates the problem. Buildin is said to be the settling time of the system (D).
52 yP p g 8 y
53 lsli/(l)g two existing .ZNN schemes, Section 1ntr0§uces the Definition 2 ([33], [36]). The origin of the system (@) is finite-
scheme, which features the novel introduction of a . . . . .
54 . . . time stable if there exists a settling time T (&) < 400 such
55 dynamic adaptive parameter and a fuzzy adaptive parameter, that ||€(®)|]> = 0 for all t > T(€o) and any & € R
56 along with two predefined-time activation functions. Sec- 2= i 0 Y S0 '
57 tion [[V] focuses on the theoretical analysis of the predefined- Definition 3 ([36], [37]). The origin of the system is fixed-
58 time convergence and robustness of the closed-loop system time stable if it is finite-time stable and T (&) < Ty < +oo
59 under the ARPTNSMC scheme. In Section [V] two illustrative  holds, where ’Tf is unrelated to the initial state &.
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Definition 4 ([36], [38]]). The origin of the system () is
predefined-time stable if it is fixed-time stable and the time
T(&o) < Ts < +oo, where Ty is irrelevant to the initial state
and other system parameters.

Definition 5 ([36l], [37]). The integral

1
B(a,b) :/ y (1= y) Ty
0
is called beta function, where a > 0 and b > 0.

Lemma 1 ([39]). For the beta function, one has

B(&1-9) = sin?gﬂ')

= mesc(ém).

B. Problem Formulation

According to the Newton-Euler equations [40], [41], the
dynamics of the X-type quadrotor are modeled as

1
T = o (—dei + (Sd,sw + C¢Sng) U3) ,
.1 .
= — (~Kayy + (=secy + coso5¢) us)
1
Z= E (—Kdz,é' —+ C¢C9U3) -9,
| .. _ . . (3)
¢ = J_ ((Jy - Jz) 91/} — J.Q0 — Kfzd) + u4) ,
.1 .. . .
b= = (- = 1) 60 + 196 — Kpyf+us)
Jy
| .. .
= J_z z — Jy — N fz 6 )
P (J. Jy) 0 — K1) +u

where m is the mass of the quadrotor; [z, y, z|T is the position
of the quadrotor’s center of mass; ¢, 6, and 1 represent
the roll, pitch, and yaw angles, respectively; sy and c,)
signify sine function and cosine function; Kg,, Kg,, and
K4, are the translation air drag coefficients, respectively; g
represents the gravity acceleration; J;, Jy, and J, denote the
moment of inertia in the X-, Y-, and Z-directions; J, is the
rotational inertia of each rotor; @ = S5, (— 1) w; with w;
representing the angular speed of the i-th rotor; K., Ky,
and Ky, represent aecrodynamic friction coefficients; and the
control input is denoted by

us3 K K K, K w?
ug| _ | MR UK — 21K 21K | |w) @
us| | —20K, 21K, K, —L2K| |
e < ¢ ¢ ¢ Jlw

Here, K is the lift coefficient, [ denotes the distance between a
rotor and the center of mass of the quadrotor, and ( represents
the reverse moment coefficient.

Let u1 = (8¢Sy +CeSaCy )ug and ug = (—SyCy +CpSeSy U3
represent the virtual control inputs to cope with the under-
actuation property. Then, the dynamical equations subjected
to external disturbance can be further transformed into the
following form:

{Tl(f) =T (1),

. 5
[y (t) = Q(2(t)) + G (8)ult) + (1), )

IEEE Transactions on Fuzzy Systems Proof

where §(t) € R signifies the bounded disturbance; u(t) =
[u1, U2, us, ug, us, ug)’ denotes the control input; T'y(t) =
[x,1,2,¢,0,]" refers to the actual position and attitude; and
Q(T2(t)) and G(I'1(t)) are represented by

—Kdmx'/m
—Kayy/m
—Kg.2/m—g
(Jy - Jz)ew/Jw - JTQH/Jm - Kfac(b/Jw ’
(Jac - JU)¢9/JZ - Kfzw/‘]z
G(T1(t)) = diag(1l/m,1/m,c4co/m,1/Jy, 1/ Jy, 1/ J2).

Q(T2(t)) =

Then, define the following tracking error to monitor the
tracking process:

e(t) = T (t) — Ta(t), (6)

where Ty(t) = [%d,Yd, 2d, d, O, 0a)T € RS denotes a
differentiable reference position and attitude. To this end, the
tracking error system is obtained as follows:

&(t) =T1(t) - Tu(t) -
E(t) = Q(a(t) + G(T1 (O)u(t) - Fult) + 5(0).

III. ADAPTIVE ROBUST PREDEFINED-TIME
NONSINGULAR SMC

This section introduces two ZNN schemes and a novel
AF by integrating a dynamic adaptive parameter and a fuzzy
adaptive parameter, including a predefined-time AF (PTAF).
The fuzzy adaptive parameter, derived from the Takagi-Sugeno
fuzzy logic system (TSFLS), is tailored to enhance robustness
and minimize chattering. The section also details the design
of the TSFLS’s fuzzy inference with two rule bases, each
containing twelve rules, for adaptive error correction. Finally,
it presents the ARPTNSMC scheme based on the two ZNN
schemes, two adaptive parameters, and AFs.

A. Evolution Laws of ZNN and UZNN

We are now in a position to introduce two ZNN schemes
that will serve as the basis for the novel SMC scheme,
such that e(t) can converge to zero in fixed/predefined-time
through exploiting an appropriate AF [23], [24]. According to
Refs. [23], [24], [42], the evolution laws of the general ZNN
and the unified ZNN (UZNN) are formulated as follows:

&(t) = —mP(£(1)), ®)

£(t) = —mPEW) — mP (s<t> + / mP(E(T))dT) L)

where £(t) € R™ denotes the state variable; 71 > 0 and 72 > 0
are fixed parameters; and P(-) : R" — R™ represents the AF
array with its element being p(:) : R — R.
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1
2 Inference ° AZ PS PM PL - PS PM PL
Rule Base 1 o ! !
i i E().x :‘Zj.ox
5 £ 1] Fuzzification | Fuzzy —»Defuzziﬁcation—gb E’O-ﬁ EO()
[11] Inference g 04 2 04
6 1 g2 Zos
7 Inference 0 0 —
8 Rule Base 2 0 05 1 15 2 0 > 4 6 s 10
9 X1 X2
10 Fig. 1. Block diagram of the TSFLS. (@ With x1 (b) With x2
11 Fig. 2. Gaussian membership functions with input x1 and input x2.
g B. Two Novel Activation Functions
14 Inspired by [31l], [32], [43], two novel PTAFs are con-
15 structed to attain predefined-time property. The first AF P4 ()
16 is a fuzzy adaptive PTAF with the element form denoted by
8 PO =2 (€7 + J7) simn) + esien(e) + (O (10
19 where 7, is the predetermined parameter used to control the
;? convergence time independently, « > 1, 0 < § < 1, and o o
% A = Tese ((1 — ﬁ)w/(a — B))/(O‘ — B) Besides, o > 0 (a) The first inference rule base (b) The second inference rule base
23 qenOteS' the fuzzy adaptive parameter generated' by the TSF'LS Fig. 3. Surfaces of the TSFLS utilizing two inference rule bases.
in Section [lI=C to enhance the robustness while suppressing
24 the chattering caused by the discontinuous sign(£), and p(§)
;2 denotes the dynamic adaptive parameter with expression being  with constant parameters o; and o2. Besides, Gaussian mem-
57 1 bership functions corresponding to 3 and 2 are depicted in
58 p(&) = exp <Marccsc <E + 1>>, (1) Fig.
29 where p > 0, arccsc(-) denotes inverse cosecant function. The Fuzzy inference: In the fuzzy inferencs: step. two inference
30 novel (/; namlc adaptive parameter (L) is designed to fu'rther rule bases are erpployed to better adapt to input changes, where
31 B ynan ol ptive p " g each rule base includes twelve rules. If £(¢)£(¢) > 0, the first
32 ennhance noise-tolerant per (')rmange. . L inference rule base is selected, otherwise, the second inference
The second AF, Py(-), is a differentiable PTAF with its .
33 element form po(-) defined by rule base is employed.
34 2 The first inference rule base is as follows:
35 :27~_>\ (|€|a + |§|ﬁ) Sign(f), if |£| > e, Rl If x1 %S PL and x» %S PL, then o7 = 2x; + 1xo9; .
36 pa(€) = P 12) Ro: If x1 %s PL and x» ¥s PM, then o2 = 2x1 + 0.8x2;
37 Q (L €41 §2si n(f)) if [¢] < e Rg3: If x1 is PL and 2 is PS, then o3 = 2x1 + 0.62;
38 T, ST e ’ = Ry: If 1 is PM and o is PL, then o4 = 1x1 + 0.4x2;
39 where ¢€; is a small positive constant, t; = (2 — oz)e‘f‘_l +(2— 25: g X1 15 iﬁ ang X2 18 ilg/l,ﬂtlhen 05:11X1:00'12X2"
0 Pl and = (0 Dt 4 (5 -1 I x is PS and e is PL, then on — 0.bs + 0.08xs:
41 Tlhe differentiable PTAF 1will be used tolconstruct a slidin Rq: If x1 is PS and x2 is PL, then o7 = 0.5x1 + 0.08x2;
4 : & Rg:If x1 is PS and y2 is PM, then o5 = 0.5x1 + 0.062;
mode surface in the ZNN framework to ensure the predefined- . . . - .
43 time reachability of the sliding mode surface Ro: If X1 1s PS and x; is PS, then a9 = 0.5x1 +0.04x;
44 Y g : Rio: If x1 is AZ and x2 is PL, then 019 = 0.2x1 + 0.02x2;
. . Rlli If X1 is AZ and X2 is PM, then g11 = 02X1 + 001X2,
22 C. Takagi-Sugeno Fuzzy Logic System Ryt If x1 is AZ and Yo is PS, then o1o = 0.2x1 + 0.005 2.
47 'Ipsplred by the ada'PthltY. of Fhe TSFLS [IEIJ,' [44]-[47], we The second inference rule base is provided as follows:
48 utilize a fuzzy adaptive ge.un.(l.e. fuz.zy ad.aptlve pe.uram.eter) Ri: If x1 is PL and 3 is PL, then o = 2x1 + 0.62;
49 tg replace the coqstant gain .1n the dlsc.ontmuous sign item,  R,: If v is PL and s is PM, then oo = 2x1 + 0.8x2;
50 fnmed at suppre.:ssmg chat.termg. For thl.s.purpf)se, a TSFLS Rs: If x1 is PL and Yo is PS, then o3 = 2x1 + 1xa2;
51 1§ presenteq, with the design pro.cess.d1V1ded.1nt0 fuzzifica- Ry: If x1 is PM and y» is PL, then o4 = 1y1 + 0.1y2;
52 tlpn, fuzzy inference, apd ('1efu221ﬁc'at10¥1. Besides, the block Rs: If x1 is PM and y2 is PM, then o5 = 1y; + 0.2x2;
53 diagram of the TSFLS is displayed in Fig. m _ Rg: If x1 is PM and - is PS, then og = 1x1 + 0.4x2;
c4 . Fuzzification: This step involves the mapplng.of accqrate Ry: If y1 is PS and 3 is PL, then o7 = 0.5x1 4+ 0.04y2;
. 1nput Valqes to fuzzy values through membershlp.functlons Rg: If y1 is PS and o is PM, then og = 0.51 + 0.062;
6 with the input values x1 = [¢(t)| and xo = [§(t)|- The  Ry: If y; is PS and s is PS, then a9 = 0.5x1 + 0.08x2;
57 Gaussian membership function is selected: Rio: If x1 is AZ and x3 is PL, then o109 = 0.2x1 + 0.005x2;
58 M _ (x — 01)2 13 Ri1: If x1 is AZ and 2 is PM, then 017 = 0.2x71 + 0.01x2;
p (X) = exp <—270§) (13) " Ry,: If y1 is AZ and v is PS, then o1 = 0.2x1 + 0.02y2;
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1
2 where the fuzzy sets PL, PM, PS, and AZ denote positive large, ~Then, combining (I:Z[)3 (16), and (I7), the adaptive robust
3 positive medium, positive small, and almost zero, respectively. predefined-time nonsingular controller (dependent on the
4 Defuzzification: The function of defuzzification is to convert fuzzy neural network) is developed:
5 fuzzy variables in the TSFLS into a precise value. The wtaver 1 OP2(e(t)) -
. . . . t) = It ———— (T (t) —Ta(t)) — t
6 method [28] in this process is considered as follows: u(t) =G (T () Oe (T () a(t)) = Pr(s(t))
7
12 — Q(T2(t I Pi(
8 . Zq:l Sq0q Q(I2(t)) + La(t) ( / 1( ))18)
= 12
9 Zq:l Sq
10
11 with ¢; = My(x1)M,(x2) being the weight of the output o, IV. THEORETICAL ANALYSIS
12 of the ¢-th rule in the total output, where M, (x1) and M (x2) This section establishes the predefined-time reachability of
13 represent degree of membership of x; and x2 in the g-th rule  SMS (T3), along with the predefined-time convergence and
14 belonging to the fuzzy set. robustness of the closed-loop system. Note that the initial
15 Finally, the surfaces of the TSFLS utilizing two inference state is represented by T'y = [I'] (0), T'7(0)]" in the following
16 rule bases are exhibited in Fig. 3l The results indicate that the analysis.
17 tput ill ch daptively with two input = |&(t
18 lell dpu Q:“‘]é ( t;‘ ange adaptively with two inputs x1 = [¢(1)| Theorem 1. Consider a differentiable reference trajectory
19 X2 ’ T4(t). For external disturbance 8(t) = 0 and randomly
20 generated initial state Ty, the tracking error e(t) of the system
21 D. Sliding Mode Surface Based on ZNN (Eb ]?y applying th.e controller (18) can move to SMS (IEI)
22 within predefined-time T,/2, where T, is the predetermined
23 Firstly, considering differentiable PTAF (12) and the input  parameter from PTAF (10).
t), ite th lution 1 ithn =1 . . .
24 £(t), we rewrite the evolution law (8) with 1 s Proof: Firstly, substituting the controller (I8) into the
25 . i
E(t) = —Pa(e(t)). (14) error system (Z) yields
26
7 < (4) — OPa(e(t)) . B — P (s(t
Then, shifting the right-hand side of (I4) to the left-hand side, E(t) = — ———€(t) — Pu(s(?))
28 the state variable of nonsingular sliding mode surface (SMS) (19
gg based on the ZNN is obtained as —-P < / Pi(s ) +6(1).
31 s(t) = é(t) + Pa(e(t)) (15) According to (I6), (I9) is transformed into
32 .
33 with its derivative being 5(t) = —Pi(s(t)) — P <s(t) +/ P1(S(T))d7’> +4(1).
34 0 20)
. . OPa(e(t)) .
:2 5(t) =€(t) + %E(ﬂ- (16)  Since disturbance &(t) = 0, (20) is written as
37 $(1) — t d 21
38 Remark 1. Note that the dynamic properties of the SMS §(t) = —Pr(s(t)) — P | s(t) + 0 Pi(s(r))dr | . 2D
39 constructed by ZNN depend on the evolution law and dif- Defi i bl
40 ferentiable AF of ZNN. Following the design framework of ehine an auxiliary vanable
41 ([4) and (I3), SMSs with different properties can be simply ¢
42 constructed by utilizing the existing finite-time, fixed-time, + /0 Pi(s(r))dr. (22)
43 and predefined-time convergent ZNN approaches. Therefore, Th btai
44 compared with traditional SMS, the method of constructing “n, we oblam
45 SMS using ZNN has two main advantages: 1) it is simpler v(t) = 8(t) + P1(s(t)) = =P1(v(t)) (23)
46 and clearer because it follows a fixed design framework; ) o ) )
47 2) it realizes the predefined-time reachability of the non- ~With element being 0(t) = —p1(v;(t)), where v;(¢) is the j-th
48 singularity SMS due to the differentiable PTAF designed under element of v(?).
49 the framework of ZNN. Denoting 1 (t) = v (t)v(t) as a Lyapunov function, we
have
50 6
. =2 v;(t)o;(t)
53 E. Controller Based on Fuzzy Neural Network J=1
54 . In order to make.s.(?) reach SMS (13), an approaching l.aw -9 Z v, ()p1(v; (1) <0
55 is put forward by utilizing fuzzy neural network (i.e., evolution -
56 law (@) with 17; = 12 = 1 and fuzzy adaptive PTAF (10)): ) ) ) ) )
57 because pi(-) is a monotonically increasing odd function.
Thus, @3) is globally asymptotically stable in the Lyapunov
58 (1) —
59 5(t) = =Pu(s(t)) - ( / Pi(s dT) (7 sense. With the fact of v; (T (v;(0))) = 0, which is a direct
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1

corollary of Definition[T] it is not difficult to obtain the settlin within predefined-time T,, where €1 is a small positive con-
2 y g p p p
3 time of system as follows: stant.
4 T(v;(0)) Proof: Firstly, the sliding variable s(t) can be stabilized
5 T(v;(0)) = / dt to zero within predefined-time 7,/2 if §(¢) = 0 according to
6 Theorem Il indicating that s(t) = $(¢t) = 0 for any t > T,/2.
% / ——dv From (13), we deduce that
8 w3 (T(v;(0))) P1(V ) ,
9 05 (0)] 1 24) €(t) = —Pa(e(t)), vt € [Ty/2,+00), 27)

dv, . -
1(1) / U Tt ) + o0+ p(vj)v; o where its elemept is £;(t) = —pa(e;(t)). Likewise, defining a
12 Lyapunov function
e < / ;dvj. @y (t) = 3(t) (28)
14 U + U and differentiating it with respect to ¢ lead to
15 Denoting 5 oo (t) = 2% (t)éj (t)
16 1 v;
o s i e — —25,(t)pa(5 (1) <O
v v + v
18 g g due to the fact that ps(-) defined in (I2)) is a monotonically in-
19 we have 1 creasing odd function. Therefore, on the basis of the Lyapunov
20 vj=(1/p—-1)"F, stability theory, the system is globally asymptoticall
y y y g Yy asymp y
21 (1— SD)*Ha% stable. Thus, we can assume that |¢;(t)| approaches e; within
22 dv; = [r— dep. time Teer, that is, € (7,/2 + Tee1) = €1. Moreover, according
23 R to (24) and 23), if |¢;(7,/2)| > €1, the time T¢.; is estimated
24 In the light of A = 7wesc((1 — B)n/(a — B)) /(e — B), by
25 Definition 3} and Lemma [I] an upper bound of settling time To/ 24 e
Tee1 = dt
26 can be calculated by T.)2
2; T [t 1 e (T/2)l
2 T(v(0)) < —/ ——dv;, :/ —deg;
29 4 v+ Uf ! €1 . p2(ej) (29)
30 Ty 0 5, s, To >~ 1
_ <=3 _ Py < — —de;
31 4\ a - pB) /1 o (1=—g)=rdy 2A €5 + 55—3 !
32
> & g, 1-B8 1-5 (25) :E
34 A\ — P) a—pB a-p 2
35 T e 1-p Then, we obtain the time Tt, for |¢;(¢)| to converge from
= ™
36 4Ma - B) a—_ le;(0)] to €1 as follows:
37 7%. T =Tp/2+ Teet < Tp.
38
39 Therefore, the system evolves over time as Accordingly, the tracking error &(t) qf the system (3)) qtlllZlng
40 the controller (I8) approaches €; within predefined-time 7y,
41 5(t) = =Pi(s(t)), t = Tp/4. (26) and the proof is now complete. [ |
42 Since system (26) shares the same expression as system Theorem 3. Consider a differentiable reference trajectory
43 (23)), the settling time of system @8) is calculated by Ly (t). If each element in disturbance vector §(t) is bounded by
44 10;(t)] < o+ p(vi(t))|v;(t)], for randomly generated initial
J = J J ’

45 T(s(To/4)) < Tp/4. state Tg, the tracking error of the system () applying the
j? Finally, we can obtain the total convergence time T} satisfying ~controller (I8) can converge to the following band
48 T = T(v(0)) + T(s(Tp/4)) < Tp/2. lei ()] < €1,5 € {1,2,...,6}
4 7 . . o
Sg As a result, the sliding variable s(¢) converges to zero within Within predefined-time Ty, where €y is a small positive con-
51 time 7,/2, ie., the tracking error e(t) of the system (@) S/
52 utilizing the controller (I8) can move to SMS (I3) within a Proof: The j-th subsystem of (20) is obtained:
53 predefined-time 7,/2, which ends the proof. ] :
54 Theorem 2. Consider a differentiable reference trajectory $j(t) = —pi(s;(t)) — 1 (5.7' (t) +/o Pl(Sj(T))dT) +6;().
55 T4(t). For disturbance §(t) = 0 and randomly generated (30)
56 initial state T'q, the tracking error of the system (3) applying Considering the element of the auxiliary variable (22)) is
57 the controller (18) can converge to the following band v;(t) = s;(t) + fot pi(s;(7))dr, ©;(t) is calculated by
58 , .
59 |€J(t)| <e€,] € {1,2,,6} Uj(t) :—pl(l}](t))—l—isj(t) 31
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A Lyapunov function is defined by

ws(t) = v3(t). (32)
Due to |d;(t )I <o+ p(vj(t))|v;(t)], we have
wr3(t) = 20;(t)v;(t)
= J(t)( p1(v;(t)) +6;(¢))
<= (O + O - 20,0y
2p(v; ()]0 ()1 + 2Jv; ()16, (t))]
<—% (= 0+ =" 0).
Furthermore, it follows from (33) that
T
dt < - it P 1 dW3.
8\ (ng (8) + s ® (t)> (34

Similar to (23), by integrating both sides of (34) from 0 to
T (w3(0)) with respect to the time variable ¢, the settling time
of ws(t) is calculated as follows:
b 0 1
@s(0)aog ™ (¢ * ()

@3 * (1) +w3® (1) (35)

2
T
=1
Therefore, the subsystem (30) evolves over time to
$;(t) = —pa(s;(t), t = Tp/4. (36)

Based on the system (26), the settling time of the subsystem
(36D is calculated as T'(s;(7,/4)) < Tp/4. Thus, from (I3),
we deduce that the j-th subsystem satisfies

€;(t) = —pa(eg; (1)), Vt € [Tp/2, +0). 37)

Based on (27)-(29) in Theorem 2] the time T¢., for |e;(¢)] to
converge from |e;(7,/2)| to €1 satisfying Teer < 7,/2 can be
inferred.

Finally, the time T3 for |¢;(t)| to converge from |e;(0)| to
€1 is obtained by

Tes = T(w3(0)) + T(s;(Tp/4)) + Teer < Ty,

and the proof is now complete. ]

Theorem 4. Consider a differentiable reference trajectory
L4(t). If each element in disturbance vector 8(t) is bounded
by 10;(t)| < dmax, for randomly generated initial state T, the
tracking error of the system Q) applying the controller (I8))
can converge to the following band

; 5max
i) < x50 J €{1,2,...,6},
! AN2 + 0T,

where 0,4, Is a constant.

IEEE Transactions on Fuzzy Systems Proof

7
Proof: Following ws(t) in (32), we obtain
w3(t) = 2v;(t)v;(t)
LTI B
< 2[v; O)](=Ip1(v; @) + 16;(¢)])
< 2[v;()[(=[p1 (v ()] + Omax)-
From (38), we can infer that |p;(v;(t))] < dmax as t — oc.
Analogously, denote a Lyapunov function w4 (t) = 5?(15). It

follows from (@0) that

wa(t) = 2s;(1)3;(t)
= 2s;(t)(=p1(s;(1))
2055 (t)[(=Ip1(s; ()] + P2 (v; (1))
205 (t)1(=1p1(55 ()] + 20max)

as t — oo. Consequently, s;(t) converges to the band of
5 (t)] < |py " (20max)| as t — oo, where py '(-) is the inverse
function of p; (-). Moreover, |p1(§)| = |(4X/ Ty +p(£))E] keeps
correct from (I0), then |p1_1(§)| < |E/(AN Ty + p())] is
obtained. Thus, s;(¢) can converge to the band of |s;(t)| <
20max/ (4N Ty + p(s;(2)))-

According to (I3), we know £;(t) = —pa(e;(t)) + s;(t).
Furthermore, as t — oo, it follows from (28)) that

( —pi(v; (1) +6;(2))
)| | +18;()])
)|

<
<

w2(t) = 2¢5(1);(t)
= 25]@)( pa(e;(t ) + 55 ( )
< 2e5(O(=pa(e; ()] + Is5(0)])
<210 (~ln(e ()] + ).
Hence, ¢;(t) can converge to the band of |g;(¢)] <

P2 (20max/(4N/ Ty + p(s;(1))))]. Besides, |py'(€)] <
[7,¢/(2N)] is obtained due to the fact that |pa(&)| = [2AE/ Ty
from (I2). Therefore, as ¢t — oo, the bound of |e;(¢)| can be
written as

le; ()] <

(s
P2\, + 0(s;(0)
7;26max
<
S I+ (s, (0T,
7;26max
ST

and the whole proof is over. [ |

Remark 2. So far, a novel ARPTNSMC scheme has been
developed to target fast and accurate tracking of a quadrotor
under external disturbances. This scheme is based on a fuzzy
neural network by combining fuzzy logic with a ZNN, and
therefore stands out from traditional SMC methods in that a
general ZNN and a differentiable predefined-time activation
function are developed to form a nonsingular sliding mode
surface. The control law includes both dynamic and fuzzy
adaptive parameters, which are developed from the Takagi-
Sugeno fuzzy logic system, to enhance robustness and re-
duce chattering. In Theorems [I3] theoretical validation of
the system’s predefined-time convergence and robustness has
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2 Q TABLE II - - - Reference - FTRZND 1 - - - Reference - FTRZND
UADROTOR PARAMETERS. 06 CNTSMC =-=DARPTSMC CNTSMC =-=--DARPTSMC
: IeVs
5 Symbol Value Symbol Value =
K¢y 56x1074N-m/(rad/s) m 0.12kg 1} startpoin _—
6 Kpy 56x1074N-m/(rad/s) I 0.13m ’ "
7 Kp, 64x10-4N-m/(rad/s) J, 6.7 x 105 kg - m?
8 K, 5.6 x 1074 N/(m/s) Jy 7.5 x 1073 kg - m? TS Sos 0 05 1 18
9 Kay 5.6 x 1074 N/(m/s) Jz 7.5 x 1073 kg - m? z
10 Kg. 6.4 x 10*N/(m/s) ¢ 32x1072N-m/(rad/s)? (a) 3D trajectories (b) 2D trajectories
11 K, 30x107%N/(rad/s)®  J, 28x107°N-m/(rad’/s)
Fig. 4. Butterfly-shaped trajectories of the quadrotor controlled by three
12 schemes when §;(t) = 0.
13
14 been provided. A practical example of butterfly-shaped trajec- T s o[ - e
15 tory tracking has been used to demonstrate the ARPTNSMC N ilone U e
16 scheme’s effectiveness. " osagr oo :
17 °p m;j
18 Remark 3. In comparison to existing research results, this ! I -
19 paper makes several distinct contributions as summarized Time () Time (5 S ommew
20 below. o e | T
51 1) Innovative Control Scheme: A novel ARPTNSMC .| : T e
S 02 06 1 Lot
22 scheme is developed to enhance the tracking control “l;‘;‘/ L
23 performance of quadrotors especially under external . v
24 disturbances. T T
25 2) Fusion of Techniques: The developed scheme uniquely
2% combines fuzzy logic and ZNN to form a fuzzy neural Fig. 5. States of the quadrotor controlled by three schemes when &, (¢) = 0.
27 network, which differs from traditional SMC methods.
This integrati id bust and ient . . . .
28 co;l:;rol? :ﬁ;?egn provides a more robust and efficien also introduces the continuous nonsingular terminal SMC
29 : -ti
30 3) Advanced Activation Functions: The paper proposes the (CNTSMC) [.33J and ﬁ?(ed t.lme. rob.ust ZNN (FTRZNN) [34]
use of a general ZNN and a differentiable predefined- for comparative analysis, highlighting the advantages of the
31
32 time activation function to create a nonsingular sliding ARPTNSMC scheme.
33 mode surface, which is a notable advancement over
34 standard SMC approaches. A. Controllers for Comparison
35 4) Adaptive Parameters for Disturbance Compensation: To unify the SMC and ZNN schemes for comparison, the
36 The introduction of both dynamic and fuzzy adaptive sliding variable is chosen as follows [31], [32]:
37 parameters in the control law is a key differentiator.
38 The fuzzy adaptive parameter; derived from the Takagi- s(t) = €(t) + n3Ps(e(t)), (39)
Sugeno fuzzy logic system, specifically targets the en-
39 ) . . . .
40 hancement of robustness and the mitigation of chatter- Where Ps(-) : R* — R” s a nonlinear vector function with
41 ing, which is a common issue in control systems. element p3(-) : R — R being
42 5) Theoretical and Practical Validation: The paper pro- co1/eo (1) if [e(t)] > €
43 vides theoretical proofs to validate the predefined- p(s(t)) = ’ o ) »
44 time convergence and robustness of the ARPTNSMC 13e(t) + wae”(t)sign(e(t)), if [e(t)] < e,
45 scheme. Furthermore, it substantiates these claims with where ¢ and ¢ are positive odd integers such that 0 <
46 a practical example of butterfly-shaped trajectory track- cifes < 1,13 = (2 — Cl/02)€c1/c2—1 and 14 = (c1/ca —
47 ing, demonstrating the scheme’s superior performance 1) Jea—2 3 2 ’
' , robustness, and chatteri ] 2 ’ :
48 Z’Znioztjzgtezceiis’;?nusi;:eetgo d‘;n chatiering suppression Next, the approaching law of the CNTSMC [33]] and the
49 P § memoas. o evolution law of the FTRZNN [34] are
50 In summary, the paper contributes a sophisticated, theoret-
51 ically sound, and practically validated control scheme that 5(t) = — ky|s(t)|* ?sign(s(t)) — kos(t)
[¥) advances the capabilities of quadrotor control systems in t '
53 challenging environments. - /0 (kssign(s(7)) + kas(7))dr,
54 . N 5
33 V. ILLUSTRATION EXAMPLE 8(t) = ma( = ks exp(|s(t)[*)|s(t)|"sign(s(t))
56 — krs(t) — kgsi t
57 This section presents two illustrative examples using a rs(t) ssign(s( )))’
58 quadrotor to validate the effectiveness of the ARPTNSMC where ky, ko, ks, k4, ks, kg, and k7 are positive parameters;
59 scheme, with quadrotor parameters detailed in Table [l It and kg > 0, @ > 1, and 0 < B < 1. Thus, for the CNTSMC

60 Copyright © 2024 Institute of Electrical and Electronics Engineers (IEEE). Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or
future media, including reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or reuse of any
copyrighted component of this work in other works. See: https://journals.ieeeauthorcenter.ieee.orglbecome-an-ieee-journal-author/publishing-ethics/guidelines-and-policies/post-publication-policies



oNOYTULT D WN =

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.

Citation information: DOI:10.1109/TETCI.2025.3540418,

SUBMITTED
3
CNTSMC CNTSMC
2.5 «: FTRZND - 3 < FTRZND
0.4 --==-DARPTSMC T --==-DARPTSMC

!. * T/2=1 Pl * T, =2

; afi Sk

i i

2 / 05 1 15
8 6 8 10

Time (s) Time (s)

(a) Sliding variables ||s(t)]|» (b) Tracking errors ||e(t)]]2

Fig. 6. Sliding variables ||s(¢)||> and tracking errors ||e(t)]||2 synthesized by
three schemes when §;(t) = 0.
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- - Reference

i

§ «— start point

(a) 3D trajectories (b) 2D trajectories

Fig. 8. Butterfly-shaped trajectories tracking of the quadrotor controlled by
three schemes when §;(t) = 3.

10° T (1) (3) —h=2 * T,=2
T T P £
initial point r((lm L 1“?1’ T =25 Tp=25
o T Lo =3 *T=3
o Ty=35 % Tp=35
1 v 3 4
Time (s) Time (s)

(a) Sliding variables ||s(t)]|2 (b) Tracking errors ||&(t)]|2

Fig. 7. Tracking errors ||e(t)||2 synthesized by the ARPTNSMC scheme
with various initial states I'g and predetermined parameter values 7, when
(Sj (t) =0.

and the FTRZNN, controllers based on sliding variable (39)
can be given, respectively, as follows:

a(t) = 6700 (- m X ) - )

— Q(Ty(t)) + Ta(t) — ky|s(t)]"/?sign(s(t))
— kos(t) — /0 (kssign(s(1)) + k4s(r))d7') ,

() = 6 02(0) - m LD iy 1)~ Bt

+ Fa(t) — ks explls(t)]F)|s(0)Psign(s(2)
 kra(t) ~ hasign(s(0) - QTa(1) ).

Moreover, the parameters of (I0)-(I2) and the above con-
trollers are set as pu = 16/m; To =2, a =2 0=02
61262:0.01;31’1(17’]3:2,01:3,63:5,k1:k2:2,
7’]4=k3:k4:]€5:k7=/€8:1,/€620.5.

B. Butterfly-Shaped Trajectory
In this part, the objective is to track a given reference

butterfly-shaped trajectory utilizing three control schemes. The
reference trajectory is represented by

xq = 0.5sin(wt/5)m,

ya = —1+ 0.5 cos(nt/5)m,

Zd = 05,
and ¢q = 04 = g = 0.1, where m; = exp(cos(nt/5)) —
2 cos(4rt/5) — sin®(wt/60). The initial state is Ty =
[-0.4,0,-0.5,0,0.3,0,—0.1,0,0.3,0,0.4, O]T.

3 08
3 74 - - Reference - - “Reference
S CNTSMC 01 CNTSMC
2 e FTRZND FTRZND
[y A DARPTSMC 06 -+-~DARPTSMC
1 6
8] = w
0 0
0 0.5
- 04f
2 ¥
03
0 2 1 6 8 10 0 2 1 6 8 10
Time (s) Time (s) Time (s)
0.4 03
- - Reference - - Reference 04 - - “Reference
0.3 CNTSMC 0.3 CNTSMC \ CNTSMC
FTRZND FTRZND 4 FTRZND
" ~~-DARPTSMC 0255 ~~-DARPTSMC ~=DARPTSMC
A = 02 N\
o1 o\
/ i
0 01t i

0.05
0

0 2 14 6 8 10 0 2 1 6 8 10 0 2 4 6 8 10
Time (s) Time (s) Time (s)

Fig. 9. States of the quadrotor controlled by three schemes when &, (t) = 3.

1) Convergence analysis: In this part of the study, Fig. [
depicts butterfly-shaped trajectories executed by three different
control schemes, with red dotted lines indicating the reference
trajectory. The ARPTNSMC scheme’s performance, both in
3D and 2D trajectories as shown in Figs. and [(b)
demonstrates a quicker convergence to the reference trajectory
compared to the other schemes when disturbances §;(¢) = 0.
Additionally, Fig. Bldisplays the position and attitude outcomes
for the quadrotor under the same three schemes without
disturbances. The results clearly show that the ARPTNSMC
scheme achieves a faster approach to the desired position and
attitude of the quadrotor than the other two schemes. Fur-
thermore, Fig. |6] presents the comparison of sliding variables
Is(t)]]2 and tracking errors ||e(t)]|> across these schemes. It’s
observed that while the convergence time of ||s(¢)||, is almost
identical for the ARPTNSMC and FTRZNN schemes, the
|le(t)]]2 converges to zero more rapidly under the ARPTNSMC
scheme. In summary, Figs. 4] to [@] collectively indicate that
the closed-loop system controlled by the ARPTNSMC scheme
achieves a faster convergence rate compared to the other two
schemes.

In Fig. [l the tracking errors ||&(t)|2 according to the
ARPTNSMC with various initial states I'g and predeter-
mined parameter values 7, are exhibited. Furthermore, the
p-th Ty is represented by I‘((Jp) (p € {1,2,3,4}), where
r'’” = 3 x 107! x [0.4,0,0.5,0,—0.3,0,0,0,0,0,0,0]"
if p is an odd number, otherwise I‘((Jp) = 7 x 10P71 x
[0.4,0,0.5,0,—0.3,0,0,0,0,0,0,0]". Thereinto, Fig.
manifests that the convergence time of ||s(¢)|, synthesized
by the ARPTNSMC has barely changed when its initial value
gets near I‘(()2). That is, the upper bound of convergence time
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8 [)0 kY 5 - = = 5 = - - = ==~With fuzzy adaptive e
9 Time (s) Time (s) )
10 (a) Sliding variables ||s(t)]|» (b) Tracking errors ||e(t)]|2 02
N Fig. 10. Sliding variables ||s(t)||> and tracking errors ||e(t)||2 synthesized S U U B B Tmew
12 by three schemes when §;(t) = 3.
13 Fig. 12. Control inputs synthesized by the ARPTNSMC with fuzzy adaptive
14 o8 s parameter or non-fuzzy adaptive parameter when ¢, (t) = 0.
-I 5 CNTSMC WMCNTSMC
-I 6 0.6 -----FArf{ll{)'%"II\\’gMC -----}/zll;l}’%‘igMC
- - - Reference ~+FTRZND 1.5 - - - Reference -+ FTRZND
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18 o
0.5 K
19 B 0 (/\ \\X )\
20 S end poTV \\ /
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(a) 8;(t) = 3sin(3t) (b) 8;(t) = 5+ 6sin(6mt + 1) + > -105 0 051
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24 08 15 (a) 3D trajectories (b) 2D trajectories
25 CFTRAND. FTRIAD Fio 13 Lissaions traiectorics trackine of the auad =
26 0.6 ——DARPTSMC ——~DARPTSMC ig. 13. Lissajous trajectories tracking of the quadrotor controlled by three
o schemes when §;(t) = 0.
27 =
28 5’
29 02 _ Finally, some additional time-varying disturbances are con-
30 oL | sidered in Fig. [[Il From Fig. only |[e(t)||> synthe-
31 Y e ' Gmew " sized by the ARPTNSMC reaches zero under disturbance
32 (© 8;(t) = 3sin(3)9(t —2) (&) 5;(t) = (5 + Gsin(6rt + 1) + 5;(t) = 3sin(3t)', yvhereas ||s(t)!|2 s'ynthesme(.l by the other
33 8sin(87t)+6 sin(10mt+2))9(t—2)  two schemes exhibit apparent oscillations. In Fig. even
34 = though ||e(t)]]> synthesized by the three schemes exist certain
35 Fig. 11. Tracking errors ||e(t)||, synthesized by three schemes under different Aot c 1w . . ) _
disturbances with 9(t) representing the Heaviside step function. OSC'IHatIOIlS under hybrld smusgldal disturbance J;(t) 5+
36 6 sin(67t+ 1)+ 8 sin(87t) 4+ 6 sin(107t +2), the ARPTNSMC
37 manifests the least oscillation. Besides, the above two kinds of
38 synthesized by the ARPTNSMC is unrelated to the initial disturbances are introduced into these models after 2 seconds.
39 state. It can be seen from Fig that. the smaller the The results are exhibited in Figs. [l 1(c){11(d)} which is similar
40 ctermi s, 1 ’ in Figs. [[T@YTT(b),
41 predetermined parameter 7, is, the smaller the convergence tﬁ tho;e n F1gs.N(§vMerCall, Lhese fesglts reVEal th}?t
42 time of tracking error would be, which indicates that the t Ero u;tness of the scheme 1s better than the
parameter 7, can indeed control the convergence time of other sc emes.. ) ) )
43 tracking error: 3) Chattering analysis: To verify the low-chattering of
44 ) i (t) = i
45 2) Robustness analysis: The constant disturbance, sinusoidal the ?I?PTNSMCT zin tlie ilase tl(:f f5] (t) d 0;. a compar?tlve
46 disturbance, and hybrid sinusoidal disturbance are considered ,Sm;u ation d1s ia m;Tlel: (E/Iﬂ?n e lu Zz}éi ap 1vetpaiame'er 9
47 in order to test and verify robustness of the ARPTNSMC 1 fuzzy adaptive 18 replaced by constant €3, 1.¢.,
48 scheme. In Figs. [§] and O] the butterfly-shaped trajectories, Y N By . )
49 position, and attitude synthesized by these three schemes pi(é) = T (161" +1€17) sign(€) + essign(€) + p(§)E-
50 subjected to constant disturbance are illustrated. As shown in P
51 Figs. [8 and O only position and attitude trajectories synthe- As shown in Fig. the corresponding control inputs of the
52 sized by the FTRZNN cannot fit reference position and attitude = quadrotor controlled by the ARPTNSMC with fuzzy adaptive
53 trajectories, indicating that the CNTSMC and the ARPTNSMC  parameter or non-fuzzy adaptive parameter are exhibited when
54 schemes are robust to constant disturbance §,(¢) = 3. Besides, parameter c3 = 3. More specifically, Fig. [[2indicates that the
55 Fig. draws sliding variables ||s(t)||> and tracking errors control inputs with fuzzy adaptive parameter is smoother and
56 |le(t)]|2 synthesized by these three schemes. The findings lower chattering than the control inputs with non-fuzzy pa-
57 provide substantial evidence that the ARPTNSMC scheme has rameter. Thus, the results demonstrate that the fuzzy adaptive
58 stronger anti-disturbance ability to constant disturbance than parameter generated by the Takagi-Sugeno fuzzy logic system
59 the other two schemes. can suppress chattering.
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1
2 ONTSMC CNTSMC under the framework of zeroing neural network has been
3 . coraNe | presented and applied to position and attitude tracking of a
4 quadrotor. Importantly, the theoretical analysis ensures not
on e predefined-time reachability of the sliding surface
5 ly the predefined-t hability of the sliding f:
6 but also the predefined-time convergence and robustness of
A e closed-loop system. Moreover, the butterfly trajectory an
7 the closed-loop syst M the butterfly trajectory and
e issajous trajectory tracking examples have confirme al
8 Lissaj trajectory tracking ples h firmed that
0 1 2 3 4 5 6 2 3 4 5 6
9 Time () Time (s) the closed-loop system controlled by the ARPTNSMC has
10 (@) 6;(t) =0 (b) 6;(t) =3 better convergence and stronger robustness than those by the
1 08 25 other schemes. In addition, a comparative simulation has been
12 - FTRZNN , - FTRZND implemented to confirm that the control inputs with fuzzy
13 .l T ARPINSME TUPARPISME | adaptive parameter have led to lower chattering than those
14 with non-fuzzy parameter. In the future, the developed fuzzy
15 neural network scheme could be applied to the cooperative
16 control of UAVs under the condition of delay.
0 2 4 6 8 10 0 1 2 3 4 5 6
1 8 Time (s) Time (s)
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