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Abstract—A novel two-step iterative optimization method could
be used in microwave and mm-wave bands for optimal topology
of 2-D sparse multiple input multiple output (MIMO) arrays and
an improved back-projection algorithm (IBPA) for near-range
scenarios have been proposed to achieve high-resolution three-
dimensional (3D) imaging. According to point spread functions
(PSF), the array topology results from the proposed design
method has superior performance on sidelobe level both in the
interference region (IR) and non-interference region (NIR), and
the obtained peak sidelobe levels (PSLs) are lower than the
conventional topologies over 2 dB. The IBPA has weighting
factors incorporated into its forward physical wave equations to
improve accuracy of the model. The imaging capabilities of the
proposed array and IBPA have been experimentally verified. The
proposed array could further mitigate the artifact distribution
in target image than conventional arrays which is consistent to
theoretical analysis. The proposed IBPA could provide higher
resolution and lower PSLs without increasing the computational
complexity.

Index Terms—Multiple-input-multiple-output (MIMO) array,
optimization methods, 2-D sparse array, sidelobes suppression,
improved BPA.

I. INTRODUCTION

Two-dimensional (2-D) array-based ultrawideband (UWB)
MIMO microwave imaging techniques have been widely ap-
plied in various applications, such as remote sensing [1],
airport security [2][3], through-the-wall imaging (TWI) and
rescue [4][5], ground-penetrating radar imaging (GPR) [6][7],
nondestructive testing [8-10], and medical diagnosis [11-13].

The state-of-the-art imaging systems are capable of achiev-
ing real-time high-resolution 3-D imaging, while facing the
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compromise among the imaging accuracy, computational bur-
den, and system costs [14-15]. In those imaging systems, the
element spacing within the synthetic 2-D aperture should not
be more than one-half wavelength (even a quarter wavelength
in near-field scenarios) in order to prevent unexpected grating
lobes. That is to say, the conventional uniform 2-D array
systems not only bring in high hardware costs but also intro-
duce the unavoidable mutual coupling issue. Hence, significant
efforts have been made in investigating the capabilities of 2-D
sparse arrays.
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Fig. 1. Typical 2-D array topologies. (a) 1-D linear array with 1-D scanning.
(b) 1-D linear array with cylindrical scanning. (c) 1-D linear array with radial
scanning. (d) 2-D real aperture array.

A 2-D sparse array could be virtually synthesized by moving
a 1-D sparse linear array in space or achieved by constructing
a 2-D real aperture sparse array. The scanning strategies with
1-D linear array and topologies of 2-D real aperture array
are illustrated in Fig. 1. 2-D Sparse array imaging systems
could reduce the hardware cost and data acquisition time while
providing high-resolution reconstruction images. Whereas, the
overlapped spectrum caused by under-sampling data would
result in grating lobes in the reconstruction images [16][17].
To circumvent the problem, 2-D sparse arrays were proposed
by using signals with large bandwidth. Hence, the level of
grating lobes could be reduced for 2-D sparse array imaging
systems when the fractional bandwidth is much larger [18-
22]. Although the large operational bandwidth could suppress
the grating lobes to some extent, it brings a heavy burden
for designing hardware sub-systems with a large operational
bandwidth.

To further suppress the grating lobes and also to reduce the
number of antennas, microwave imaging systems are devel-
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oped with 2-D sparse MIMO array, in which the transmitters 
and receivers are spatially separated to synthesize a larger 
effective aperture in two cross-range directions. Hence, the 
number of antenna elements and data-acquisition time could 
be significantly reduced without degrading image quality [23-
25]. Although the MIMO technique enables superior imaging 
capabilities, the performance of 2-D sparse MIMO arrays 
is greatly impacted by both the operational bandwidth and 
topologies of arrays and MIMO technique with large oper-
ational bandwidth should be utilized to develop 2-D sparse 
array imaging systems. The grating lobes level of these 
MIMO arrays could be analyzed and calculated through the 
theory of effective element [26-27]. However, an optimal 2-
D MIMO array topology could not be obtained conveniently. 
Significant efforts have been made to realize the optimization 
topologies of MIMO array. For example, by arranging antenna 
distributions according to Fermat’s spiral geometries, a 2-
D curvilinear array is developed [28]. In [29], an extended 
optimal MIMO array (EOA) with the number of transmitter 
and receiver elements being integral multiples of 4 is obtained 
through the ‘Grid’ method. To improve the compatibility of 2-
D MIMO arrays design method, an optimization method based 
on compressive sensing is used to obtain both positions and 
weighting factors of the elements [30]. Besides, an extended 
coherence factor (ECF) method based on the sub-band sub-
aperture (SBSA) data is utilized to combat side/grating lobes 
and simultaneously overcome insufficient d ata [ 19]. Then, 
the multi-apodization (MA) method and pixel search (PS) 
method are used to cut off the shifted grating-lobes while 
maintaining the resolution [20]. Although the strategies above 
could suppress grating lobes to some extent, they are only 
suitable for some particular scenarios such as the number of 
transceivers being integral multiples of 4. A more general 
design principle for designing a 2-D sparse MIMO array 
with any number of elements in a customized aperture is not 
reported to our best knowledge.

Herein, a two-step iterative method for the design of 2-
D MIMO array with lower grating lobes for 3-D microwave 
imaging is proposed and an improved back-projection algo-
rithm for sidelobes suppression which is applicable to arbitrary 
topology configurations is used. The contributions of this work 
could be summarized as follows:
1) A two-step iterative method is proposed for the microwave
and millimeter-wave bands, where the positions of transceivers
are optimized to obtain the optimal topology of the corre-
sponding 2D MIMO array. The optimization method could
be applicable to any number of transceivers in a customized
aperture size.
2) An improved back-projection algorithm for sidelobes sup-
pression is accordingly proposed for near-field imaging scenar-
ios. In the physical model of IBPA, novel weighting factors
have been incorporated into the forward wave equations to
improve the accuracy of model.
3) Theory analysis, numerical simulation and measurement
have verified that the proposed IBPA has better imaging
performance compared to conventional BP in grating/side-
lobes, distributed targets reconstruction capabilities and cross-
range resolution in the IR region.

Fig. 2. Illustration of 2-D planar MIMO imaging system in near-range
scenarios.

II. DESIGN PRINCIPLES OF
2-D SPARSE MIMO ARRAY

A. Configuration of MIMO Imaging System

The configuration of imaging system based on the 2-D
sparse MIMO array is shown in Fig. 2. Transmitters and
receivers are sparsely distributed in a flat plane z = za, while
the object under test is located in front of the 2-D array
within the domain of interest (DoI) bounded by the field of
view of imaging system. The position of transmitter element
is −→rT (xT , yT , za), and the position of the receiver element
is −→rR(xR, yR, za). A general point at r(x, y, z) in the DoI is
characterized by a reflectivity function f(x, y, z). In a forward
problem with Born approximation and neglecting the multiple
scattering inside the targets, the received signals denoted as
S(xT , yT , xR, yR, k), could be summarized as [30],

S(xT , yT , xR, yR, k) = p(k) ·
∫∫∫
V

f(x, y, z)dxdydz

× e(−jk(rT+rR))

(1)

rT =

√
(x− xT )

2
+ (y − yT )

2
+ (z − za)

2

(2)

rR =

√
(x− xR)

2
+ (y − yR)

2
+ (z − za)

2 (3)

where p(k) is the wideband signal radiated from the transmit-
ters. rT and rR are the distances between the point in DoI and
transmitter element, receive element, respectively. Inversely,
reflectivity function of the distributed target within the DoI,
namely, f(x, y, z) could be accordingly reconstructed as,

f(x, y, z) =

∫∫ ∫∫∫
1

p(k)
dxT dyT dxRdyRdk

× S(xT , yT , xR, yR, k)× ejk(rT )ejk(rR)

(4)

where k = w/c (c is the speed of the propagation and w is
the temporal angular frequency) is the wavenumber.

B. Topology Design

As discussed in [31-35] for a 1-D MIMO array design, both
the weighting factors and distribution of effective elements
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EAP =

{
(rEmn, w(rEmn)) |

rEmn = |rTm + rRn|
w(rEmn) = wTx(rTm) · wRx(rRn)

}
(5)

will determine the level and spatial distribution of grating/side-
lobes. The level of grating/side-lobes of a 2-D MIMO array
could be evaluated by transforming them into its effective array
according to the projection-slice method [26-27]. In this way,
the strategies utilized to design 1-D MIMO arrays could be a
useful tool to optimize the topology of the corresponding 2-D
array. The effective aperture of MIMO array could be obtained
by [26-27]
where m=1,...,Nt; n=1,...,Nr,and Nt and Nr are the total
number of transmitter elements and receiver elements, respec-
tively. wTx and wRx denote weighting factor of an antenna
element within the transmitter and receiver apertures. rTm

and rRn represent the mth elements in the transmitter aperture
and nth receiver aperture. It is noted that when the different
transceiver pairs within the aperture result in the same virtual
element position rEmn, the weighting factors of these effective
elements should be summed up together as

∑
w(rEmn).

According to the projection slice method [26-27], the pro-
jection of effective array elements rEmn onto a rotated axis
at a certain angle determines the array pattern at that specific
angular cut. According to [26] [31-33], it can be concluded
that the array would obtain the greatest performance when
the effective elements rEmn of a MIMO array are uniformly
distributed in each rotated axis and the corresponding weight-
ing factors w(rEmn) of these elements are exactly the same
in each axis. Furthermore, the dynamic range of 2-D arrays
possessing N elements within EAP can be evaluated by the
following two equations [27],

ISL = 20log10(
1

N
) (6)

PSL = 20log10(max(w(rEmn))/
N∑

n=1

w(rEmn)) (7)

where ISL and PSL are the ideal sidelobe level and the peak
sidelobe level, respectively. N is the total number of effective
elements rEmn. N is equal to the total number of array
elements within EAP for a MIMO array, that is, N = Nt ·Nr.

C. Degree of Freedom

The values of PSL would approach ISL when the pro-
jection of elements rEmn have a unit weighting. The values
of PSL and ISL are desired to be close to each other for
achieving better imaging performance. Hence, the degree of
free (DoF) for the transmitter and receiver antennas could be
defined as,

DoF = min
(rTm,rRn)

||PSL− ISL||2 (8)

the low DoF would lead to a lower grating/side-lobes level.
In order to realize the best performance with a constant

number of antennas, two efficient design principles as follows
should be complied with:

Principle 1: The effective elements rEmn should be uniformly
distributed within the whole effective aperture EAP with as
little redundancy as possible. It is noted that the spacing of
the elements is much less than the pulses width, i.e., d < T/2
(where T is pulse width) would be regarded as redundant ones.
In this way, the imaging systems have satisfying performance
around the main-lobe area whether the measured objects are
located at the center or the edge of the effective aperture
EAP [26].
Principle 2: The projection of effective array elements rEmn

onto a rotated axis at each angular cut should be uniformly
distributed and keep the equivalent line array with almost the
same weighting factor.

D. Optimization Principles

Based on above principles, a two-step iterative method
is proposed to optimize the position of the transmitter and
receiver elements sequentially. The flow chart of the optimiza-
tion procedures is shown in Fig. 3, including three steps.
1) Step 1: Calculate Configuration Parameters

According to the requirements of the imaging system,
the number of effective antennas N could be calculated
with (6) and (7). And the effective aperture size, ∆EAP

could be estimated by the azimuth, height, and range
mean resolution,δa,δh,δr,respectively,using the formulas be-
low [26][29][31].

δa ≈ λc

(2∆EAP )
Ra (9)

δh ≈ λc

(2∆EAP )
Rh (10)

δr =
c

2 ·B
(11)

where λc, Ra and Rh are the wavelength corresponding to the
center frequency, the aperture size in the azimuth direction,
and the aperture size in the height direction, respectively. c
and B represent the speed of light and the system’s operating
bandwidth.

The resolution over the whole imaging region is not a
constant value which could be analyzed through 3D spa-
tial frequency components. The resolution within ROI has a
complicated relationship with the position distribution of the
transceiver elements. To simplify the analysis procedure, the
formulas (9)-(11) have been utilized to quickly evaluate the
level of the resolution.
2) Step 2: Optimization of the Receiver Elements

To meet above principles, the positions of the receiver
elements should be optimized firstly. The transmitter elements
should be located in a circle with a radius slightly larger than
∆EAP , whereas the receiver elements should be distributed
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inside the region bounded by the aperture ∆EAP . To reduce 
the mutual-coupling between the elements and meet the re-
quirement of Principle 2 along both horizontal and vertical 
projection directions, the positions of receiver elements could 
be expressed by,

rR =

{
(xRn, yRn)

∣∣∣∣xRn ∈ s
yRn ∈ s

}
(12)

where the domain s is a linear space vector

s = [−l
∆r

Nr
:
∆r

Nr
: l

∆r

N r
] (13)

and l = (NR − 1)/2. The receiver aperture size ∆r could be
approximated empirically by,

∆r = ∆EAP − 0.02 ∗∆EAP . (14)

Herein, the different receivers have various coordinates,
meaning that xRi ̸= xRj and yRi ̸= yRj . In this case, PSL
could approach ISL in horizontal and vertical axis. Then the
positions of receiver elements need to be changed to acquire
the best result in all possible combinations satisfying (10) and
(11). To estimate the effective covering area of the designed
antennas, the Voronoi diagram is defined [36]. The area of the
Voronoi cell could be calculated and the uniformity index (UI)
is defined as the maximum area of the Voronoi cell minus the
minimum area of the Voronoi unit.

UI = min
(rRn)

(Svomax − Svomin) (15)

where Svomax and Svomin are maximum area of the cell and
minimum area of another cell in the Voronoi diagram.

The procedures of optimizing receivers are summarized in
Fig. 4. With initial positions rRn of receiver elements, the UI

Optimization for
receive array

Array parameters setting according to
c-r resolution and dynamic range

Caculate the receive aperture size
through (12) and ensure the initial

Minimize the uniform
parameter through(13)

Minimize the DoF of
receiver array through(8)

Rotate the transmitter elements
in the circular structure through(16)

Choose the topology that
has the minimum value

Whether all of the
possiblearrangment

Change the location of
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transmitter array
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location (10) and (11)

has been test

of( 13) and (8)

Fig. 3. Flow chart of the two-step optimization method.

is calculated and PSL is calculated from 0◦ to 360◦ to evaluate
the maximum grating/side-lobes in each angular direction with
a step of 1◦. The array topology with both minimization values
of (8) and (13) has the greatest sidelobe control capabilities
both in the IR and the NIR regions.
3) Step 3: Optimization of the Transmitter Elements

EAP
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Fig. 4. Illustration of the two-step iterative optimization method. (a) The
quantification process of equivalent aperture, transmitter and receiver aperture.
(b) Optimization process of (b) receiver elements and (c) transmitter elements.
(d) Illustration of Principle 1. (e) Illustration of Principle 2.

Based on step 2, to achieve a uniform distribution of the
virtual array, the transmitter elements should be placed in a
circle owing to its rotationally symmetrical properties. Then,
the transmitter aperture size ∆T is expressed by,

∆T = ∆EAP − 0.035 ∗∆EAP (16)

The transmitter elements are in a circle with the radius of
∆T /2 and the positions could be obtained by,

rT =
{
(xTm, yTm)

∣∣xTm=∆T /2·cos(2·π·n/Nt)

yTm=∆T /2·sin(2·π·n/Nr)

}
(17)

Due to the spareness of transmitter elements, the projection
of transmitter elements onto the slices is highly different
among various angular cuts. To obtain the optimal positions
for transmitter elements, they should be rotated and the rotated
positions could be given by,[

xTm
(i)

yTm
(i)

]
=

[
cos θ(i−1) sin θ(i−1)

− sin θ(i−1) cos θ(i−1)

]
·
[
xTm

yTm

]
(18)

The values of θ are ranging from 0 to 360 degrees with
a step of one degree. Following the optimization procedures
for the receivers, the optimal position of transmitter ele-
ments, namely, (x(i)

Tm, y
(i)
Tm), could be finally obtained when

(8) and (13) are satisfied within all possible combinations
(x

(i)
Tm, y

(i)
Tm), rRn. Through above procedures, the optimal

topology of MIMO array, (rTm, rRn), could be obtained.

III. IMPROVED BACK-PROPAGATION ALGORITHM

Under the first-order Born approximation, the receiving
field S(xT , yT , xR, yR, k)of the conventional BP could be
expressed by [29],

S(xT , yT , xR, yR, k) = p(k)

∫∫∫
V

f(x, y, z)·e
−jk(rT+rR)

16π2rT rR

× wT (x− xT , y − yT )wR(x− xR, y − yR)dxdydz (19)
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Fig. 5. MIMO array and its corresponding Voronoi cells (a) 2-D sparse
MIMO array. (b) Voronoi cells of the virtual array.
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Fig. 6. Illustration of sparse MIMO array imaging system. Apertures
S0,S1,and unit vectors n1, n2 are shown intuitively.

where wT ,wR are the weighting factors brought by the ra-
diation patterns with respect to the corresponding transceiver
elements. Finally, the image could be reconstructed by [29],

f(x, y, z) =

∫∫∫
S(xT , yT , xR, yR, k)

p(k) · wt(x− xT , y − yT )

ejk(rT+rR) · 16π2rT rR
wr(x− xR, y − yR)

× dxT dyT dxRdyRdk (20)

where weighting factors wT , wR are calculated through nar-
rowing the gap between the imaging response of a point-like
scatterer and the desired reference pattern [30].

Herein, an improved back-projection algorithm (IBPA) for
sidelobes suppression by use of a novel strategy has been
proposed to quantify the weight factors with a significant
improvement in focusing capabilities and PSL levels.

The Voronoi cells of the corresponding virtual elements of
the 2-D sparse MIMO array are shown in Fig. 5(b). Based on
ERM (exploration reflector model) [36], some algorithms in
time domain have illustrated different weighting factors for
the imaging application of sparse MIMO arrays [37] [38].
However, the weighting factors used in time domain has
shed some light on the inversion method of frequency do-
main. Accordingly, the weighting factors of the corresponding
transceiver pairs could be expressed as,

w(rEmn) = Svo ·
∂rT
∂n1

· ∂rR
∂n2

· 1

rT rR
(21)

where S0 and S1 represent the transmitter and receiver
apertures, n1 is the unit normal to S0, n2 is the unit normal to
S1. Svo is the Voronoi area of corresponding transceiver pairs.
The illustration of (19) is expressed in Fig. 6. ∂rT

∂n1
,∂rR

∂n2
denote

the vectors of partial derivatives, perpendicular to the closed
surface formed by the receiver array aperture and transmitter
array aperture, respectively.

TABLE I
COMPARISON OF COMPUTATIONAL COMPLEXITY

Algorithm Computational Complexity

BPA NuNvNxNyNzNk + NuNvNk

+ NuNvNxNy

IBPA NuNvNxNyNzNk + NuNvNk

+ NuNv

Then, the inverse procedure of IBPA could be solved by,

f(x, y, z) =

∫∫∫
S0S1

w(rEmn) ·
S(xT , yT , xR, yR, k)

p(k) · rT rR

× ejk(rT+rR) × dS0dS1dk (22)

Assuming that the number of discrete points in the azimuth,
range, and elevation directions in the ROI area are Nx,
Ny , and Nz , respectively. The number of elements in the
transmitting aperture and the receiving aperture are Nu and
Nv , respectively. The number of samples in the frequency
domain is Nk. The computational complexity of these could
be summarized as shown in Table I. It could be observed
that under the same systems conditions, the computational
complexity of the IBPA is slightly lower than that of the BPA.

IV. NUMERICAL SIMULATION AND RESULTS

A. Design of 2-D Sparse MIMO Arrays

To verify the proposed principles, we apply them to design
2-D sparse MIMO arrays and evaluate their imaging perfor-
mance theoretically and experimentally. Herein, 3-D images
reconstruction ability is required for the imaging system with
a down-range resolution of 15 mm and a cross-range resolution
of 30 mm at the range of 500 mm.

The proposed MIMO array is shown in Fig. 7(d). It is
noted that the distance of two elements d should be large
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TABLE II
IMAGING PERFORMANCE OF MIMO ARRAYS FOR POINT TARGETS

2-D MIMO Arrays max(w(rEmn)) Theoretical PSL (dB) Simulated PSL (dB) UI (m²) 3-dB Beamwidth (cm)

Proposed Array 12 -26.58 -23.63 0.0013 1.436

Curvilinear Array 14 -25.24 -22.04 0.0025 1.622

EOA Array 13 -25.88 -22.31 0.0015 1.448

Square Array 16 -24.08 -19.59 0.0008 1.216
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Fig. 7. MIMO array topologies and their corresponding equivalent array
apertures. (a) Equivalent uniform rectangular array (Array I). (b) Curvilinear
structure composed array (Array II). (c) Extent optimal MIMO array (EOA)
(Array III). (d) Proposed array (Array IV).

Fig. 8. Radiation patterns of MIMO arrays in Fig. 7 with a focal point at
(0,0,20λc). (a) Pattern of array I (b) Top view of (a). (c) Pattern of array II.
(d) Top view of (c). (e) Pattern of array III. (f) Top view of (e). (g) Pattern
of array IV. (h) Top view of (g).
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Fig. 9. Imaging results of MIMO arrays for point targets located at the edge
position(±5λc,±5λc,20λc). (a) Equivalent uniform rectangular array (Array
I). (b) Curvilinear structure composed array(Array II). (c) Extent optimal
MIMO array(EOA) (Array III). (d) Proposed array (Array IV).

than pulses length, which in our study refers to the time-
domain duration of the transmitted signal,in order to maintain
the sparseness of the MIMO arrays and reduce the mutual-
element-coupling. Hence, under the conditions of the required
cross-range resolution, the size of the effective aperture, EAP ,
should be no less than 0.5 m×0.5 m according to (9). The
center frequency is 10 GHz, and the operation frequencies are
ranging from 5 to 15 GHz (100% fraction bandwidth).

The proposed MIMO array has 32 elements with 16 trans-
mitter and 16 receiver elements. The transmitter antennas are
distributed in a circular structure with a radius of 240mm.
The optimal positions of receiver elements could be obtained
through the procedures of the first dashed box parts in Fig. 3.
It is compared with a widely used MIMO topology and two
previous start-of-the-art topologies shown in Fig. 7(a), (b) and
(c) as references, namely the equivalent uniform rectangular
array [39] (Array I), the curvilinear MIMO array [28] (Array
II), and the extended optimal MIMO array (EOA) (Array
III) [29]. The equivalent virtual array elements of array I
are uniformly distributed but exhibit high periodicity. Hence,
the elements shadowing would appear along 0◦, 90◦, 45◦,

135◦, and the highest values of PSL would appear along the
orthogonal plane of those directions. The equivalent virtual
array elements of array II and III are randomly distributed
which means the number of overlapping elements is reduced
greatly. Therefore, they will exhibit better angular properties
compared to array I. In contrast, the proposed array (array
IV) has been optimized through the optimization procedures.
It strictly meets the above principles, so overlapping elements
could be reduced furtherly. The values of UI and PSL of
those MIMO arrays are summarized in Table II. It could be
concluded that the proposed array has the lowest PSL value
and the best angular resolution compared to others.

TABLE III
IMAGING PERFORMANCE OF MIMO ARRAYS FOR POINT

TARGETS IN EDGE REGION

2-D MIMO Arrays FC (dB) PSL (dB)

Array 7.13 -17.17

Curvilinear Array 8.38 -14.86

EOA Array 7.56 -16.57

Square Array 10.77 -14.95

B. Simulation of Point Targets
In the simulation, Hertzian dipoles are used as both trans-

mitter and receiver elements for optimizing array topology.
They are computationally cheaper, making them suitable for
the preliminary validation of the array design. After back-
ground subtraction, the optimized array topology could also
be suitable for Vivaldi antenna cases. The array positions and
operating frequency band in the simulation are based on our
previous array design and the actual system. For a single-round
simulation, which refers to a complete simulation of the entire
array, the process is carried out by choosing one antenna as
the transmitter and the remaining 16 as receivers, iterating
through all 16 transmitter antennas in turn. The time required
using Hertzian dipoles as the simulation element is signifi-
cantly less compared to using Vivaldi antenna. Therefore, for
efficient array optimization, employing the Hertzian dipoles is
a more reasonable approach in terms of the time costs and
effectiveness. A 1.5-cm-diameter metallic sphere is used as
a point target in front of the center of the array at a range
of 20λc distance. λc is the operating wavelength of 10 GHz,
which is 3 cm. Results of imaging a point scatterer using the
above 2-D sparse MIMO arrays have been compared in Fig.
8 reconstructed by the conventional back-propagation method
[29]. It shows that the sidelobes could be well suppressed for
the Array IV while the other arrays exhibit high sidelobes,
which is consistent with the above theoretical analysis.

The proposed array demonstrates enhanced uniformity and
significantly reduced element shadowing across all projection
axes. As a result, it aligns more closely with Principle 1
and Principle 2’s design principles than other arrays. This
improved design leads to lower sidelobe levels and a more
uniform artifact distribution throughout the imaging space.
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Fig. 10. (a) Procedures of IBPA. Svo is the area of Voronoi cells within
the effective array while

∂rT
∂n1

· ∂rR
∂n2

· 1
rT rR

is the weighting factors used in
the ERM model in time-domain analysis. (b) Testing object in FEKO.

Fig. 11. 3-D reconstructions of distributed target and their front views under
-15-dB level. (a) 2-D and 3-D images obtained by array I. (b) 2-D and 3-D
images obtained by array II. (c) 2-D and 3-D images obtained by array III.
(d) 2-D and 3-D images obtained by array IV

Consequently, its imaging performance is theoretically su-
perior to that of other arrays. Our results also confirm this
improved performance.

The simulation results of PSL values and its corresponding
3-dB beamwidth of MIMO arrays are summarized in Table II.
It could be seen that the simulated PSL values are slightly
higher than theoretical ones owing to the mutual-coupling
effect among elements. The proposed array has the lowest PSL
of -23.63 dB.

In addition, to illustrate that our array has advantages, we
give the imaging results of the edge region in Fig. 9 and Table
IV. It could be seen that in the NIR region, the proposed array
has the lowest PSL of -17.17 dB and best FC of 7.13.

C. Simulation of Distributed Targets

To further verify imaging capabilities of the MIMO arrays
in Fig. 7., simulations for distributed targets have been carried

TABLE IV
QUANTITATIVE IMAGING PARAMETERS

FOR DISTRIBUTED TARGETS

2-D MIMO Arrays FC (dB) PSL (dB)

Array 7.19 -12.74

Curvilinear Array 11.24 -9.44

EOA Array 7.26 -11.77

Square Array 12.22 -10.6

out. The distributed object is a cross-shape object which is
made of PEC as shown in Fig. 10(b). The reconstructed results
are summarized in Fig. 11(a) and (b) show sightly deforma-
tions in the IR region, which could be caused by strong effect
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Fig. 12. Measurements of the imaging system in the near-range scenario and the photograph of the objects. (a) The ‘L’ letter consists of three metallic
square pieces. (b) The ‘L’ letter utilized for resolution test. (c) The pliers. (d) Vivaldi antennas. (e) Return loss (S11) measured with VNA in the
anechoic chamber. (f) Antenna radiation efficiency. (g) The proposed 2-D sparse MIMO array. (h) Signal waveforms of the measured reflection from
a small metal sphere of 30 mm diameter.

Fig. 13. Experiment results of distributed targets. (a) 2-D and 3-D imaging results of Fig. 12(a) using conventional BP, and (b) using IBPA. (c) 2-D and
3-D imaging results of Fig. 12(b) using conventional BP, and (d) using IBPA. (e) 2-D and 3-D imaging results of Fig. 12(c) using conventional BP, and
(f) using IBPA.
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of sidelobes ‘polluting’ the IR region in certain directions. In 
order to quantitatively evaluate focusing capabilities of above 
MIMO arrays, the reconstruction error could be defined as,

FC =
1

N
·

N∑
i=1

(f(ri)− f̂(ri))
2

(23)

where ˜f(ri)and f(ri) are values of the reconstruction image
and the ground truth, respectively. N is the number of pixels
within the focused image. The quantitative imaging results
of using above 2-D MIMO arrays for distributed targets are
summarized in Table III. It could be concluded that the
proposed array shows the lowest angular properties and the
least sidelobes distribution.

In summary, the proposed 2-D sparse MIMO array exhibits
a good 3-dB beamwidth and the lowest grating/sidelobe level
under the same number of antennas. The simulation results
have demonstrated better imaging performance when the pro-
posed 2-D sparse MIMO array is used, which further verifies
the effectiveness of the proposed optimization principles.

V. EXPERIMENTAL TESTS AND MEASURED
RESULTS

In light of the aforementioned experimental results, the
subsequent imaging results will all be compared using the
IBPA algorithm. The experimental results of 2-D and 3-D
reconstruction images with the proposed array through both
IBPA and PSL of -12.74 dB and FC of 7.19 dB2, thus it
has the best conventional BP algorithm have been studied.
The experimental measurements are performed in the anechoic
chamber. The proposed sparse MIMO array consisting of 16
transmitter and 16 receiver antennas is shown in Fig. 12(g).
Vivaldi antennas with an operating bandwidth from 2 to 20
GHz are used as array elements, which are fixed horizontally
on an acrylic plate. The gain of antenna within the operational
bandwidth is about 8dBi. In order to achieve signal acquisition,
all the antennas in the MIMO array are connected to a vector
network analyzer (VNA, model Keysight N5234B) through
a multi-port RF switch array. The connection sequence of
the multi-port RF switch can be effectively controlled by a
computer via the host system, enabling automatic switching.
The operational bandwidth of the RF switch array ranges
from DC to 26.5 GHz and the loss of each channel, s21, is
less than 6 dB. The RF output power of VNA is 6 dBm,
and the receiver dynamic range is about -118 dB. According
to the Friis’ transmission equation, we could evaluate the
maximum distance with prior knowledge of the vector network
analyzer used in the experiment. Beyond this limit, the VNA
is unable to extract the echo signal from the background noise.
Given the known accuracy of the vector network analyzer, the
transmission loss of the imaging system could be calculated
as [40],

Pr = Pt (dBm) +Gt (dBi) +Gr (dBi)

+ 20log10

( c

4π

)
− 20log10 (R)− 20log10 (f) (24)

where f is the operating frequency, R is the distance between

transceivers and the target under test. Gt and Gr are the gain
of transmitter and receiver elements, respectively. Pt and Pr

are the transmitted and received power.
The radar cross section of targets under test within the

operational bandwidth is around -30 dBsm. According to (22),
the R value is designed from 200 to 895 mm to ensure a good
signal to noise ratio (SNR).

Finally, the targets under test are placed in front of the center
array at the range of 500 mm, shown in Fig. 13 (a), (b) and (c).
256 spatial measurements of the scattered field reflected from
the target could be collected by sequentially switching on and
off the corresponding channel of transmitters and receivers.The
transmitters are sequentially switched on by the RF switch
matrix system and all the transmitters would be executed in a
round of testing. When each transmitter is in an active status
(on), all receivers would be used to collect the scattered fields
from targets.

The operating frequencies of the imaging system range
from 5 to 15 GHz with a step of 50 MHz. Hence, 201
frequency samples have been recorded at each pair of the
combinations. The background reflections and phase delays
caused by the length of corresponding cables, S21 and S11,
for all transmitter-receiver channels are also measured for
calibrations. The reflection signals from a 30mm-diameter
metallic ball are measured and illustrated in Fig. 12(h). This
is the pulse length mentioned in Principle 1, which affects
the sparsity and performance of the array. The product of the
speed of propagation c and the pulse duration T determines
the element spacing d. When d ≥ cT , it ensures that the
signals from different elements do not overlap in space,
thereby avoiding signal interference. In the experiments, three
distributed targets shown in Fig. 12(a), (b) and (c) are tested
to compare the imaging capabilities of our proposed IBPA
and conventional BP algorithm based on the proposed MIMO
topology. In Fig. 12(a), the target is a ‘L’ shaped pattern
consisting of three metallic square pieces while Fig. 12(b)
is a ‘L’ letter consisting of three separable metallic square
pieces. In Fig. 12(c), the target is a pliers. Fig. 12(e) depicts
the measured return loss, S11, of the used Vivaldi antennas,
which indicates that the return loss is below -10dB under the
whole frequency band of the imaging system. Fig. 12(f) shows
the radiation efficiency of the antenna corresponding to its
operating frequency band. Both 3-D imaging results and 2-D
results, which are obtained by the maximum projections along
the down-range direction, are shown in Fig. 13 using both the
conventional BP and proposed IBPA methods.

In order to compare the performance of two imaging
algorithms, focusing capability FC is utilized. The imaging
results of FC and PSL are summarized in Table V. It is shown
that the FC got by the proposed IBPA is smaller than the
conventional BPA. It is noted in Fig. 13(c) that the metallic
pieces are overlapping with each other, which means that the
conventional BP almost could not distinguish the adjacent steel
pieces. However, the imaging results of three metallic pieces
could be clearly recognized with each other in Fig. 13(d).
Hence, the proposed IBPA has a much higher cross-range
resolution than conventional BPA in IR region.

Besides, the time consumption of the conventional BP and
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TABLE V
QUANTITATIVE IMAGING PARAMETERS OF IBPA AND BPA

Objects Under Test
FC PSL (distributed targets, dB) CPU time (s)

IBPA BPA IBPA BPA IBPA BPA

‘L’ pattern in Fig. 12(a) 9.96 20.8 -13.29 -10.08 510.195 588.143
‘L’ pattern in Fig. 12(b) 10.23 19.99 -12.81 -11.37 503.599 579.422
Pliers in Fig. 12(c) 10.14 19.44 -12.77 -9.96 491.83 575.8

IBPA methods are illustrated in Table V. All algorithms are
implemented in a laptop with a regular 64-bit 3.00-GHz i5-
8500 CPU. It is validated that although the better imaging
results could be obtained by the proposed IBPA, the higher
computational efficiency could be also realized compared to
the to conventional BPA.

In summary, the proposed IBPA exhibits better imaging
performance than the conventional BP in terms of the PSL
level, cross-range resolution and focusing capabilities without
increasing the computational complexity.

VI. CONCLUSION

A two-step iterative optimization method for optimal 2-D
sparse MIMO planar array topology designs and an improved
back-propagation imaging algorithm have been proposed. Ex-
tensive simulations and experiments have verified that the
proposed MIMO topology has a superior sidelobe-control
capability and higher dynamic range (PSL) compared to other
topologies, and the IBPA could further improve the imaging
performance without increasing the computational complexity.
The proposed method could be efficiently applied to any
number of elements in a customized aperture size. The IBPA
has superiority on dynamic range (PSL level), cross-range
resolution, side lobes controlling capability and computational
efficiency compared to the conventional BP method. They
are promising to industrial non-destructive testing, security
imaging, and defense and military fields.
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