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ABSTRACT 

This paper introduces an approach for 3-D near-field microwave imaging, combining a special 2-D multiple-input 
multiple-output (MIMO) structure with orthogonal coding and Fourier domain processing. The proposed MIMO coded 
generalized reduced dimension Fourier algorithm effectively reduces data dimensionality while preserving valuable 
information, streamlining image reconstruction. Through mathematical derivations, we show how the proposed approach 
includes phase and amplitude compensators and reduces the computational complexity. The algorithm includes both 
phase and amplitude compensators, reduces the computational complexity, and mitigates propagation loss effects. 
Numerical simulations confirm the approach’s satisfactory performance in terms of information retrieval and processing 
speed. 
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1. INTRODUCTION

Near-field (NF) microwave radar imaging has become indispensable in various fields such as medical diagnosis, security 
screening and structural health monitoring [1-6]. However, the challenge of synthesizing a 2-D aperture for 3-D imaging 
often demands many antenna elements to satisfy the Nyquist criterion [7]. Using sparse aperiodic phased arrays and 
(multiple-input multiple-output) MIMO arrays can reduce complexity and enhance image quality [8-11]. MIMO arrays 
offer the advantage of simultaneous transmission and reception, which reduces data acquisition time. Orthogonal coding 
is used to effectively distinguish between transmitter-receiver (TX-RX) channels, though existing methods may be 
complex [12, 13]. 

To address the above challenges, namely the need for large antenna arrays, the high computational demands of current 
methods and the complexity of managing simultaneous transmissions in MIMO systems, in this paper, we propose an 
approach utilizing a special 2-D MIMO structure to electronically synthesize the aperture, addressing the issue of data 
acquisition time and complexity. Our approach integrates orthogonal coding with Fourier domain processing, presenting 
a MIMO coded generalized reduced dimension Fourier algorithm. This algorithm effectively reduces the dimensionality 
of raw spatial data from 4-D to 2-D, streamlining image reconstruction while preserving valuable information. We 
introduce an efficient model for transmission and reception, leveraging orthogonal coded signals to enable simultaneous 
transmission by all TXs and separate extraction of channel information. Through mathematical derivations, we show 
how the proposed approach includes phase and amplitude compensators and reduces the computational complexity. 
Moreover, it mitigates common propagation loss effects in reconstructed images. Numerical simulations validate the 
proposed approach, demonstrating its satisfactory performance in terms of information retrieval and processing speed. 
Key contributions include introducing a 2-D MIMO structure for aperture synthesis, employing orthogonal code 
sequences to access multiple channels, and deriving an efficient algorithm for image reconstruction in NF microwave 
imaging. 
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The rest of this paper is organized as follows. Section 2 covers the system and data model. Section 3 deals with the 
presentation of the transfer function extraction procedure. In Section 4, the details of the image reconstruction are 
presented. Section 5 presents and discusses the simulation results. Finally, Section 6 offers the conclusion. 

Notation: Throughout the paper, the symbols j , 
m

I , 
m

0 , 
m

1 , ( ): , :a b c dA , x̂ , ( )T⋅  and { }⋅E  denote the imaginary 

unit, m m×  identity and zero matrices, 1m×  vector with all entries equal to one, a -th to b -th rows and c -th to d -th 
columns of matrix A , an estimate of x , transpose, and expected value operator, respectively. 

2. SYSTEM AND DATA MODEL 

In the proposed approach, radar measurements are obtained entirely electronically using two uniform rectangular arrays 
(URAs) as the TX and RX in a multistatic MIMO configuration (see Figure 1). The TX and RX URAs consist of 

x y
N N×  and 

x y
N N′ ′×  antenna elements, respectively, with inter-element spacings of 

x
d  and 

x
d ′  along the horizontal 

and 
y

d  and 
y

d ′  along the vertical. To create a uniform effective aperture with evenly spaced virtual elements, there must 

be a specific relationship between the number of antennas and their spacing. This uniform synthesized aperture is crucial 
for the development of the algorithm introduced in Section 3, which relies on fast Fourier calculations. According to the 
effective phase center principle, under the far-field (FF) assumption, if 

x x x
d N d′ ′=  and 

y y y
d N d′ ′=  are chosen, the 

resulting effective aperture will be a monostatic virtual URA with dimensions N N ′×  and inter-element spacings of 
2

x
d d ′=  and 2

y
d d′ ′= , where 

x x
N N N ′= ×  and 

y y
N N N′ ′= ×  [13, 14]. Later in Section 3, we will show how to adapt 

such a structure for use in the NF scenario. 

 

(a) 

 

(b) 

Figure 1. The overall configuration of the MIMO TX-RX arrays in the proposed approach; (a) multistatic physical arrays, 
(b) an equivalent monostatic virtual array assuming the FF condition. 

To illuminate the scene, a stepped-frequency-modulated MIMO radar is used. Each TX antenna emits a binary phase-

shift keying modulated signal based on a column of the matrix of binary code symbols (i.e. 
T T1 2, ,...,L N N×   Φ φ φ φ≜ ) 

that meet the mutual orthogonality condition [13], where L  is the code length, T x y
N N N= × , 1, 2, ,, ,...,

T

i i i L iϕ ϕ ϕ  φ ≜ , 

{ }, 1, 1
l i

ϕ ∈ − + , 1,2, ,l L= …  and T1,2, ,i N= … . The received signal by the i′ -th RX antenna can be modeled as a sum 

of the backscatter responses from all the TX antennas, affected by measurement noise [ ]i
n l′ . The backscatter frequency 



 
 

 

 

 

 

response ,i i
H ′  depends on the reflectivity and propagation delay of hypothesized point scatterers in the scene [13]. After 

down-conversion and sampling, the received signal can be expressed in the following form [13]: 

 [ ] ( ) [ ]
T

, , R
1

, 1,2, , ,
N

i i i l i i

i

s l H f n l i Nϕ′ ′ ′
=

′= + = …      (1) 

where f  is the carrier frequency and R x y
N N N′ ′= × . 

3. TRANSFER FUNCTION EXTRACTION 

A Hadamard matrix 
L L×W  [15] of order L  is a square matrix with elements of 1± , where L  can be 1, 2, or a multiple 

of 4. The matrix has orthogonal columns (or rows), meaning each vector is distinct and orthogonal to the others. 
Therefore, Hadamard matrices satisfy the orthogonality condition. When selecting code sequences, it is also crucial that 
they are balanced, meaning the number of 1−  and 1+  bits is equal. This balance ensures efficient decoding by 
processors [16]. Fortunately, the columns of a Hadamard matrix (except the first column) are inherently balanced. 
Therefore, we can simply exclude the first column, and the remaining columns will maintain orthogonality and balance. 
Hence, in this paper, we consider the matrix of binary code symbols as ( )T1: ,2 : 1L N= +Φ W , where 

T

T

NL=Φ Φ I  and 

T

T

L N=Φ 1 0 . 

According to the above and (1), and by collecting and concatenating L  samples received by the i′ -th RX at frequency 
f , the received signal can be expressed in matrix form as: 

 ( ) .
i i i

f′ ′ ′= +s ΦH n      (2) 

Due to the orthogonality property in the matrix Φ , the channel transfer function can be estimated as: 

 ( ) 1ˆ .T

i if
L

′ ′=H Φ s      (3) 

4. IMAGE RECONSTRUCTION 

The 3-D reconstruction of a scene’s image involves estimating the spatial reflectivity function ( ), ,x y zρ  [17], which 

impacts the backscatter frequency response (also known as the channel transfer function) as described in Section 3. 
Based on the system’s geometry shown in Figure 1(a), this backscatter frequency response can be expressed as a spatial-
frequency relationship as [13, 18-20] 

 ( ) ( ) ( )
2

, ,
, , , , ,

16
i ijk R R

i i i i

i iV

x y z
H x x y y f e dV

R R

ρ
π

′′− +
′ ′

′

′ ′ =
′      (4) 

where 2k f cπ=  is the wavenumber, c  is the speed of light, and dV dxdydz=  denotes a small volume element made 

of space intervals dx , dy  and dz  in the directions x , y  and z , respectively. The distances 
i

R  and 
i

R ′′  are given by 

 ( ) ( )2 2 2 ,
i i i

R x x y y z= − + − +      (5) 

 ( ) ( )2 2 2 .
i i i

R x y y y z′ ′ ′′ ′ ′= − + − +      (6) 

Since the backscatter frequency response is inherently 5-D, extracting the reflectivity function using Fourier-based 
techniques directly would require complex and multi-dimensional calculations, including 4-D Fourier transforms (FTs) 
and interpolations to reduce the data to 3-D. To simplify this, the 5-D data ( ), , , ,

i i i i
H x x y y f′ ′′ ′  is mapped to a 3-D 

dataset ( ), ,
i i

H x y f′′ ′′′′ ′′ɶ , where T R1,2, ,i N N′′ = … , and ( ), ,0
i i

x y′′ ′′′′ ′′  corresponds to the virtual elements displayed in the grid 

of Figure 1(b). 



 
 

 

 

 

 

In an NF multistatic imaging scenario, aligning the raw data ( ), , , ,
i i i i

H x x y y f′ ′′ ′  with the uniform grid in Figure 1(b) 

requires phase and amplitude compensations. Unlike in the FF scenario, where distances 
i

R  and 
i

R ′′  as well as their 

corresponding distance in the virtual grid (i.e. 
iR ′′′′  in Figure 2) are approximately equal and their differences negligible, 

this assumption is invalid in the NF scenario. 

 

Figure 2. The locations and distances between the physical TX and RX antennas and the associated virtual element relative 
to a point scatterer. 

By considering a scenario where the physical antennas at ( ), ,0
i i

x y  and ( ), ,0
i i

x y′ ′′ ′  have horizontal and vertical shifts 

i
α ′′  and 

i
β ′′  relative to the virtual element coordinates ( ), ,0

i i
x y′′ ′′′′ ′′ , the distance 

iR ′′′′  can be computed by accounting for 

these shifts [13]. Equations (14) through (25) in [13] derive the total round-trip distance and an approximation using a 2-
D Taylor series expansion. 

Finally, approximations for the total round-trip distance and path loss in virtual elements are obtained, leading to the 

reduced-dimensionality data ( ), ,
i i

H x y f′′ ′′′′ ′′ɶ  being expressed in the following simplified form [13]: 

 ( ) ( ) ( )
2 2
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where 0z  represents the range in the center of the scene. By applying a 2-D FT to this data, the signal ( ), ,x yk k kɶH  in the 

wavenumber domain is derived, where the 
x

k  and 
y

k  axes of k -space correspond to the horizontal and vertical axes of 

the image [21]. Subsequent mathematical operations using the method of stationary phase [13, 22] yield the final signal 

expression in (8), which serves as a foundation for mapping the signal to a different domain (from ( ), ,x yk k kɶH  to 

( ), ,x y zk k k
⌢
H ) using Stolt interpolation [13, 23] 
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2 2 2
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, , ,

8
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ρ
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⌢
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where 

 2 2 2 2 2 24 , 4 0.z x y x yk k k k k k k= − − − − ≥      (9) 

Finally, the reflectivity function is obtained as follows [13] 

 ( ) ( ){ }1 2 2 2
, ,, , 8 FT , , .

x y zk k k x y z x y z
x y z j z k k k k k kρ π −= − + +

⌢
H      (10) 



 
 

 

 

 

 

5. SIMULATION RESULTS AND DISCUSSION 

In this section, the performance of the proposed method is examined using numerical simulations conducted in 
MATLAB. All simulations were carried out on MATLAB R2022b, running on a 64-bit Windows 11 system with 16 GB 
of random-access memory and a Core i7 central processing unit at 2.8 GHz. Unless stated otherwise, the simulation 
parameters are as detailed in Table 1, where λ  denotes the wavelength corresponding to the highest frequency in free 
space and fN  is the number of uniformly distributed frequency samples. 

Table 1. The values of the main simulation parameters. 

Parameter 
x y x yN N N N′ ′= = =  x yd d=  x yd d′ ′=  L  f  0z  fN  

Value 11 11 2λ  2λ  128 18-29 GHz 0.5 m 71 

 

The first experiment compares the proposed approach with the conventional method (without signal coding, assuming 
temporal orthogonality) using the frequency response normalized mean square error (FRNMSE) criterion [13, 24] 
against code length and the number of TX antennas. The simulated channel amplitudes follow a Weibull distribution 

with shape and scale parameters of 1.8 and 0.975, respectively, ensuring ( ){ }2

, 1i iH f′ =E  [13, 24]. The channel phases 

are uniformly distributed in the range [0, 2π). Results are based on an average of 500 independent executions for 
different symbol-energy-to-noise-spectral-density ratios ( s 0E N s) [25]. Figure 3(a) shows outputs for varying code 

lengths with TN  fixed at 3. The proposed method (solid lines) consistently outperforms the single TX case without 

coding (dashed lines), due to the added coding gain, which averages the noise power over L  measurements. 
Mathematically, this means that the FRNMSE equals the estimated variance, i.e. 2

n Lσ  [24], where 2
nσ  is the 

measurement noise variance. As code length increases, the error decreases, consistent with the theoretical analysis [26] 
(as shown by the near-identical solid and dotted lines in Figure 3(a)). Next, the FRNMSE changes with varying TN  are 

examined with fixed code length. The results, shown in Figure 3(b), reveal that coded signals (solid lines) show lower 
errors, independent of the number of TX antennas. This is due to the mutual orthogonality of the codes from different 
TXs. In both Figures 3(a) and 3(b), it is quite expected that an increase in s 0E N  leads to a decrease in FRNMSE. 
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Figure 3. Comparison of FRNMSE values, (a) versus code length, T 3N = , (b) versus the number of TXs. Dashed lines, 

solid lines and dotted lines are associated with the outputs without any coding, the outputs of the proposed approach and 
values of 2

n Lσ , respectively. 



 
 

 

 

 

 

This experiment evaluates the impact of derived terms and approximations on the proposed algorithm’s performance. 
Three point scatterers are positioned at ( )0.05, 0.04,1.01− − , ( )0,0,1.1  and ( )0.05,0.04,1.19  meters. Figure 4(a) 

presents the reconstructed image when amplitude terms are ignored, resulting in the farthest target being undetected due 
to propagation loss, a known issue with conventional range migration algorithm (RMA)-based techniques [13, 27]. 
Figure 4(b) shows the output with the amplitude terms included, effectively mitigating the propagation loss, now 
detecting all three targets. 

 

(a) 

 

(b) 

Figure 4. The isosurfaces of the images reconstructed by the proposed approach in 3-D view; (a) when the derived amplitude 
terms are ignored, (b) when the derived amplitude terms are fully included. The colorbar is range-coded, representing the 
distance. 

In the final experiment, a T-shaped distributed target ( 30.099 0.099 0.01m× × ) is used. The scene is defined by 

121 121 146× ×  voxels. Figure 5 shows the reconstructed images using the proposed approach. The output clearly 
identifies the target image. The proposed algorithm’s total computational time, considering major operations like transfer 
function extraction, Fourier calculations, and Stolt interpolation, is 0.93 seconds. This is while the study [13] indicates 
that in the same scenario, with the same parameter values, the computing time for image reconstruction using the 
generalized synthetic aperture focusing technique [28] is more than 1000 seconds. Note that the proposed approach, due 
to reduced Stolt interpolation calculations (from 5D-to-3D interpolation to 3D-to-3D one), logically performs even better 
than conventional Fourier-based MIMO RMA in terms of computational load [13, 18]. 

 

Figure 5. The isosurface of the reconstructed image of a T-shaped target by the proposed approach. 

6. CONCLUSION 

We presented an efficient approach to 3-D NF microwave imaging, integrating a 2-D MIMO configuration with 
orthogonal coding and a generalized reduced dimension Fourier algorithm. The proposed method successfully addresses 
the challenges associated with conventional imaging techniques, such as high computational complexity, large data 
acquisition requirements, and significant propagation loss in reconstructed images. By effectively reducing data 
dimensionality from 4-D to 2-D, the approach streamlines image reconstruction while preserving critical information. 



 
 

 

 

 

 

Through mathematical derivations and simulations, we demonstrated that the proposed algorithm incorporates essential 
phase and amplitude compensations, crucial for accurate image reconstruction in NF scenarios. The inclusion of these 
compensators enables the algorithm to mitigate the effects of propagation loss, thereby improving the detection of distant 
targets. The numerical simulations validated the method’s efficacy. The proposed algorithm reduces computational time 
significantly, making it a viable option for real-time applications. 
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