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Abstract

Motion prediction is crucial for autonomous driving systems,
as it enables accurate forecasting of future vehicle trajecto-
ries based on historical motion data. This paper introduces
Trajectory Mamba, a novel efficient trajectory prediction
framework based on the selective state-space model (SSM).
Conventional attention-based models face the challenge of
computational costs that grow quadratically with the number
of targets, hindering their application in highly dynamic en-
vironments. In response, we leverage the SSM to redesign the
self-attention mechanism in the encoder-decoder architec-
ture, thereby achieving linear time complexity. To address
the potential reduction in prediction accuracy resulting from
modifications to the attention mechanism, we propose a joint
polyline encoding strategy to better capture the associations
between static and dynamic contexts, ultimately enhancing
prediction accuracy. In addition, to balance between predic-
tion accuracy and inference speed, we adopted a structure in
the decoder that differs entirely from the encoder. Through
cross-state space attention, all target agents share the scene
context, allowing the SSM to interact with the shared scene
representation during decoding, thus inferring different tra-
jectories over the next prediction steps. Our model achieves
state-of-the-art results in terms of inference speed and pa-
rameter efficiency on both the Argoverse 1 and Argoverse
2 datasets. It demonstrates a four-fold reduction in FLOPs
compared to existing methods and reduces parameter count
by over 40% while surpassing the performance of the vast
majority of previous methods. These findings validate the
effectiveness of Trajectory Mamba in trajectory prediction
tasks.

1. Introduction
In the rapid development of autonomous driving technol-
ogy [15], accurate motion prediction plays a crucial role
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Figure 1. Illustration of proposed joint polyline encoding strategy,
where we consider all factors that affect the movement of motor
vehicles, jointly encoding pedestrians and traffic lights rather than
categorizing the scene horizontally into static and dynamic context.
Additionally, we decompose and encode the interactions between
all agents and elements at each time step.

by forecasting future trajectories based on historical vehicle
movement data. This task is not only vital for enhancing
driving safety but also meets the stringent requirements for
real-time system response. In recent years, learning-based
approaches have been widely applied to motion prediction
[4, 14, 27, 37, 38]. However, existing prediction methods
often struggle to balance efficiency and accuracy, making
it challenging to simultaneously meet performance and ef-
ficiency requirements in real-time applications. We attempt
to analyze the underlying reasons from the following aspects
and explore possible improvements:

(a). Improving Prediction Accuracy: In autonomous
driving scenarios [36], there are numerous dynamic and
static agents, and the diversity of this data presents signif-
icant challenges for motion prediction and model training.
However, conventional methods [27, 37] often struggle to
effectively fuse this heterogeneous data, particularly when
it comes to integrating various features, which leads to sub-
optimal prediction accuracy. On a positive note, factor-
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ized attention-based transformers [19, 38] have made no-
table strides in decomposing heterogeneous data. However,
these models often use a unified, horizontal approach when
dealing with static scenes and dynamic agent features, and
they fail to fully consider the deeper relationships between
different scene elements and agent information.

(b). Enhancing Response Efficiency: Motion predic-
tions are inherently recursive, implying that each prediction
serves as an input for the next time step, leading to the pro-
gressive accumulation of errors over time. Notably, the ad-
vancement of sparse context encoding techniques [4, 33] has
demonstrated significant potential in enhancing model effi-
ciency. Nonetheless, prediction models based on attention
mechanisms still face exponential growth in computational
complexity and parameter size during recursive tasks due
to inherent design constraints, which severely limit their ef-
ficiency and real-time capabilities in practical applications.
Conversely, methods such as LSTM [16] are relatively more
efficient, but numerous studies [18, 21, 34] have shown that
they are incapable of achieving the predictive accuracy of
transformer-based models.

In response, we propose an Attention-Mamba framework
for motion prediction, termed Trajectory Mamba (Tamba),
to overcome the limitations discussed above. First, we de-
sign a multimodal encoder-decoder architecture based on
the state space model [8, 10, 25], comprising three parallel
encoders and a decoder. By introducing a selective state
space, we redefined the computation of the self-attention
mechanism, enabling the model to selectively process input
information by parameterizing the input of the state space
model (SSM), thereby allowing the model to focus on or
ignore specific inputs. Specifically, the selective state space
module processes local short-range features by receiving in-
put from a one-dimensional convolutional layer, ensuring
that these features can be selected or discarded before enter-
ing the SSM. We utilized local state space attention in place
of the multi-head attention in the self-attention module, re-
ducing the computational complexity of recursive reasoning
from exponential to linear.

Secondly, to better integrate heterogeneous data features,
we proposed a joint polyline encoding strategy. Its objective
is to separate pedestrian agents from the dynamic agents
and jointly encode them with traffic light information from
the static scene (see Fig. 1). We observed that in uncer-
tain motion prediction scenarios, the application of traffic
regulations exerts a degree of implicit control over the po-
tential movement states of agents. For example, pedestrian-
priority traffic rules remain effective even in the absence
of traffic lights, influencing vehicles and motorcycles alike.
By jointly encoding pedestrians and traffic lights through a
shared embedder, this jointly encoding strategy can inde-
pendently interact with other dynamic agents to enhance the
prediction accuracy of vehicle and motorcycle agents.

Lastly, we designed a prediction weight inference mod-
ule. By redesigning selective state space with a cross-
attention mechanism, we utilized independent query ten-
sors to recursively infer multimodal candidate trajectories
through interactions with the encoder and the keys and val-
ues from the previous recursive step. These candidate trajec-
tories were then evaluated using a recurrent neural network
to assign trajectory scores.

Our contributions are summarized as: (1) We propose
the Tamba framework for motion prediction, which lever-
ages the state space model to redesign computations of self-
attention, resulting in computational complexity reducing
significantly. (2) We propose a joint polyline encoding strat-
egy. By integrating strongly correlated polyline types using
independent or shared embedders, elements that impose sim-
ilar behavioral patterns can better influence different agents,
collectively contributing to the trajectory reasoning of these
agents. (3) We redesign the Mamba decoder with cross-
attention, allowing the joint scene encoding to share a uni-
fied scene representation, which further reduces the model’s
complexity. At the final stage, we introduced a prediction
weight inference module to refine the predicted trajecto-
ries and enhance prediction accuracy. (4) Experimental
results demonstrate that our method achieves state-of-the-
art (SOTA) performance on Argoverse 1 and 2 datasets.
Compared to advanced methods, our method reduces the
number of parameters by 40%, achieves a four-fold increase
in FLOPs. This represents a new level of balance between
efficiency and performance in our model.

2. Related Works
2.1. State Space Model

Recently, the Mamba [6] framework has rekindled interest in
state-space models (SSMs) [8, 10, 25] due to its introduction
of an input-dependent selection mechanism, which enhances
their applicability and performance. SSMs are renowned for
their capacity to handle long-range dependencies and offer
superior memory and computational efficiency compared to
transformer-based architectures [28]. Hippo [7], a semi-
nal contribution to SSMs, established the efficacy of these
models in long-range sequence modeling tasks. Subsequent
research, such as Vision mamba [39], has further refined
the mechanisms underlying SSMs, resulting in substantial
performance improvements. SSMs have demonstrated their
versatility and robustness across a diverse set of domains, in-
cluding computer vision, video analysis, medical imaging,
graph-based learning, point cloud processing, and recom-
mendation systems.

In the domain of trajectory prediction, recent studies have
indicated that Motion Mamba [35] achieves notable success
in predicting human trajectory time series. Building on these
advancements, this work integrates the state-space mecha-
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nisms of Mamba with attention mechanisms to address tra-
jectory prediction tasks in dynamic traffic scenarios, thereby
leveraging both the efficiency of SSMs and the adaptability
of attention-based models.

2.2. Attention Trajectory Prediction Model

In the field of trajectory prediction, methods [11, 17] based
on the attention mechanism have been widely adopted to
enhance the model’s ability to capture and predict complex
behaviors. These approaches leverage the capability of at-
tention to focus selectively on important parts of the input,
thereby capturing key temporal and spatial features that are
crucial for predicting future trajectories.

Subsequently, several advanced approaches [15, 32]
have utilized attention mechanisms for trajectory prediction
specifically in multi-agent interaction environments, where
understanding the interactions between different agents
(such as vehicles, pedestrians, and other road users) is criti-
cal. These models employ social attention modules to focus
on the movements and behaviors of surrounding vehicles,
effectively improving the ability of the system to handle in-
tricate interactive behaviors, which are a common aspect of
real-world driving scenarios.

Moreover, attention mechanisms have also been success-
fully applied in models that integrate multimodal informa-
tion [23, 24, 38]. These models dynamically weight and
fuse different types of sensory inputs—such as image fea-
tures from cameras and data from other sensors like Li-
DAR—through attention modules. This fusion process al-
lows the model to better understand and represent com-
plex traffic environments, effectively utilizing complemen-
tary data to enhance trajectory prediction performance.

3. Our Method
3.1. Overview

In the autonomous driving scenario, the input consists of
the predicted dynamic agent, its surrounding agents, and the
static scene context. Let the historical state of the i-th agent
at time step t be represented as: sti = (pti, θ

t
i , t, v

t
i), where

pti = (pti,x, p
t
i,y) denotes the spatial position, θti represents

the heading angle, t refers to the time step, and vti denotes
the velocity. The static scene context is represented by n
polygons, which include elements such as lane boundaries,
map edges, and sidewalks. The agent states sti over T time
steps within the observation window are used to predict K
future trajectories over T ′ time steps.

In this paper, we propose the Tamba model to optimize
the efficiency and accuracy of motion forecasting tasks. Our
input includes sti of dynamic and static agents, P processed
using a heterogeneous polyline encoding strategy to trans-
form sti into higher-dimensional features. We leverage three
Tamba encoders to seperately decompose (I) attentations in
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Figure 2. Overview of our Tamba encoder. We employ joint
polyline encoding strategy to integrate strongly correlated polyline
information and used three parallel encoders to interact with and
associate these features. We applied a linear projection to map the
attention output of Tamba back to the same dimensions as the input
and used normalization to enhance the stability of the output.

each time step (t) over all elements, (II) attentations be-
tween all agents (A) and scene (S), and (III) attentions of
traffic control elements (pedestrians and traffic lights) to
other dynamic agents (motorcycles and cars). Then, con-
cate features from encoders as output to a Tamba decoder,
where we utilize cross-attention mechanism to generate pro-
posal trajectories. Subsequently, we fused scene encoding
with historical information to perform a secondary decoding
of the proposal trajectories for refinement. Finally, the re-
fined trajectories were optimized using a “winner-takes-all
strategy” to obtain trajectory output.

Our model contains a novel heterogeneous polyline en-
coding strategy along with a decomposed feature fusion
method for both static and dynamic agents. A redesigned
Tamba encoder-decoder architecture. A refinement process
to output the final predicted trajectory. In the following sec-
tions, we sequentially introduce the components in Tamba.

3.2. Joint Polyline Encoding

In multimodal traffic environment prediction tasks, different
types of polylines possess unique geometric characteristics
and semantic information. This study proposes a novel het-
erogeneous polyline embedding method to facilitate the fu-
sion of dynamic and static context features, thereby provid-
ing a richer and more efficient feature representation. Specif-
ically, we assign either independent or shared embedders to
each type of polyline to effectively model various categories
of information. Specifically, we jointly encode polylines
with strong information associations, such as pedestrian tra-
jectories and traffic light signals, using a shared embedder.
This is because agents (pedestrians) and traffic lights typ-
ically impose similar behavioral patterns on other agents
(vehicles) and often participate together in traffic control.
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Thus, using a shared embedder reduces model complexity
and promotes feature sharing, collectively influencing vehi-
cle trajectory reasoning.

In contrast, independent embedders are used for polyline
types with significant feature differences, such as lane lines
and traffic signs in maps. Each embedder consists of a MLP
layer and normalization layers to extract high-dimensional
feature representations. The shared pedestrian and traffic
light embedder uses a cross-category feature fusion layer
to enhance the model’s sensitivity to different information
sources. Polylines retain sequential information through
positional encoding before being input to the embedders
for feature extraction, followed by cross-category feature
interaction via the Tamba encoder.

The mathematical representation of this process is
as follows: Given the individual polyline data P =
{p1, p2, . . . , pn}, where pi ∈ Rd represents a point on
the polyline, n is the number of points, and d is the di-
mensionality, the embedding process is represented as:
P = Embed(P ). For the pedestrian and traffic light cat-
egories that share an embedder, the output feature represen-
tation Pjoint is computed as follows:

Pjoint = Fusion (Embed (Ppedestrian) ,Embed (Ptraffic)) ,
(1)

where Ppedestrian and Ptraffic are the input polylines for pedes-
trians and traffic lights, respectively, and Fusion represents
the feature fusion operation.

3.3. Attention Tamba Encoder

In the proposed encoder, the input features P are uniformly
embedded through joint polyline encoding. The input fea-
ture shape of the Tamba encoder is (n,L, d), where n de-
notes the number of encoded agents or scene elements, L
represents the temporal sequence length, and d indicates the
feature dimensionality at each time step.

Specifically, the sequence (L, d) undergoes linear trans-
formations to generate the query, key, and value matrices,
each with dimensions (L, dk), where dk is the feature dimen-
sionality used in the attention mechanism. The dot-product
similarity between the query and key matrices is computed
to yield an attention weight matrix of shape (L,L), which
captures the interdependencies between all time steps. Sub-
sequently, these attention weights are employed to compute
a weighted sum of the value matrix, yielding an output of
shape (L, dk).

As the output feature dimensionality of the Tamba block
(dk) may differ from the input feature dimensionality (d),
a linear projection is employed to align the attention mech-
anism’s output with the input dimensionality, resulting in
(L, d). This alignment ensures compatibility for the resid-
ual connection. Subsequently, the original input and the lin-
early projected attention output are combined via element-
wise addition, yielding a resultant tensor of shape (L, d).

To further stabilize the output, a normalization operation is
applied, preserving the same dimensionality of (L, d).

Subsequently, the features are processed by a feedforward
neural network comprising two fully connected layers. The
first layer projects the input to a higher-dimensional space
dff , resulting in an output with dimensions (L, dff ). The
second layer then maps the expanded features back to the
original dimensionality d, restoring the shape to (L, d). The
output of the feedforward network is combined with the
original input through a residual connection, preserving the
output shape of (L, d). A normalization operation is then
applied to ensure stability, maintaining the final output shape
of (L, d) for the entire encoder module. Thus, within the
encoder module, the temporal sequence length (L) remains
constant, whereas the feature dimensionality (d) may briefly
change during processing but ultimately returns to its initial
dimensionality.

Unlike traditional transformer models, Tamba adjusts the
parameters of its state space model (SSM) based on the
input data, allowing it to selectively retain or disregard dif-
ferent pieces of information within the sequence. Mathe-
matically, Tamba uses a state space model to capture the
temporal evolution of the input. Given an input sequence
P = {P1,P2, . . . ,PT } , where T represents the sequence
length and Pt ∈ Rd is the input at each time step t , the SSM
is governed by the following state evolution equation:

ht+1 = A(Pt)ht +B(Pt)ut, (2)

Here ht ∈ Rn represents the hidden state at the time step
t, while A(Pt) ∈ Rn×n and B(Pt) ∈ Rn×m are matrices
that depend on the input and evolve over time, and ut ∈ Rm

represents the control input.
The output of the time step t is denoted as yt ∈ Rp, and

is computed as follows:

yt = C(Pt)ht +D(Pt)ut. (3)

whereC(Pt) ∈ Rp×n andD(Pt) ∈ Rp×m are also matrices
that depend on the input. This formulation allows the system
to dynamically adjust its parameters based on the current
input, facilitating the selective retention and forgetting of
information. The computational complexity of this method
is linear, as the state update and output computation at each
time step involve matrix-vector multiplication. The overall
complexity is O(T · n2), where T represents the sequence
length and n is the state dimension.

Decomposed Attention Mechanism. We redesigned the
self-attention computation, replacing the multi-head atten-
tion mechanism with state space model. After receiving the
polyline encoding output P , Tamba performs the attention
decomposition using three parallel encoders. The detailed
computation process is as follows:

(I) Spatiotemporal attention. The spatiotemporal atten-
tion for each agent Ai and scene elements (S) over the
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reasoning from the previous step, allowing all target agents to share a unified scene representation. During the secondary decoding, the
predicted state of the proposed trajectory interacts once again with the current scene information, and a recurrent network assigns prediction
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P at each time step t can be represented as: Ztime =

softmax
(

QtK
⊤
t√

dk

)
Vt, where Qt,Kt, Vt ∈ RT×dk are the

query, key, and value matrices at time step t respectively,
and dk represents the dimensionality of the key vectors.

(II) Scene attention. For the attention between agent setA
and scene elementsS, letAi ∈ Rda represent the embedding
of agent i, and Sj ∈ Rdm represents the embedding of scene
element j. The attention calculation between agent i and
scene element j is given by: αij =

exp(A⊤
i Sj)∑

k exp(A⊤
i Sk)

, where
αij denotes the attention weight, indicating the relevance of
scene elements j to agent i. The output is a weighted sum
of the scene elements features denote as:

Zscene =
∑
j

αijSj , (4)

(III) Traffic Attention. Similar to Eq. 4, we use βij

to represent the attention weight of traffic control elements
(pedestrians and traffic lights) to other dynamic agents (e.g.,
motorcycles and cars). For a agent i, the output feature of
traffic attention can be expressed as: Ztraffic =

∑
j βijAj .

This output is obtained by calculating the weighted sum of
the embedded vectors Aj of all dynamic agents, where the
weight βij reflects the impact of the traffic control elements
on the dynamic agents. Through this interaction, the model
can effectively focus on the influence of pedestrians on dy-
namic agent movement in non-traffic light scenarios.

3.4. Cross Tamba Decoder

The core challenge of trajectory decoding lies in addressing
the ‘one-to-many’ problem, that is, how to generateK output
results (possibilities) from one set of input features. In
designing the decoder architecture, we drew inspiration from
DETR’s approach [1] to solving the ‘one-to-many’ problem

in object detection tasks. Specifically, the number of K
query vectors is initialized to represent different objects or
candidate future trajectories. Through multiple iterations of
the attention mechanism, each query vector extracts relevant
information from the input features to produce K output
results.

Crossed Dynamic and Static Attention. In the pro-
posed cross-Tamba decoder, we designed it by using state
space model to replace multi-head attention in the cross-
attention mechanism. The query vector Q is separated to
interact independently with the keys and values from the
encoder’s output features. Specifically, the query vector is
responsible for querying the modes of K trajectories, while
K and V incorporate both the encoded features from the
encoder and the reasoning from the previous recursive step.
This design allows dynamic agents (e.g., vehicles and motor-
cycles) to better share mixed features (pedestrians and traffic
lights), while all target agents share a single static scene rep-
resentation and iteratively generate K different proposed
trajectories over T ′ future recursive steps. During the train-
ing phase, the proposed trajectories are optimized using the
MSE loss (Lproposal) based on the provided labels.

Trajectory Proposal. After proposing K predicted tra-
jectories, we introduce a prediction weight inference module
to compute the weight for each trajectory. In this process,
we also use the Cross-Tamba module, which first fuses scene
(S) with historical information to infer the likelihood of each
predicted trajectory. Specifically, given each trajectory pk
(where k = 1, 2, . . . ,K), we can represent it as:

pk = Cross-Tamba(Scene,Predictions). (5)

where Scene represents the feature representation of the
current scene and Predictions contains all predicted proposal
trajectories. At the head of the weight inference module, we
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use a recurrent neural network (RNN) [22] to extract features
from the final trajectories in order to generate a score for each
trajectory. This RNN module can be represented as:

ht = RNN(ht−1, pk), (6)

where ht is the hidden state at time step t, ht−1 is the
previous state. Through this process, the RNN provides a
mechanism for constraints across trajectories. When a tra-
jectory conflicts with the environment or when there is an
alternative trajectory that better fits the overall distribution,
the RNN generates a prior confidence score for these tra-
jectories. The confidence generated by the RNN can be
represented as: Ck = f(hT ), where Ck is the confidence
score for trajectory pk, hT is the hidden state of the RNN at
the final time step, and f is a nonlinear activation function.

This step ensures greater stability in the optimization
process, such that the proposal trajectory considers not only
the current prediction results but also the contextual envi-
ronment and historical information, thereby enhancing the
overall performance and robustness of the model.

Trajectory Refinement. We employed the same opti-
mization approach as the baseline methods [37, 38] to per-
form mixture modeling of the predicted trajectories. The fu-
ture trajectory of agent i is modeled as a mixture of Laplace
distributions, as given by:

f({pit}T
′

t=1) =
K∑

k=1

πi,k

T ′∏
t=1

Laplace(pit|µt,i,k, bt,i,k), (7)

where {πi,k}Kk=1 are the mixing coefficients, representing
the significance of each mixture component in the overall
model. For each time step t, the Laplace density of the
kth mixture component is defined by the location parameter
µt, i, k and the scale parameter bt,i,k, which reflect the cen-
ter and spread of that component. We use a classification
lossLcls to optimize the mixing coefficients in Eq. 7 by min-
imizing their negative log-likelihood. It is important to note
that during this process, we stop the gradients of the location
and scale parameters, focusing solely on the optimization of
the mixing coefficients. This allows us to effectively focus
on the classification task without affecting the trajectory’s
location and scale settings.

For optimizing the location and scale parameters, we
adopt the “winner takes all” strategy [13], resulting in only
the best-predicted trajectory from the proposal and refine-
ment modules undergoing backpropagation. This approach
ensures that the network is adjusted only based on the best
predictions during training, thereby enhancing the accuracy
and stability of the model. In addition, to prevent overfitting
and improve model robustness, the refinement module halts
the gradient propagation of the proposed trajectory. This
strategy helps to effectively preserve the previously learned
information during the adjustment of proposals.

Finally, our loss function integrates three components:
the trajectory proposal loss (Lproposal), the trajectory refine-
ment loss (Lrefine), and the classification loss (Lcls), enabling
an end-to-end training process. The expression is given as:

Ltotal = Lproposal + Lrefine + λLcls. (8)

4. Experiments
4.1. Datasets

Our experiments were conducted on the Argoverse 1 [2] and
Argoverse 2 [12, 31] datasets. It contains extensive real-
world autonomous driving scenarios and are designed to
advance the development of autonomous driving technolo-
gies. The Argoverse 1 dataset includes 360-degree sensor
data from the Pittsburgh and Miami regions in the United
States, covering various road types and complex urban envi-
ronments. Sampled at a rate of 10Hz, this dataset provides
trajectory data of the ego vehicle over a 5-second time span,
with 2 seconds of observation used to predict the path over
the next 3 seconds, comprising over 30,000 such samples.
Argoverse 2 further expands on the dataset by including
richer sensor data, multimodal annotations, and extending
the observation window. Specifically, it includes 11-second
scenarios, with 5 seconds of observation followed by pre-
diction of trajectories for the next 6 seconds. The dataset
contains 250,000 scenarios and features a large object taxon-
omy comprising 10 non-overlapping classes, which is used
for training and validating motion prediction models.

4.2. Metrics

We adopted evaluation methods consistent with prior re-
search, using metrics such as minADE(K), minFDE(K),
b-minFDE(K), and MR(K) to measure model performance
in terms of error. Specifically, minADE(K) calculates the
average L2 distance between the ground truth and the most
optimal trajectory among theK predicted trajectories across
all future time steps, thereby assessing the overall prediction
accuracy of the model over multiple time steps. minFDE(K)
focuses on the prediction error at the final time step, measur-
ing the model’s ability to predict the final state accurately.
b-minFDE(K) extends minFDE(K) by incorporating proba-
bility weighting, using (1 − π̂)2 as a weight to account for
prediction uncertainty, where π̂ represents the probability
score assigned by the model to the optimal predicted trajec-
tory. MR(K) measures the proportion of the K predicted
trajectories with an error greater than 2 meters, providing
an assessment of the model’s stability and the frequency
of prediction failures. Together, these metrics offer a com-
prehensive evaluation of the model’s prediction accuracy,
stability, and uncertainty estimation. For the parameter K,
we followed conventional values of 6 and 1. When the
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Method b-minFDE6↓ minADE6↓ minFDE6↓ MR6↓ minADE1↓ minFDE1↓ MR1↓ #Params (M)↓ FLOPs(G)↓
THOMAS [5] 2.16 0.88 1.51 0.20 1.95 4.71 0.64 - -

GoRela [3] 2.01 0.76 1.48 0.22 1.82 4.62 0.66 - -
QML [26] 1.95 0.69 1.39 0.19 1.84 4.98 0.62 9.39 -
MTR [24] 1.98 0.73 1.44 0.15 1.74 4.39 0.58 65.78 -

GANet [29] 1.96 0.72 1.34 0.17 1.77 4.48 0.59 61.73 15.79
BANet [30] 1.92 0.71 1.36 0.19 1.79 4.61 0.60 9.49 11.93
QCNet [38] 1.91 0.65 1.29 0.16 1.69 4.30 0.59 7.66 45.3

Tamba (Ours) 1.89 0.64 1.24 0.17 1.66 4.24 0.57 4.54 27.3

Table 1. Performence comparison on Argoverse 2 [12, 31] dataset, leaderboard ranked by b-minFDE6. Subscript 6 and 1 represents the
number of predictions. Best performance is highlighted in bold. (M) represents the number of parameters in millions; (G) refers to GigaOps
per second. - represents we were unable to reproduce the results with complete accuracy. Noteably, all methods in the table are direct
comparisons of the original approaches. We exclude additional improvements from engineering techniques such as ensembling.

Method b-minFDE6↓ minADE6↓ minFDE6↓ MR6↓ #Params (M)↓
LaneGCN [14] 2.06 0.87 1.36 0.16 -
DenseTNT [9] 1.98 0.88 1.28 0.13 -

MTR [24] 1.93 0.82 1.24 0.13 -
SceneTransformer [20] 1.89 0.80 1.23 0.13 15.30

HiVT [37] 1.84 0.77 1.17 0.13 -
GANet [29] 1.79 0.81 1.16 0.12 -

Wayformer [19] 1.74 0.77 1.16 0.12 -
QCNet [38] 1.69 0.73 1.07 0.11 7.66

Tamba (Ours) 1.67 0.72 1.07 0.09 4.54

Table 2. Quantitative results on the Argoverse 1 [2] dataset, leaderboard ranked by b-minFDE6. Subscript 6 represents the number of
predictions. Best performance is highlighted in bold. (M) represents the number of parameters in millions. - represents it is unable to
reproduce the results with complete accuracy. We exclude additional improvements from engineering techniques such as ensembling.

number of predicted trajectories exceeds K, the top K tra-
jectories with the highest probabilities are selected. In terms
of lightweight evaluation, we used the number of parameters
(M) and FLOPs(G) as the metrics.

4.3. Settings

We conducted all experiments under the same environment
(batch size, epochs) using eight NVIDIA 3090TI cards with
a batch size of 128. We used Adam for optimization, with
an initial learning rate of 0.001. Training was conducted
for a total of 50 epochs. We employed an adaptive learning
rate adjustment strategy based on the validation set’s per-
formance during training. Specifically, when the validation
accuracy did not improve for five consecutive epochs, the
learning rate was reduced to 0.1 times its original value.

4.4. Comparison with State of the Art

We compare our method with other state-of-the-art ap-
proaches across various evaluation metrics in Argoverse 2
dataset. As shown in table 1, our method demonstrates su-
perior performance on key metrics such as minFDE6 and
minADE6. Tamba achieves a b-minFDE6 score of 1.79,
compared to 1.91 for QCNet, 1.92 for BANet and 1.98 for

MTR. Additionally, Tamba achieves (MR1) of 0.57, which
is lower than that of other methods, such as QCNet (0.59)
and MTR (0.58), indicating more stable prediction accu-
racy. Furthermore, Tamba has a parameter count of 4.54
M, which is significantly lower than QCNet (7.66 M), even
compare to non-transformer models such as BANet (9.49M)
and GANet (61.73M), Tamba achieving reductions of 52.0%
and 92.7% respectively, while still outperforming both mod-
els. Additionally, Tamba achieves 27.3 GigaOps per second,
which is 40% faster than QCNet’s 45.3 GigaOps per second.
These results clearly demonstrate that Tamba is competitive
in terms of accuracy but also excels in lightweight design
and efficiency, providing an excellent solution for complex
task.

On the Argoverse 1 dataset, our method outperforms
other state-of-the-art (SOTA) methods across the board. On
the leaderboard for the b-minFDE6 metric,Tamba achieves
a score of 1.67, while the second-best, QCNet, scores 1.69,
and the third, BANet, scores 1.74. In terms of parameter
count, our method requires 4.54M parameters, compared to
7.66M for QCNet, reflecting a 40% reduction. This further
demonstrates the superiority of our approach in balancing
efficiency and performance. For detailed performance met-
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Prediction Ground Truth

Prediction Ground Truth
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Predicted trajectory Target agentObservation
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Figure 4. Qualitative results on the Argoverse 2 validation set. The target agent marked as orange with its surrounding agents marked as
cold white. We conduct four different traffic scenarios. (a). Multi-agents in straight-road scenario, (b). Multiple agents on roundabout
road, (c). Vehicle avoidance after roundabout, (d). Mixed scenario involving pedestrians and vehicles.

Method w/ joint w/o joint
minFDE6↓ minADE6 ↓ minFDE1↓ minADE1↓ minFDE6↓ minADE6↓ minFDE1↓ minADE1↓

Ours + Attention 1.094 0.763 3.037 1.376 1.093 0.728 3.035 1.372
Ours + Mamba 1.091 0.724 2.899 1.298 1.083 0.765 2.821 1.292
Ours + Tamba 0.951 0.673 2.742 1.265 0.955 0.680 2.745 1.272

Table 3. Ablation study on the components of the Tamba encoder-decoder. Experimental results are conducted on the Argoverse 2 [12, 31]
validation set.

rics, please refer to table 2.

4.5. Quantization Results

We visualized the prediction results on the validation set.
In some challenging sequences, the predictions made by the
Tamba model are more reasonable and smoother compared
to existing methods, effectively adhering to map constraints.
In Figure 4, we present several multimodal prediction cases,
the results demonstrate that the trajectories generated by
Tamba are smoother and better adapted to complex road
topologies, meeting the demands of vehicle navigation under
diverse road conditions.

5. Ablation Study
We evaluated the effectiveness of the Tamba module. For
comparison, we used both the traditional attention mech-
anism module and the Mamba module on the validation
set. In addition, we assessed the efficacy of our proposed
pedestrian-traffic light joint polyline encoding strategy. Ta-
ble 3 presents the performance comparison of our proposed

three methods (including Attention variant, Mamba variant,
and Tamba variant) under conditions with and without joint
polyline encoding (w/ joint vs. w/o joint). Specifically,
the table lists the performance of each method on two eval-
uation metrics: minFDE and minADE, considering both
six predicted trajectories (minFDE6 and minADE6) and one
predicted trajectory (minFDE1 and minADE1).

6. Conclusion

This paper introduces the Trajectory Mamba (Tamba)
model, an efficient motion prediction model for the real-
time and computational needs of autonomous driving. By
employing a state space model (SSM) and a novel attention
Tamba encoder-decoder, we reduce computational complex-
ity and parameter count while maintaining state-of-the-art
accuracy. Experiments on the Argoverse 1 and 2 datasets
show that Tamba achieves superior inference speed and ef-
ficiency, with a fourfold reduction in FLOPs and over 40%
fewer parameters compared to transformer-based models.
These advantages make Tamba highly suitable for high-
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dynamic environments requiring rapid responses.
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