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Abstract— Remote sensing image change detection (RSICD) is
a crucial technology for Earth monitoring, but it faces two major
challenges in practical applications. First, the complex scenes
in remote sensing (RS) images make it difficult to accurately
locate and distinguish the small change targets. Second, most
RSICD methods usually stack complex modules to improve
model performance, which inevitably leads to high computational
costs. To address these issues, this article proposes a lightweight
interleaved network from macro to micro for RSICD, named
M2M-LINet. First, a three-stage RSICD framework inspired
by holistic registration theory in biological vision is designed
to deal with complex and small change targets. Specifically,
the first stage is the coarse location stage to obtain a coarse
localization on change targets, which is similar to the macro-
scopic observation of human eyes. The second stage is the
fine detail focusing stage for capturing fine-grained information
by designing a CNN-Transformer interleaved model, which is
akin to the microscopic observation of the human eye. The
third stage is the decoding prediction stage for predicting the
final change features by mimicking the human interpretation of
change information. Second, a lightweight interleaved structure
is designed in the fine detail focusing stage to reduce the
model size for facilitating deployment. It consists of two critical
lightweight components. One is the lightweight convolutional
block (LCB) that is devised to enhance high-frequency and low-
frequency information for fine-grained change localization. The
other is the lightweight Transformer block (LTB) that is designed
as a linear self-attention mechanism to integrate multiscale
information into feature maps effectively. The experiments on
three RSICD datasets demonstrate that the proposed method
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performs excellently for complex change scenes and small change
targets and significantly reduces the consumption of computing
resources.

Index Terms— Change detection (CD), lightweight, remote
sensing (RS) image, Transformer.

I. INTRODUCTION

EMOTE sensing image change detection (RSICD) aims

to identify surface changes by analyzing multitemporal
images of the same geographical location. It has been widely
used in various fields, including disaster assessment [1], urban
expansion [2], land planning [3], and agricultural monitor-
ing [4]. In recent years, the applications of change detection
(CD) techniques have become more and more important due
to the deterioration of the natural environment and rapid
urbanization. Although RSICD has achieved great success,
it still faces two main challenges. 1) Impact of interference
factors, such as illumination variations and seasonal changes,
can cause pseudo-changes in images. Unrelated dynamic
changes may also affect detection: 2) unbalanced change
targets. There are clear size differences between changed and
unchanged areas, causing class imbalance. Moreover, changed
regions vary in size and shape, which increases the difficulty
of localization and completeness detection. To address the
above challenges, many RSICD studies have been proposed,
which can be mainly divided into three categories: CNN-based
methods, Transformer-based methods, and CNN-Transformer
hybrid methods.

Convolutional neural networks (CNNs) are widely used
in RSICD tasks [5], [6], [7] due to their excellent feature
extraction abilities. Because of the bi-temporal characteristic
of RSICD, Siamese CNN methods have become the preferred
architecture. Furthermore, deep Siamese CD networks with
additional stacked convolutional blocks [8], [9], [10] have
been proposed to capture deeper semantic representations
and improve RSICD performance. Various attention mecha-
nisms [11], [12], [13] have also been introduced into these
networks for finer feature extraction. Additionally, multiscale
fusion strategies [14], [15], [16] have been employed to
aggregate multilevel information and enhance the seman-
tic representation of bi-temporal images. However, these
CNN-based methods still struggle to model global information

© 2025 The Authors. This work is licensed under a Creative Commons Attribution 4.0 License.
For more information, see https://creativecommons.org/licenses/by/4.0/


https://orcid.org/0009-0008-9290-2023
https://orcid.org/0000-0002-2104-9298
https://orcid.org/0000-0001-8375-1181
https://orcid.org/0009-0005-0947-0791
https://orcid.org/0000-0003-1394-4724
https://orcid.org/0000-0002-0415-8556
https://orcid.org/0000-0001-6248-2875

4406114

of Dbi-temporal images,
performance.

Transformers overcome the global modeling limitations
of CNNs and have demonstrated excellent performance in
many computer vision tasks [17], [18], [19], including the
advancements in RSICD. Transformer-based methods employ
a Siamese Transformer encoder—decoder architecture [20],
[21], [22], [23], [24] to model bi-temporal images, effectively
capturing global change information. Additionally, channel-
based self-attention mechanisms [25], [26] are utilized to
capture spectral information between bi-temporal images,
improving the accuracy and robustness of feature extraction.
However, despite their excellent performance, Transformer-
based methods suffer from high computational complexity and
exhibit limited ability to extract local information, leading to
insufficient attention to image details.

To solve the limitations of the aforementioned methods,
the hybrid networks of CNNs and Transformers [27], [28],
[29], [30], [31] are designed. They can simultaneously acquire
local and global features of RS images and have become the
mainstream paradigm of RSICD tasks. Hybrid architecture
is mainly classified into serial and parallel. Specifically, the
serial architecture can be further divided into two groups:
1) CNNs followed by Transformers [22], [25] [Fig. 1(a)]:
the CNN first extracts shallow information and then passes
them to Transformers to capture global information, improving
global modeling efficiency and 2) Transformers followed by
CNNs [21] [Fig. 1(b)]: The Transformer first captures global
features, and then CNN enhances local details to adapt to com-
plex scenarios. The parallel architecture [28], [29] [Fig. 1(c)]:
CNNs and Transformers extract features in parallel and then
perform interaction operations on the local features from the
CNN and the global features from the Transformer. While the
serial architecture processes image features in different stages,
it limits interaction between features, making it difficult to
detect complex changes accurately. In contrast, the parallel
architecture improves the information interaction to some
extent but still faces two major challenges: 1) small change
targets in complex scenes are still difficult to accurately detect
and 2) the hybrid dual-branch architecture introduces a large
number of parameters and a high computational cost.

To tackle the above challenges, we propose a novel
lightweight interleaved network for RSICD. This method is
inspired by the holistic registration theory [32] in biological
vision (Navon, 1977), which emphasizes that human visual
cognition tends to first recognize global features and then focus
on local details. Intuitively, this is similar to the cognitive
pattern of “seeing the forest before the trees.” First, the
three-stage architecture progressively learns and refines change
details, effectively improving the detection accuracy of small
change targets in complex scenes. Second, lightweight CNN
and Transformer blocks are alternately designed in this inter-
leaved structure. This design not only improves the efficiency
of information exchange but also reduces the parameters and
computational complexity of the model. The main contribu-
tions of this article can be summarized as follows.

1) A novel three-stage RSICD architecture is proposed to

address the problems of small change targets in complex

which significantly limits their
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Fig. 1. Comparison of different types of hybrid structures. (a) Serial: the
CNN followed by the Transformer. (b) Serial: the Transformer followed by the
CNN. (c) Parallel: the CNN and the Transformer dual-branch. (d) Interleaved:
the CNN and the Transformer.

scenes. Distinct from the mainstream encoder—decoder
network, our architecture has three critical stages: the
coarse location stage captures overall change trends and
approximate locations, the fine detail focusing stage
refines detailed and accurate change information, and
the decoding prediction stage predicts the final change
features with boundary assistance.

A new lightweight CNN-Transformer interleaved struc-
ture is designed to reduce computational consumption
and refine features. Unlike the existing hybrid architec-
tures, the lightweight LCB and LTB enhance local and
global features. LCB enhances high-frequency and low-
frequency local information, while LTB employs a linear
self-attention mechanism for efficient global modeling.
Based on the above design, a three-stage lightweight
CNN-Transformer interleaved network for RSICD tasks
is proposed. It gradually improves change information
from coarse to fine, effectively avoiding interference
factors in RSICD. This method not only improves the
accuracy and completeness of RSICD but also mini-
mizes the model size and computational complexity.

2)

3)

II. RELATED WORKS
A. Traditional Methods

Traditional RSICD methods are mainly divided into pixel-
based, feature-based, and object-based methods. Pixel-based
RSICD methods identify change regions by analyzing spec-
tral differences between individual pixels. Common methods
include pixel classification based on threshold segmenta-
tion [33] and change detection based on clustering algo-
rithms [34]. However, these methods heavily depend on image
content and preprocessing quality and are easily affected by
noise. In contrast, feature-based RSICD methods focus on
feature extraction and classifier design. Common methods
include principal component analysis (PCA) [35] and Gabor
filters [36]. However, they are sensitive to seasonal changes,
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atmospheric conditions, and noise, which reduces detection
accuracy and stability. Object-based RSICD methods use
objects as the detection unit [37], [38], combining various
image information such as shape, texture, and spectral data,
offering higher accuracy and robustness compared to pixel-
based methods. However, these traditional methods require
high-quality images, and the features are susceptible to sea-
sonal and sensor differences. Additionally, they rely heavily on
prior knowledge, limiting the model’s generalization ability.

B. CNN-Based Methods

CNNs have achieved remarkable results in many fields
and are widely used in end-to-end RSICD tasks. Accord-
ing to the characteristics of RSICD tasks, Daudt et al. [5]
first applied Siamese fully convolutional networks (FCNs)
and proposed three end-to-end architectures. However, the
simple structure of the Siamese network inherently limits
its representation ability, leading to suboptimal performance
for complex scenes. To address the issue, various improve-
ment strategies have been introduced, including attention
mechanisms, multiscale feature fusion modules, and deeply
supervised strategies, yielding satisfactory results. Attention
mechanisms can significantly improve the feature repre-
sentation ability of networks for RSICD. For example,
MAFGNet [39] employs the channel-attention mechanism
employs the channel-attention mechanism to select important
spectral channels dynamically. AGCDetNet [40] applies the
spatial-attention mechanism to focus on specific regions and
thus enhance their spatial information feature representation
for RSICD tasks. DESSNet [14] employs the nonlocal atten-
tion mechanism to extract global information to overcome
narrow contextual receptive fields. By combining the various
attention mechanisms [41], [42], [43], the improved networks
can provide better feature representation to achieve accurate
RSICD. Additionally, the multiscale feature fusion strategies
aggregate features from different scales, enabling models to
focus on both semantic and detailed changes. For example,
MSDFFN [44] and DGMAZ2-Net [45] apply a multiscale
fusion strategy to combine features from different scales to
improve the accuracy of RSICD results. Furthermore, deeply
supervised strategies help models learn features at various
levels. For instance, DSAMNet [11] and A2Net [15] introduce
deeply supervised signals at multiple levels of the network,
which significantly improved the performance of CNN-based
methods. Despite these advancements, CNN-based methods
still struggle to effectively capture global information from
bi-temporal images, which limits their performance.

C. Transformer-Based Methods

Recently, Transformers have been successfully applied to
remote sensing (RS) image interpretation tasks due to their
excellent ability to model long-range dependency. The pre-
vailing Transformer-based methods mainly utilize standard
Vision Transformer (ViT) [46] or Swin Transformer [47] to
construct RSICD networks. Among the standard ViT-based
methods, BIT [20] is the pioneering work of applying the
Transformer to RSICD tasks. It captures important features

4406114

with semantic tokens and introduces a dual-branch Trans-
former encoder—decoder for efficient encoding. ForestViT [48]
leverages the benefits of the self-attention mechanism in
ViT to design a multilabel classification Vision Transformer
model specifically for deforestation detection. CSANet [26]
also adopts a Siamese Transformer and enhanced feature
representation with spatial and spectral attention. However,
the computational complexity of self-attention in ViT scales
quadratically with image size. To address this issue, the
Swin Transformer introduces a window partitioning mech-
anism to optimize self-attention computation. Among Swin
Transformer-based methods, SwinSUNet [23] proposes a pure
Swin Transformers network with a Siamese U-shape structure
to capture global context information. TransY-Net [24] uses
the Swin Transformer to learn discriminative global features
and aggregates multilevel features from a pyramid structure
to enhance feature representation. Furthermore, M-Swin [4]
designs a Siamese Swin Transformer with hierarchical win-
dows, effectively capturing change information for small
targets. It provides clear target boundaries and improved
RSICD accuracy by fusing multiscale features from multiple
windows.

D. CNN-Transformer Hybrid Networks

Practically, neither CNNs nor Transformers can achieve
both local and global modeling. To combine the strengths
of CNNs and Transformers, various hybrid architectures have
been proposed. For example, ChangeFromer [21] designs
a serial structure with a Transformer followed by a CNN.
The Transformer captures long-range dependency while the
CNN aggregates multiscale local features. TransCD [49] and
AMTNet [50] employ a serial structure with a CNN followed
by a Transformer. The CNN is first used to extract multi-
level local features and then the Transformer module is used
to model the contextual information of bi-temporal images.
Besides, ICIF [28] and WNet [29] utilize a parallel structure of
dual-branch with the CNN and the Transformer. They capture
features through interactions to learn diverse local and global
features. Additionally, some complex hybrid methods have
been proposed to combine the CNN and the Transformer
in a single module. For example, ACAHNet [27] introduces
asymmetric multihead crossover attention by combining the
advantages of the CNN and the Transformer. LSAT [51]
proposes a cross-dimensional interactive self-attention module
that combines the CNN with self-attention across the chan-
nel and spatial dimensions to obtain richer multidimensional
features.

Despite significant advances in RSICD, the unique chal-
lenges in RSICD tasks are not fully explored, resulting in
suboptimal performance when existing methods confront com-
plex scenes and small change targets. Besides, most of the
current methods also suffer from a large number of network
parameters and slow inference speed. To tackle the above
challenges, we propose a three-stage lightweight interleaved
method for RSICD tasks. This method not only achieves high
detection accuracy, especially for complex scenes and small
change targets but also effectively reduces the number of
model parameters and computational costs.
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Stagel: Coarse Location Stage

Stage2: Fine Detail Focusing Stage

Stage3: Decoding Prediction Stage

Fig. 2. Architecture of the proposed M2M-LINet. First, the coarse location stage extracts feature maps from the input bi-temporal images. Next, these features
are sent to the fine detail focusing stage to generate enhanced bi-temporal features. Finally, pixel-level change prediction is achieved during the decoding

prediction stage.

III. METHODOLOGY
A. Overall Framework

The proposed three-stage lightweight interleaved network
M2M-LINet is shown in Fig. 2. First, in the coarse location
stage, the coarse aggregation localization module (CALM) is
devised to extract coarse features from bi-temporal images for
preliminary change localization. Second, the coarse features
are input into the fine detail focusing stage for generating
enhanced bi-temporal features by the interleaved architecture
of the CNN and the Transformer. Finally, in the decoding
prediction stage, the boundary-aware enhancement module
(BAEM) serves as an auxiliary branch to optimize the
decoding process using skip connections. Specifically, BAEM
integrates boundary information to enhance the post-temporal
image, significantly improving the details of changed targets.
In addition, to reduce the model complexity and the number
of network parameters, the M2M-LINet model includes two
critical lightweight components: 1) the LCB is presented to
enhance both high-frequency and low-frequency information
for improving change localization using lightweight convo-
lution and 2) the LTB is presented to effectively merge
multiscale information for achieving accurate RSICD using
a lightweight agent attention mechanism.

B. Three-Stage CD Architecture

1) Coarse Location Stage: In the coarse location stage,
the CALM is designed for efficient and accurate RSICD
by integrating multiscale features, as shown in Fig. 2. The
specific steps are as follows. First, a pretrained pyramid

Visual Transformer (PVT) [52] is employed as the coarse
network to extract multiscale features F; (L € {1, 2, 3}) which
is crucial for locating the changed regions. Then, the extracted
three-layer features are upsampled layer by layer and con-
catenated with the neighboring features to obtain aggregated
features F,go1 and Fueeo through convolution aggregation

Fagei = C3[Up(C3 [Up(F)), F2]), F3] (D

where Up denotes the upsampling, [,] is the concatenation
operation, and C3 is a 3 x 3 convolution operation, i = 1, 2.

Next, an aggregated change feature F,g4, is calculated by (2)
to obtain the difference information between Foge; and Fee

@

Then, the aggregated change feature Fyg, is multiplied with
the image I;, and combined with the original image I, to
obtain the final coarse-grained location feature map Fcoarse-
Finally, Fco.se is mapped to a high-dimensional feature space
by ADConv for subsequent processing with the fine detail
focusing stage. This stage can be expressed as

Feoarse = ADCOHV( [(((Fagg © ItZ) S IIZ) ’ ItZ} )

Fage = Faget — Foggo.

3

where [, ] is the concatenation operation and ADConv [53] is
the asymmetric double convolution.

2) Fine Detail Focusing Stage: In the fine detail focus-
ing stage, the coarse-grained features obtained in the coarse
location stage are refined and enhanced more precisely. Specif-
ically, to obtain richer details, a novel interleaved architecture
combining CNNs and Transformers is introduced. Unlike
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Fig. 3.

Tllustration of our BAEM.

traditional serial or parallel architectures, the interleaved
architecture integrates CNN and Transformer components
alternately at each stage, facilitating comprehensive interac-
tion between local and global information. Moreover, the
dual-branch interleaved architecture employs weight sharing
without introducing extra parameters. This design not only
effectively improves information interaction, but also sig-
nificantly reduces the parameter number and computational
complexity of the model. Specifically, the architecture includes
two crucial lightweight modules: LCB and LTB.

The features obtained from the coarse location are first
processed by the LCB to enhance both high-frequency and
low-frequency information of images. After enhancement by
LCB, the features are further processed by LTB which cap-
tures global information and integrates it with local features.
The interleaved architecture uses LCB and LTB alternately
and combines the advantages of CNNs in extracting image
details and Transformers in capturing image global infor-
mation. It maintains a lightweight structure while accurately
identifying image detail changes.

Detailed module design and implementation are discussed in
Section III-C. Experimental results show that this interleaved
architecture performs well in complex scenes, significantly
improving the accuracy and efficiency of RSICD.

3) Decoding Prediction Stage: In the decoding predic-
tion stage, the LTB and a convolutional prediction head
are employed for final predictions. Additionally, because the
boundaries of targets are crucial for RSICD, a boundary-aware
enhancement module (BAEM) is designed as an auxiliary
branch to enhance boundary features during the decoding
stage. As shown in Fig. 3, the BAEM consists of three
branches, and each of them processes features from different
inputs. Concretely, the three inputs are the output features
from each layer of the Siamese encoder, that is, F’i, Fé, and
the boundary feature map F.4. The first branch of the BAEM
captures and enhances the change information F, based on
the difference between F) and F). It highlights the changes
between the bi-temporal images to help the model identify and
distinguish changed areas. The second branch concatenates
two encoded features to obtain the common information F,,

Fa =MV2(F; 6F), F,,=MV2([F,F)]) ()
where [,] is the concatenation operation and MV2 is the

inverted residual block in MobileNetv2 [54]. Next, the change
information F, is integrated with the common features F, to
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Fig. 4. Tllustration of our LCB. (a) LCB. (b) HLEM is designed to enhance
high-frequency and low-frequency information.

obtain Fy
Fmask = Fch 3] Fco- (5)

In the third branch, the boundary feature map F4 is utilized to
further refine and optimize the enhanced change information.
The boundary feature map aids in capturing target contours
and details of images, ensuring that the final output Fp. has
clear and accurate contours

Fbe = MVZ(SlmAM(Fed X Fmask) (&) Fmask)) (6)

where SimAM [55] is a lightweight 3-D attention block.
Through the collaboration of the three branches, the BAEM

module effectively enhances and optimizes the boundary of

changed targets, resulting in more accurate RSICD results.

C. Lightweight Interleaved Structure

1) Lightweight Convolutional Block: To effectively enhance
RSICD performance, an improved LCB is proposed by
integrating attention mechanisms and spatial enhancement
techniques, as shown in Fig. 4. Specifically, in the LCB mod-
ule, information from the previous layer is initially processed
using two lightweight and efficient attention modules, namely
SimAM. Then adaptive weighting using A; and A, allows for
more variable information to improve sensitivity for changed
regions.

To further enhance feature representation, a high-frequency
and low-frequency enhancement module (HLEM) is proposed.
Due to the complexity of obtaining frequency domain infor-
mation and the difficulty of embedding Fourier transforms into
CNNs, we present a differentiable spatial domain enhancement
method. It effectively separates and enhances high-frequency
and low-frequency information in RS images. Specifically,
a pooling operation is first applied to downsample feature
maps, yielding simple and effective low-frequency features
Fiow. Subsequently, the high-frequency information Fpigp is
obtained by subtracting the upsampled low-frequency feature
from the original feature Fgina as follows:

Fhigh = Foriginal - UP(FIOW)~ (7N

After obtaining the high-frequency and low-frequency fea-
tures, convolutional enhancement is performed separately to
obtain the enhanced high-frequency feature Fpigh en and the
enhanced low-frequency feature Fjoy ¢n. One part focuses on



4406114

Fig. 5. Visualization heatmap of the HLEM module. (a) Low-frequency heat
map. (b) High-frequency heat map. (c) Frequency enhancement heat map.

Q)
Matrix

e QNxd
(Nnd)| i
= T Nxn
A

=]

K,

multi
T

nxN

Fig. 6. Illustration of our LTB. (a) LTB. (b) MASA. (c) GFFN.

the high-frequency details of images, while the other concen-
trates on the low-frequency content and semantics as follows:

Frigh en = MV2 (Frigh) 3
Flowfen =MV, (Flow)' (9)

Next, the enhanced high-frequency and low-frequency
features are further combined. First, the low-frequency infor-
mation is upsampled to align with the dimensions of the
high-frequency features. Second, they are concatenated and
fused, resulting in the final enhanced feature F. as follows:

Fce = MVZ (Sll’l’lAM ( [UP (Flow_en) ) Fhigh_en ] )) . ( 10)

Fig. 5 is a visualized heatmap, indicating that the module
effectively enhances the high-frequency and low-frequency
information of the image, thereby improving the effectiveness
of image processing results.

2) Lightweight Transformer Block: LTB consists of two
components: multihead agent self-attention module (MASA)
and gated feed-forward network (GFFN), as shown in Fig. 6.
Concretely, the semantic agent attention in MASA effectively
combines linear attention (LA) and traditional self-attention
(SA). It reduces computational complexity and has excellent
global information extraction capability. GFFN is a novel gated
feed-forward network. It introduces the gating mechanism
to suppress invalid and redundant features, allowing only
discriminative information to pass through the network layer.
This design ensures controlled transformation of features,
enhancing both the efficiency and effectiveness of the model.

Previous studies have proposed several optimization strate-
gies to mitigate the quadratic increase in computational
complexity associated with self-attention. For example,
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window-based attention [47], [56] reduces the computational
cost by restricting attention calculation within a local window
range, and sparse attention [57], [58] reduces the computa-
tional cost by reducing the number of key features (K, V).
More recently, the LA [59] reduces computational complexity
to O(N) by changing the sequence of matrix multiplication.
Though these methods are effective, they still struggle with
the issue of the limited expressive power of LA.

In contrast, agent self-attention extends the traditional triplet
tensor Q, K, V into a quadruple Q, A, K, V by introducing a
representative semantic additional tensor A. Concretely, the
low dimensional agent A is first used to aggregate information
from K and V, and then A is employed to aggregate Q
to obtain Q4 for the final attention calculation. Since the
dimensions of the agent A are much smaller than the query Q,
this allows the agent attention to model the global information
with lower computational cost. Compared to traditional SA
with a computational complexity of O(N%d) and LA with
a computational complexity of O(Nd?), agent self-attention
has a computational complexity of O(Nnd). Overall, the
computational complexity of agent attention is equivalent to
generalized LA, which has the advantages of low computa-
tional complexity and strong feature representation ability.

The specific calculation steps of agent attention are as
follows. First, the input tensor X € RHAXWXC gapplies
1 x 1 pointwise convolution to aggregate per-pixel channel
information. Then, 3 x 3 depthwise convolutions encode spa-
tial information, generating Q, A, K, V. The semantic agent
A is obtained through AdaptiveAvgPool. After the reshape
operation, Q, K,V € R¥*? and A € R"*“ are obtained as
follows:

Q = W2WZX
K = WfWEX
V=W/W/Xr

A = AvgPool (W W{X) (11)

where n <« N and W? and Wg) are 1 x 1 pointwise convolu-
tions and 3 x 3 depthwise convolutions, respectively. After
obtaining Q, A, K, V, instead of computing the similarity
between Q and K as in traditional attention, the semantic agent
A with a smaller number of tokens is used to aggregate Q and
K to obtain Q and KT, Subsequently, information is aggregated
from KT and V and presented to Q. This design can guarantee
global information modeling at a very low computational cost

Q=0(QA") 2 ¢,(Q (12)
K’ =0 (AK") 2 $.(K) (13)
ASA = QK'V £ ¢,(Q) (¢ (K)V) (14)

where o () denotes softmax, £ denotes the equivalence written
as Q € RV and K € R*™V, with a total computational
complexity of O(Nnd) « O(N?d). It demonstrates that
agent attention effectively combines traditional SA and LA,
providing a strong ability for feature representation at a low
computational cost.

In Fig. 6(c), GFFN splits operations into two branches:
one employs the GELU activation function for gating and
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enhancing important features, while the other directly pro-
cesses local context information. The gated mechanism
effectively suppresses irrelevant or redundant features and
aggregates information from different levels, allowing each
level to focus on complementing the details of other levels.
The GFFN is expressed as follows:

GFFN = W, (¢(W 1 W3(LN(Fasa))) © Wi W3(LN(Fasa)))
15)

where ¢ denotes GELU, while W; and W, represent the
1 x 1 pointwise convolution kernel and the 3 x 3 depthwise
convolution kernel, respectively.

D. Loss Function

RSICD is a pixel-level binary classification task. However,
the ratio of changed regions is much less than that of the
unchanged ones in most cases, which results in a class
imbalance problem. To alleviate this issue, we adopt a hybrid
loss, including a binary cross-entropy (BCE) loss L. and
a dice loss Lgice. The hybrid loss can be formulated as
follows:

Lyce = —yilog(pi) + (1 — y)log(1 — p;) (16)
Liice = 1 — Qyipi)/ (i + pi) )
Lcd = Lbce + Ldice (18)

where y; denotes the ground truth of the ith pixel and p;
denotes the change prediction of the ith pixel.

IV. EXPERIMENT AND RESULTS
A. Datasets

To evaluate the proposed method, experiments are con-
ducted on three publicly available large RSICD datasets,
including SYSU-CD [11], WHU-CD [60], and LEVIR-CD+
[10], following mainstream classical dataset partitioning meth-
ods to ensure fair experimental comparisons.

SYSU-CD is a public large-scale RSICD dataset. It contains
20000 pairs of RS images of size 256 x 256 with 0.5-m
resolution. In this article, we follow its default dataset split
for experiments, 12 000/4000/4000 pairs of image patches are
used for training/validation/testing. It is worth noting that
the SYSU-CD dataset covers various target types other than
buildings, such as vessels, roads, and vegetation.

WHU-CD is a public RSICD dataset focused on buildings.
It contains one pair of RS images with a size of 32507 x
15354 and a resolution of 0.2 m. We follow the processing of
the mainstream approach to crop the original image into small
patches of size 256 x 256 without overlap and randomly split
them into 6096/762/762 for training/validation/testing.

LEVIR-CD+ is a public large-scale RSICD dataset focused
on buildings. It includes 637 and 985 pairs of RS images,
each with a size of 1024 x 1024 pixels and a resolution of
0.5 m. In this article, we follow the data split of the original
dataset and only crop the images into small patches of size
256 x 256. 10192/5568 pairs of image patches are used for
training/testing.
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B. Implementation Details and Evaluation Metrics

The proposed M2M-LINet is implemented by PyTorch
and trained using NVIDIA GeForce RTX 3090 GPU for
200 epochs. During the training process, we used the AdamW
optimizer and set the momentum to 0.99. The weight decay is
set to 0.0005 and the initial learning rate is 0. 0001. The A;
and )\, parameters in the LCB are adaptively learning and not
manually set. We mainly used four evaluation metrics for the
comprehensive evaluation of the proposed method, including
precision (Pre), recall (Rec), F1-score, and DIP. They are
formulated as follows:

Pre = TP/(TP + FP) (19)
Rec = TP/(TP + FN) (20)
2 x Pre x Rec
Fl=—" 21
Pre 4+ Rec
1 — Pre)? + (1 — Rec)?
DIP=1— \/ ( re) J; ( =c) (22)

where TP, FP, and FN represent the number of true positives,
false positives, and false negatives, respectively. Among them,
the F1 and DIP metrics are integrated with Prec and Rec,
which are the main metrics.

C. Comparison With State-of-the-Art Methods

To verify the superiority of the proposed method, the
M2M-LINet is compared with several state-of-the-art RSICD
methods, which can be roughly categorized into three groups.
First, CNN-based methods: FC-EF [5], FC-Diff [5], FC-Conc
[5], FCN-PP [1], STANet [10], IFNet [6], FDCNN [9],
SNUNet [8], and DSAMNet [11]. Second, Transformer-based
methods: BIT [20]. Finally, hybrid architectures based on
the CNN and the Transformer: ICIFNet [28], WNet [29],
TCD [30], and EATDer [31].

1) Quantitative Evaluation: To verify the effectiveness
of the proposed method, we conducted experiments on
three large public datasets. As shown in Table I, our pro-
posed M2M-LINet significantly outperforms other competitive
methods based on the CNN or the Transformer on the
three datasets. The experimental results on the SYSU-CD
dataset show that the F1 score of the proposed method is
5.85% higher than the best CNN-based method DSAMNet
and 3.15% higher than the best hybrid architecture-based
method EATDer. On the WHU-CD dataset, the F1 score
of the proposed method is 7.91% higher than the best
CNN-based method DSAMNet, and 2.77% higher than the
best hybrid architecture-based method WNet. On the LEVIR-
CD+ dataset, the F1 score of the proposed method is
2.72% higher than the best CNN-based method IFN and
1.36% higher than the best hybrid architecture-based method
ICIF-Net.

2) Qualitative Evaluation: The visual analysis of compet-
itive methods on the three datasets is shown in Fig. 7. The
proposed method shows significant advantages in the following
aspects.
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TABLE I

QUANTITATIVE COMPARISONS IN TERMS OF PRE, REC, F1, AND DIP ON THREE RSICD DATASETS. F1 AND DIP ARE COMPREHENSIVE METRICS;
HIGHER F'1 AND DIP VALUES INDICATE BETTER MODEL PERFORMANCE. THE BEST AND SECOND-BEST RESULTS
ARE HIGHLIGHTED IN RED AND BLUE, RESPECTIVELY

Method Publish SYSU-CD WHU-CD LEVIR-CD+

Pre(%) Rec(%) F1(%) DIP(%)|Pre(%) Rec(%) F1(%) DIP(%) |Pre(%) Rec(%) F1(%) DIP(%)

FC-EF [5] ICIP 2018 | 72.28 72.85 72.57 72.56 | 78.79 68.15 73.08 7294 |70.60 73.64 72.09 72.08
FC-Diff [5] | ICIP 2018 | 72.69 79.46 7593 75.84 | 80.44 5459 65.04 65.04 | 7994 7255 76.06 75.96
FC-Conc [5] | ICIP 2018 | 82.17 72.06 76.78 76.56 | 75.89 69.30 72.61 72.40 | 78.07 68.22 72.82 72.70
FCNPP [1] | GRSL2019 | 74.60 7891 76.70 76.66 | 79.94 89.76 84.57 84.07 | 72.49 7444 73.45 73.45
STANet [10] RS 2020 | 70.76 8533 77.37 76.87 | 7937 8550 82.32 82.17 | 69.74 8392 76.17 75.77
IFNet [6] ISPRS 2020| 79.59 73.58 76.47 76.39 | 78.00 70.81 74.23 74.15 | 83.77 80.32 8229 81.96
FDCNN [9] |TGRS 2020| 78.43 74.54 76.44 7640 | 8571 8442 8506 85.05 |73.84 7896 7631 76.26
SNUNet [8] |GRSL 2022| 78.68 76.37 77.51 77.50 | 85.58 80.99 83.22 83.13 | 80.52 79.43 80.82 79.96
DSAMNet [11]| TGRS 2022 | 74.81 81.86 78.18 78.05 | 84.43 87.86 86.11 86.04 | 80.73 76.52 78.57 78.52
BIT [20] TGRS 2022 | 78.73 75.68 77.17 77.15 | 88.70 86.26 87.46 87.42 | 82.74 82.85 82.80 82.80
ICIF-Net [28] | TGRS 2022 | 83.37 78.51 80.74 80.79 | 92.98 85.56 88.32 88.65 | 87.79 80.88 83.65 83.96
WNet [29] |TGRS 2023 | 81.71 79.58 80.64 80.62 | 92.37 90.15 91.25 91.19 | 80.18 78.68 79.43 79.42
TCD [30] |TGRS 2023 | 75.25 84.23 79.49 79.25 | 87.39 90.85 89.09 88.98 | 79.96 84.85 82.34 82.24
EATDer [31] |TGRS 2024 | 79.82 81.96 80.88 80.86 | 88.74 91.32 90.01 89.95 | 78.13 80.97 79.52 79.50
M2M-LINet / 8295 85.14 84.03 84.01 | 92.89 95.17 94.02 93.92 | 82.77 87.37 85.01 84.89

a) Advantage in location accuracy: The proposed M2M-
LINet performs particularly well in complex scenes. In the
SYSU-CD dataset, where vegetation and road changes are
complex and irregular, M2M-LINet effectively locates the real
change regions. In the WHU-CD dataset, due to the similarity
between buildings and background features, it is difficult for
other methods to accurately locate the changes of buildings,
which leads to missed detection. In contrast, M2M-LINet can
accurately detect these changes and effectively suppress back-
ground interference. Similarly, in the LEVIR-CD+ datasets,
M2M-LINet significantly improves target localization accu-
racy, accurately identifying changed areas even in complex
backgrounds.

b) Advantage in distinguishing pseudo-changes: In the
SYSU-CD dataset, many methods produce false detections
due to changes in shooting angles and irrelevant interference
around ships (marked by yellow boxes). However, M2M-
LINet delivers the best detection results. In the WHU-CD
dataset, irrelevant road and vehicle changes (yellow boxes)
are successfully avoided by M2M-LINet. In the LEVIR-CD+
dataset, M2M-LINet successfully avoids irrelevant changes
such as road and pool changes (yellow boxes).

c) Advantage in content integrity: M2M-LINet performs
well in identifying the integrity of change areas and can
adapt to various types of change scenes. In the SYSU-CD
dataset, which contains irregular change scenes, M2M-LINet
can entirely detect the change areas. In the WHU-CD dataset,
M2M-LINet can capture the overall changes when facing
large regular building changes, while other methods fail to

fully recognize these complex changes. In the LEVIR-CD+
dataset, M2M-LINet also shows excellent detection capability
for small target changes and provides the most complete
detection results.

These experimental results show that the proposed
M2M-LINet method significantly enhances performance in
RSICD. The improvement is attributed to two key aspects.
First, the effectiveness of the three-stage architecture.
M2M-LINet adopts a multistage strategy from coarse local-
ization to fine-detail aggregation and gradually integrates
multilevel temporal difference features. It provides more
fine-grained change maps for the RSICD task. Second, the
auxiliary decoding BAEM module introduces boundary infor-
mation for assistance, which ensures better integrity of the
change information.

D. Ablation Analysis

To validate the effectiveness of each proposed module,
we conducted ablation experiments of components on the three
datasets. As shown in Table II, “w/0” denotes the removal
module, “w” denotes the usage module, and the NOI denotes
the M2M-LINet method proposed in this article. The detailed
analysis of each key module is presented as follows.

1) Effectiveness of CALM: To verify the effectiveness,
we first removed the CALM module (NO2 in Table II), which
resulted in a significant performance decrease on the three
datasets. Second, the CALM was replaced with ADConv
convolution (NO3 in Table II). From the quantitative results
in Table II, it can be seen that either removing or replacing
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Visualization comparison of results on three datasets. Each dataset displays four different sets of visualization results, labeled as (a)—(d). In each

set of images, yellow boxes highlight irrelevant changes in the data that are considered interference factors. Interference factors may include: unrelated road
changes, vehicle changes, or building shadow changes. The rendered colors represent true positives (white), false positives (red), true negatives (black), and

false negatives (green). The less red and green, the more accurate the detection.

the module leads to a performance decrease. It demonstrates
that aggregated features are essential for the effective location
of the changed region in the coarse localization stage.

2) Effectiveness of LCB: After removing LCB (N04 in
Table II), high-frequency enhancement (NOS5 in Table II), and
low-frequency enhancement (NO6 in Table II), the detection
performance of the model significantly decreased. In addition,
when the LCB was replaced by the convolutional layer (NO7
in Table II), the detection accuracy F'1 decreased by about
0.82%/1.07%/1.7% on the three datasets, respectively. This
shows that LCB plays an important role in enhancing the
image information and improving the detection performance.

3) Effectiveness of LTB: After removing LTB (NO8 in
Table II), the detection performance on three datasets signif-
icantly decreased. After removing MASA (NO9 in Table II),
the F'1 scores on the three datasets decreased by 0.58%, 1.3%,
and 1.33%, respectively. Additionally, we also replaced the
GFFN in LTB with the traditional FFN (N10 in Table II),
and the results also showed a performance decline. Similarly,
we replaced the MASA in LTB with LA (N11 in Table II).
Although the computational complexity and parameter number
are approximate, the detection accuracy F'1 is decreased
by 0.43%/0.82%/0.44% on the three datasets, respectively.
These results demonstrate the effectiveness and advantages of
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TABLE I

QUANTITATIVE COMPARISONS OF THE PROPOSED METHOD WITH DIVERSE SETTINGS IN TERMS OF PRE, REC,
AND F'1 ON THE THREE RSICD DATASETS

Net Efficiency SYSU-CD WHU-CD LEVIR-CD+
Params FLOPS | Pre (%) Rec (%) F1(%) | Pre (%) Rec (%) F1(%) | Pre (%) Rec (%) F1(%)
NO1 | M2M-LINet | 6.554M 3.351G | 82.95 85.14  84.03 | 92.89 95.17 94.02 | 82.77 87.37 85.01
(a) Stagel: Coarse Aggregation Localization Module (CALM)
NO02 | w/o CALM |6.458M 3.134G | 81.11 84.52 8278 | 89.21 9533 9217 | 79.25 87.11  82.99
NO3 | w ADConv |6.511M 3.252G | 83.04 83.44 83.24 | 89.01 95.31 92.05 | 81.85 85.10 83.45
(b) Stage2: Lightweight Convolutional Block (LCB)
NO4 w/o LCB 5.929M 3.115G | 80.59 85.25 82.86 | 88.67 94.03 91.27 | 83.43 8294 83.19
NO5 w/o high 6.272M 3.240G | 81.09 86.31 83.62 | 92.14 94.39  93.25 | 84.00 83.22 83.61
NO06 w/o low 6.272M 3.296G | 81.16 85.66 83.35 | 89.80 95.73  92.67 | 83.72 83.16 83.44
NO7 w CNN 5976M 3.168G | 84.28 82.16  83.21 | 89.78 96.35 9295 | 84.21 82.44  83.31
(c) Stage2: Lightweight Transformer Block (LTB)
NO8 w/o LTB 4.832M 2.290G | 79.25 86.78  82.84 | 87.90 95.87 91.71 | 82.18 83.15 82.66
N09 | w/o MASA |5.632M 2.680G | 83.50 83.40 8345 | 90.79 9473 9272 | 84.38 82.99  83.68
N10 w FFN 6.504M 3.262G | 81.43 86.02 83.66 | 92.49 94.51 9349 | 82.32 86.26 84.24
NI11 w LA 6.491M 3.138G | 83.40 83.81 83.60 | 92.27 94.14 93.20 | 84.43 84.71  84.57
(d) Stage3: Boundary-Aware Enhancement Module (BAEM)
NI12| w/o BAEM |6.403M 3.187G | 82.98 83.80 83.38 | 89.70 96.27 92.87 | 81.84 85.85 83.79
N13 | w/o Boundary | 6.542M 3.367G | 81.77 86.01 83.52 | 90.70 95.85 93.20 | 8345 8531 84.37
(e) Loss Function
N14 w BCE 6.554M 3.351G | 82.89 84.28 83.58 | 91.46 95.69 93.53 | 84.72 84.08 84.40
N15 w Dice 6.554M 3.351G | 81.83 85.83 83.77 | 91.13 96.35 93.67 | 83.32 86.06 84.67

LTB in extracting global information and keeping the model
lightweight.

4) Effectiveness of BAEM: After removing BAEM (N12
in Table II), the detection accuracy F1 is decreased by
0.75%/1.15%/1.04% on the three datasets, respectively. Addi-
tionally, after eliminating boundary information (N13 in
Table II), the detection accuracy F1 is decreased by
0.51%/0.82%/0.64% on the three datasets, respectively. These
results show that BAEM plays a critical role in the auxiliary
decoding process, especially in the utilization of boundary
information.

5) Discussions of the Loss Function: To verify the hybrid
loss effectiveness, we conducted experiments to validate the
methods using only BCE loss (N14 in Table II) or only Dice
loss (N15 in Table II). The results show that the method using
only the Dice loss function is better than the method using only
the BCE loss function. This demonstrates that the hybrid loss
has a more significant advantage in improving the performance
of the model.

E. Discussion of Architecture and Model Efficiency

1) Architecture Effectiveness: To evaluate the effectiveness
of the proposed architecture, we conducted a more detailed
analysis and validation. (1) Three-stage architecture. First, the

effectiveness of the three-stage CD framework is verified by
Table II(a)—(d). Removing the coarse location stage to main-
tain consistency with the two-stage method of the traditional
encoder—decoder structure, the experimental results show a
significant decrease in model performance. It demonstrates
the importance of the coarse location stage in the overall
architecture. In addition, the visualized results in Fig. 8 further
show how the three-stage architecture simulates the “global-
first” processing approach of biological vision, gradually
refining features from macro to micro. In the initial stage,
the model first locates the change areas on a large scale,
then gradually refines and enhances the features, visually
demonstrating how the architecture captures and processes
change information at each stage. (2) Interleaved architecture.
In quantitative experiments, our method M2M-LINet is com-
pared with mainstream serial design (e.g., BIT [20] in the
comparative method) and parallel design (e.g., ICIFNet [28]
and WNet [29]), which validate the effectiveness of the
interleaved architecture. To further validate the interleaved
architecture, we also performed serial and parallel designs
for the components LCB and LTB proposed in this article
and compared them with the experiments. The experimental
results in Fig. 9 clearly show that the interleaved architec-
ture is not only superior in performance but also has less
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TABLE III

COMPARISON RESULTS OF COMPUTATIONAL EFFICIENCY. WE REPORT

PARAMETERS (PARAMS.) AND FLOATING-POINT OPERATIONS
(FLOPS), AS WELL AS THE F'1 ON THREE RSICD TEST SETS. THE
BEST AND SECOND-BEST RESULTS ARE HIGHLIGHTED IN RED
AND BLUE, RESPECTIVELY

Method F1(%) FLOPs(G) | Params(M)
SYSU WHU LEVIR+

FCNPP | 76.70 84.57 173.45 34.65 28.13
STANet | 77.37 8232 76.17 6.58 16.93
IFNet 76.47 7423 82.29 41.18 50.71
FDCNN | 76.44 85.06 76.31 32.40 13.71
SNUNet |77.51 83.22 80.82 33.04 12.03
DSAMNet | 78.18 86.11 78.57 75.29 16.95
BIT 77.17 87.46 82.80 8.44 6.93
ICIF-Net | 80.74 88.32 83.65 25.36 23.82
WNet 80.64 91.25 79.43 19.20 43.07
TCD 79.49 89.09 82.34 56.64 11.13
EATDer |80.88 90.01 79.52 23.46 6.60
M2M-LINet | 84.03 94.02 85.01 3.351G 6.554M

computational resource consumption compared to other hybrid
architectures.

2) Model Efficiency: We analyzed and compared the
comparison methods from the perspectives of floating-point
operations (FLOPs), number of parameters (Params), and
F1 scores. The detailed results are shown in Table III, and

Comparison of Hybrid Architecture Effectiveness
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Fig. 9. Performance and efficiency comparison of different hybrid architec-
tures. Different hybrid architectures are designed for the proposed LCB and
LTB components, where Serial C-T represents LCB followed by LTB, Serial
T-C represents LTB followed by LCB, Parallel represents dual branches of
LCB and LTB, and Interleaved is the M2M-LINet proposed in this article.
These four architectures correspond to the four hybrid architectures shown in
Fig. 1.

the effective comparison is also given in Fig. 10. Since
the methods [5] use fewer layers of feature extraction and
their detection accuracy is low, we did not compare them.
The results lead to the following conclusions: the pro-
posed M2M-LINet method achieves optimal accuracy while
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Fig. 10. The model complexity comparison of different methods in terms of parameters (memory cost), FLOPs (computational cost), and F'1-score on three
datasets. The proposed M2M-LINet method exhibits higher accuracy, lower parameters, and lower computational cost.

exhibiting the lowest computational complexity with only
3.351G FLOPs and the smallest parameter size of 6.554 MB
compared to other mainstream change detection methods.
Compared to EATDer [31], M2M-LINet has similar parameter
numbers but only 14% of its computational complexity. These
results demonstrate the effectiveness and superiority of the
proposed method on model efficiency.

V. CONCLUSION

In this article, we have proposed a lightweight M2M-LINet
method for RSICD tasks. The proposed method addresses
the main problems in the current RSICD by designing a
new three-stage change detection framework and a lightweight
interleaved architecture. Specifically, the three-stage frame-
work gradually improves the change information from coarse
to fine. First, the coarse location stage helps to obtain the
rough range and location of the change. Second, the fine detail
focusing stage further extracts the coarse-grained information
in the first stage to obtain finer details of the changes. Finally,
the decoding prediction stage generates the final change
result. The lightweight interleaved architecture enables effec-
tive local-global information interaction through LCB and
LTB components and maintains the lightness of the method.
The experimental results on three change detection public
datasets show that our method outperforms other competitive
methods in terms of change detection accuracy, number of
parameters, and FLOPs.
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