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Abstract

This chapter reviews work on applications of argumentation-
based dialogue. It takes both a broad view of dialogue and a
broad view of what constitutes an application. It considers the
full range of software tools that would be needed in constructing
a software system that is capable of engaging in argumentation-
based dialogue, along with complete applications, and includes
both work that builds on formal models of dialogue, and that is
more inspired by recent work on chatbots from natural language
processing.
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1 Introduction

Arguments are intrinsically intertwined with the notion of dialogue, since
dialogue can be characterized as the interplay of arguments. As argued
in an earlier Handbook chapter: “ [. . .] it is the idea of dialogue as an
exchange between two or more individuals, an exchange which captures
features of what would be informally called an “argument”. That is, di-
alogue as the exchange of reasons [i.e., arguments] for or against some
matter.” [30]. Notice that, due to their potential expressivity (despite be-
ing subject to specific restrictions), dialogues have been advocated and
often chosen as the standard communication protocol within the multi-
agent system paradigm that views computation as predominately led
by interaction [128]. Indeed, this new paradigm required the design of
an appropriate means of communication between such intelligent agents
[131], thus acknowledging the importance that dialogue exhibits in any
kind of interplay, whether it occurs among humans, computational en-
tities or both.

In this chapter we build on [30], which covered some of the the-
oretical basis of argumentation-based dialogues by discussing applica-
tions of argumentation-based dialogues. We review and analyse a broad
spectrum of proposed and existing implementations, ranging from fully-
fledged software suites to rough sketches of architectures at an early
stage of deployment. The key element in the distinction is that all this
work is focused on the deployment of argumentation-based dialogue,
rather than the development of new argumentation models.

Figure 1 illustrates our definition of argumentation-based dialogue
systems and clarifies the scope of this chapter. We consider systems
that have some kind of underlying Knowledge Base (KB), some kind
of Argumentation Engine, which builds arguments from the contents of
the KB and/or computes the extensions of a set of arguments according
to some semantics, and some kind of User Interface (UI). A number of
implemented argumentation systems have provided a UI whereby the
user can interrogate the underlying argumentation engine and KB, but
this functionality serves only to help the user gain understanding of the
reasoning performed by the argumentation engine and the information
it used for reasoning. While the user may be able to query the engine
and KB, the user does not have the ability to change anything in the
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(a) One-way system: Interactive interface

(b) Two-way system: Dialogue

Figure 1: Scope of systems discussed here: “one-way” systems provide
a user interface for interrogating the underlying argumentation engine
and knowledge base (KB), but do not allow the user to change the
knowledge base in the reasoning system; “two-way” systems support
true dialogue, in the sense that the user is considered part of the system
and can influence the knowledge and rules employed by the system. The
direction of the arrows in the figure denote flow of information.

KB. This type of one-way system is illustrated in Figure 1a. The
second type of system—the one which we focus on in this chapter—is
specifically a two-way system, whereby the user engages in a dialogue
with the system and therefore has the ability to change information in
the system’s KB and hence affect the arguments that the system can
construct1. In some cases, the user also has the ability to change the
behaviour of the argumentation system, by altering the rules used by the
reasoner, through dialogue. This type of two-way system is illustrated
in Figure 1b. Here, in this chapter, we mainly focus on the second type
of system (but include a couple of examples of one way systems).

Another set of distinctions can be drawn between the groups of indi-

1A number of argumentation-based dialogue systems make use of the notion of
a “commitment store”, which, in the context of Figure 1, would hold information
presented by the user. Depending on the system, this commitment store might, from
a theoretical perspective, be considered to be distinct from the knowledge base of the
system. However, the contents of the commitment store can often be used by the
argumentation system in the construction of arguments, and in such cases we would
consider it to be a subset of the KB in a two-way system.
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viduals that are engaged in the dialogue. A participant can be a human
or an agent — we make no distinction between agents that are purely
software, and agents that have a physical embodiment, such as a robot.
As a result, we can imagine three kinds of dialogue: those that involve
only humans, those that involve only agents, and those human-agent
dialogues that involve both kinds of participant. We also consider that
dialogues may only involve a single participant. For example, many of us
are familiar with the kind of internal conversation that provides a mech-
anism for reflecting on some position or for ensuring that an argument
will be convincing to an audience. We call such dialogues “human-self”.
Similarly we recognise “agent-self” dialogues, and point out that such
dialogues are one way of computing argument acceptability [41, 43, 48].

2 Theoretical Foundations
In this section we provide an overview of the fundamental notions un-
derlying the remainder of the chapter. In particular, at first, we dis-
cuss argumentation frameworks and then formal models of dialogues.
This then leads into Section 3 which sketches some of the components,
such as argumentation solvers, that are used to construct applications
of argumentation-based dialogues.

2.1 Argumentation frameworks

Dung’s abstract argumentation theory [71] has a good claim to be the
most known and used formalism in computational argumentation for AI
at this point. The basic formalism from [71] has been extended in a
number of different ways (e.g., see [3, 4, 14]). Dung’s paper [71] can be
recognised as a supporting and analytical tool for non-monotonic rea-
soning [15] due to the fact that arguments are represented as abstract
entities, providing also important insights regarding the semantic accep-
tance of arguments. Specifically, Dung introduced a framework (known
as an abstract argument framework — AAF), which is used to depict
the attacking relationships (represented as directed edges) between ar-
guments (nodes) in a graph G. A set of arguments S appearing in G is
called conflict-free if and only if there are no arguments A,B ∈ S such
that A attacks B or B attacks A. Based on G more sets of arguments are

4



Applications of Argumentation-based dialogues

defined with specific characteristics (called extensions) that determine
which arguments are acceptable according to different semantics such
as complete, preferred and grounded (see [71] for details). Alternatives
for computing extensions in AAFs have also been developed (e.g., the
labelling function described in [40]).

Although the analysis of arguments at the abstract level can provide
many insights into the way that rational2 arguers can and should be-
have, abstract argumentation is not always enough when tackling real
argumentation problems. For example, using abstract argumentation
we cannot examine how arguments are instantiated, how conclusions
are inferred, what is the nature of the attacks between arguments or
how arguments (and their supports or attacks) change over time. To
support the justification process more naturally and examine an argu-
ment structurally, we need to access its internal parts. Thus, structured
approaches to argumentation seem more appropriate to exploit.

Different frameworks for structured argumentation have been estab-
lished, such as ABA [32, 72], ASPIC+ framework [138], DeLP [88] and
deductive argumentation [17], for instantiating arguments with some in-
ternal structure (see [13] for details). These arguments are typically in-
stantiated on the basis of a knowledge base (KB) — that contains certain
and/or defeasible (i.e., uncertain) information (often called premises)
represented in a logical language — and the application of inference
rules to premises, leading to the conclusion of an argument — repre-
sented in the same logical language. Note, an argument may consist of
multiple sub-arguments in which case intermediate conclusions are also
part of an argument. Additionally, two types of inference rules may be
defined: (1) strict rules whose inferences are certain to hold; and (2)
defeasible rules whose inferences are, presumably, a consequence of the
premises. Inference rules are explicit when more than one type are used,
but may be implicit when only one type is employed. Templates that
represent structures of common kinds of presumptive arguments used
in everyday discourse as well as special contexts (e.g., legal argumen-
tation), called argument schemes, may be perceived as a special type
of inference rules since they connect the premises and the conclusion of
an argument. The internal structure of arguments allows for different

2For a range of different instantiations of the concept “rational”.
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kinds of attacks: (1) attacking the premises of an argument (usually
called undermine); (2) attacking the application of defeasible rules used
to infer a conclusion (usually called undercut); and (3) attacking the
conclusion–if this is inferred using a defeasible rule — of the argument
(usually called rebuttal).

In real-life, however, human agents often use ‘incomplete’ arguments
known as enthymemes. In the argumentation literature there have been
works on frameworks which explore how an enthymeme can be con-
structed from the intended argument and how the intended argument
can be reconstructed from an enthymeme. For example, in [102] the
author uses common knowledge (CK) between agents to show how real
arguments can be encoded by the sender and decoded by a recipient.
Specifically, an agent may omit premises of their intended argument
that they assume to be part of CK between the agents. The recipient
aims to understand these missing premises by referring to CK. In [29]
(an extension of the work presented in [102]), the authors propose a for-
mal framework for constructing and reconstructing enthymemes based
on relevance theory [177] which is grounded in two principles: maximis-
ing cognitive effect and minimising cognitive effort. There, two classes
of enthymemes are defined: (1) the implicit support enthymemes which
are enthymemes that do not include all the premises needed to entail the
claim of the argument they are constructed from; and (2) the implicit
claim enthymemes which are enthymemes missing some of the premises
of the argument they are constructed from as well as the claim of that ar-
gument. In Section 6.1, we examine more works on enthymemes, which
concentrate particularly on the handling of enthymemes in dialogues.

2.2 Formal models of dialogues

Both abstract and structured approaches to argumentation define binary
attack (or defeat) relations between arguments where the claims of the
winning (acceptable) arguments in the argument framework AF iden-
tify the non-monotonic inferences from the belief base instantiated in
AF . These approaches, initially defined for single agent (monological)
reasoning, can be generalised to dialogical models of distributed non-
monotonic reasoning in which two or more agents exchange arguments
and other locutions.
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Dialogue
types

Initial situation Individual
goal

Dialogue
goal

Persuasion Conflict of
opinions

Persuade other
party

Resolve or
clarify issue

Inquiry Need for proof Find and verify
evidence

Prove/disprove
hypothesis

Information-
seeking

Need Information Acquire or give
information

Exchange
information

Negotiation Conflict of Get what you Reasonable
interests most want settlement

both
can live with

Deliberation Dilemma or
practical choice

Co-ordinate
goals and
actions

Decide best
available
course of
action

Table 1: Types of dialogues proposed in [192].

Walton and Krabbe’s work [192] was one of the most influential re-
garding the typology of primary dialogue types. Each type of dialogue
depends on the initial information that participants have, their individ-
ual goals and the objective of the dialogue (see Table 1). A number of
these types of dialogue have been studied in detail by the argumentation
community. For example, see [158] for persuasion, [79] for information-
seeking, [28] for inquiry, [162] for negotiation and [130] for deliberation.
Walton and Krabbe’s list is not intended to be exhaustive, and not only
is it possible to identify kinds of dialogue beyond those in Table 13, but
also new dialogues can be formed by combining types of dialogues from
Table 1.

Here, we briefly describe common constituents of such dialogue sys-
tems.

3For example [62] does this by considering different combinations of initial situa-
tion.
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2.2.1 Constituents of dialogues

As described in [30], the most common constituents of argumentation-
based dialogues found in the literature are moves, dialogue history, pro-
tocol and, possibly, strategies4. We review each of these here.

Moves. Although different variations of moves can be found in the
literature, there are three basic pieces which constitute a move. These
are the sender of the move5, the locution of the move (which indicates
the type of the move, i.e. what an agent is allowed to utter using this
move), and the content of the move. Different locutions may be used
in different dialogue systems, but a common set include the following:
assert, accept, challenge, question, since and retract. They allow for
claims and their supporting arguments to be stated (or retracted), ar-
guments to be requested and questions to be asked. The content of a
move can be a formula ϕ built from some logical language, or even null.

Dialogue history. The dialogue history represents the moves made
during the dialogue and it is usually formalised as a non-empty sequence
of these moves. In most cases moves are indexed by the step of the
dialogue, where dk denotes the length k of the dialogue.

Protocol. The protocol of a dialogue determines the legal moves an
agent can make during a dialogue. Although it is impractical to desig-
nate the moves permitted for every possible dialogue state, simpler rules
can indicate what kind of move an agent is allowed to make. Such rules
can be turn-taking rules, relationship between locutions (e.g., if an agent
utters a question move, their interlocutor can reply only with a since
move) or commitment rules stating conditions upon which moves can
be made (e.g., if an agent has asserted ϕ and has not retracted it, then

4Note that while we recognise that modelling the beliefs of other agents [170],
and belief revision as a result of dialogue [153] are both important with relation to
dialogues, we consider them to be out of scope for this chapter, not least because
belief revision and argumentation are studied at length elsewhere [78].

5The sender is often considered to be either the proponent of an argument or
the opponent, since most work on dialogue considers just two participants (assuming
easy generalisation to many) and a more or less adversarial stance where one agent
(proponent) is trying to have the other accept the argument that they are making.
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asserting ¬ϕ will produce an inconsistent commitment store CS for the
agent).

Strategy. A strategy is a mechanism for deciding an agent’s move.
This can be determined by the agent’s objective (e.g., preserving ratio-
nality principles or “winning" the dialogue). Formally, a strategy SAg

of an agent Ag may be perceived as a function SAg : D ×KAg −→ 2M ,
where D denotes the dialogue history, KAg the private knowledge base
KB of Ag and M the set of moves. If there is no probability distribution
over the possible dialogue moves of agents then a strategy is determin-
istic, whereas a strategy which returns only a single move is called de-
cisive. A common practice for dialogue systems that employ strategies
is for these to depend on the previous move made in the dialogue.

2.2.2 Persuasion dialogue systems

In persuasion dialogues, two or more participants try to resolve a con-
flict of opinion, each trying to persuade the other participant(s) to adopt
their point of view. Many papers examine persuasion dialogues; and dif-
ferent features in combination with such dialogues are investigated, such
as opponent modelling (e.g., [92, 147]), planning (e.g., [26]), decision
trees for strategising (e.g., [93]), probabilities (e.g., [105]) and natural
language processing (e.g., [54, 163]). We briefly introduce some impor-
tant formal models of dialogue systems [158, 159] that capture persua-
sion so that it is easier for the reader to understand the main aspects of
practical applications concerning persuasion dialogues presented later.

Walton and Krabbe’s paper [192] describes the “Permissive Persua-
sion Dialogues” (PPD) system (amongst other systems capturing differ-
ent types of dialogues). In PPD, dialogues have no context, and include
two participants (P and Op) which may declare assertions and conces-
sions in an implicit preparation phase before the dialogue commences.
Each one is considered the proponent of their own assertions and op-
ponent of the other participant’s initial assertions. The communication
language includes challenges, (tree-structured) arguments, concessions,
questions, resolution demands, and two types of retraction locutions for
commitments. The logical language used is propositional logic, and the
inference rules are deliberately incomplete to reflect the complexity of
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natural language. Participants commit to the premises of the arguments
they move, but arguments may be incomplete, leaving room for further
exploration (these may also be perceived as enthymemes, but a further
discussion on dialogue systems that deal with enthymemes will follow
later).

The protocol is guided by the participants’ CSs and the content of
the move made in their last turn. P starts the dialogue, and in the first
turn, both P and Op either concede or challenge each other’s initial as-
sertions. Each turn, a participant is obliged to reply to all moves made
in the other player’s last turn, except concessions and retractions. Mul-
tiple replies are allowed, and alternative arguments for the same asser-
tion can be made. Counterarguments are not permitted. The protocol
is non-deterministic, multi-move and multi-reply, but postponement of
replies is not allowed. Challenges, concessions, retractions and questions
are always related to commitments. A participant cannot challenge or
concede their own commitments. Inconsistent commitments can be re-
solved, and implications between commitments may require concessions
or retractions. The outcome of the dialogue is determined by the partic-
ipants’ commitments, and the dialogue terminates after a predetermined
number of turns.

In [155], a dialogue system between two “players” is described. The
dialogue concerns a single topic and each participant has their own KB
which itself may be inconsistent. The communication language allows
for participants to move claims, challenges, and concessions during the
dialogue, but there is no explicit reply structure. Claims can pertain
to individual propositions or sets of propositions, and the logic em-
ployed is non-monotonic. Arguments are classical proofs from consistent
premises, and arguments attack other arguments by negating a premise
of their target. Conflict between arguments is resolved using a preference
relation on the premises. The system utilizes grounded semantics to de-
cide acceptability of arguments. Arguments can be implicitly moved as
a claim ψ replying to a challenge of another claim ϕ, given that ψ is con-
sistent and ψ contradicts ϕ. The system defines commitment rules, but
(contrary to Walton and Krabbe’s system [192] discussed above) these
rules neither determine legal moves nor the outcome of the dialogue.
A CS is only used as a supplementary KB to access an interlocutor’s
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knowledge revealed during the dialogue.
An important aspect introduced in this system is the assertion and

acceptance attitudes of players, which they must adhere to throughout
the dialogue. These attitudes are defined in relation to the player’s pri-
vate KB, which does not change during the dialogue, and both players’
CSs, which may change during the dialogue (see [155] for details). Play-
ers’ attitudes influence their moves during the dialogues. Although there
are works (e.g., [158, 192]) defending the idea that a dialogue protocol
should only enforce coherence of dialogues, [155] argues that a dialogue
protocol should refer to private KBs to ensure rationality and honesty
of players. As a result, a formal definition of a protocol is given where
the assertion and acceptance attitudes of players partly dictate the legal
moves of the system, as well as termination of a dialogue. The win-
ner of a dialogue is not defined, but the possible outcomes are defined in
terms of the propositions claimed and conceded by participants. Finally,
the protocol is unique-move, unique-reply and deterministic, with some
exceptions (see [155] for details).

In [157], Prakken establishes a general dialogue framework, assuming
two participants, whose purpose is to formally describe the components
needed to formalise any kind of dialogue. Specifically, his initial dialogue
framework is general enough to capture various kinds of dialogue from
Walton and Krabbe’s typology [192], whereas later he specifies locutions
and rules which are used to model persuasion dialogues (called liberal
dialogues). Prakken is non-committal on certain specifics, except for an
explicit reply structure between moves. Moreover, he explores different
protocols (of varying degrees of complexity) for regulating dialogues and
the belief bases of participants do not influence the dialogues’ protocol.

Prakken also defines the dialogical status of moves made in a dialogue
so that: (a) different turn-taking and termination rules are examined as
well as the relevance of moves; and (b) a correspondence is established
between the dialogical status of the initial move of a dialogue (whose
content is the topic of the dialogue) and the justified arguments in sup-
porting the dialogue topic. An argument is presented as a tree whose
nodes are elements of the logical language, the edges between them de-
pict either strict or defeasible inference rules, the root of the tree is the
conclusion of the argument and its leaves are the argument’s premises,
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similar to ASPIC+. The locutions introduced for modelling persuasion
dialogues in [157] are claim,why, concede, retract and argue. The dia-
logical status of a move can be either in or out. The author represents
a dialogue as a tree where each node n is a move, and a child of n (if
any) is a reply to n.

Additionally, the notion of logical completion of a dialogue is in-
troduced, which means that if there is an argument A that can be con-
structed from the content of the locutions exchanged during the dialogue
which defeats an argument B asserted by a participant, then A is moved
against B for each occurrence of B in the dialogue (since an argument
may be moved multiple times in a dialogue; and each time is represented
as a different instance in the dialogue tree). Furthermore, the partici-
pant Ag making the first move m0 in the dialogue is the winner of the
dialogue if and only if m0 is in, otherwise its counterpart Ag′ is the
winner of the dialogue. Termination is defined as the situation where
a player is supposed to move but has no legal moves. Alternative and
postponed replies are allowed, and the instantiations of protocols de-
scribed are multi-move and multi-reply. Finally, it is worth mentioning
that the author produces some soundness and fairness results stating
that, for a finite logically completed liberal dialogue, Ag wins the dia-
logue (under the grounded semantics) if and only if using the contents
of the locutions exchanged during the dialogue, a justified argument in
support of the topic of the dialogue (i.e., the content of the first move,
m0, made in the dialogue) can be constructed.

2.2.3 Inquiry dialogue systems

In inquiry dialogues, participants collaborate to answer some question(s)
that they could not answer on their own. Comparatively little work has
been done on inquiry dialogue protocols that employ argumentation.
We briefly describe two important papers related to this field. Later
on in this chapter, we present practical applications concerning inquiry
dialogues that implement characteristics discussed below.

As mentioned earlier, [155] presents some protocols for different types
of dialogues. Most of the characteristics discussed in this chapter, in
Section 2.2.2, for the same paper [155] also hold for inquiry dialogues,
i.e. the number of participants and locutions allowed; the logic is non-
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monotonic; arguments are still classical proofs from consistent premises
and not directly moved, but implicitly; and the commitment rules do
not determine legal moves nor the outcome of the dialogue. However,
since agents work together, they do not attack each other’s arguments
but only challenge them. Agents’ assertion and acceptance attitudes
influence the protocol of the dialogue in this case, too. Additionally,
two different protocols are described, since the first one (assert) is so
simple that it includes flaws which the authors try to address (e.g., a
proof might not be allowed to be found even though it is available to the
agents if they moved different sets of assertions). Although the second
protocol (accept) presented deals with the issues of the first protocol,
again the authors mention that there is room for improvement (e.g., in
the second protocol, only one agent dictates assertions, which are also
restricted to be connected to what is already uttered). Finally, although
the first protocol presented is unique-move and unique-reply, the second
one allows for multiple moves and replies.

In [28], a general inquiry dialogue system between two participants
is introduced where a strategy for each agent for picking a unique move
to make in each step of the dialogue is also developed. Specifically, at
first, the authors give a general definition of a dialogue which allows for
other types to be considered within their framework, whereas later they
provide protocols for two different types of inquiry dialogues: (1) an ar-
gument inquiry dialogue, which allows participants to share knowledge to
jointly construct arguments; and (2) a warrant inquiry dialogue, which
allows participants to share knowledge to jointly construct dialectical
trees (i.e., a tree with an argument at each node in which a child node
is a counterargument to its parent). In an argument inquiry dialogue,
the agents exchange beliefs in order to jointly construct arguments for
a particular claim, but the acceptability of the arguments constructed
cannot be determined. However, in a warrant inquiry dialogue, the ac-
ceptability of a particular argument is examined by jointly constructing
a dialectical tree that collects all the arguments that may be relevant to
the acceptability of the argument in question.

The authors use DeLP to represent not only beliefs and arguments,
but also preferences over arguments to decide successful attacks. The
dialectical status of an argument in a dialectical tree is either D, for
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defeated arguments, or U , for undefeated ones. The locutions allowed
are: open, assert and close. For an argument inquiry dialogue, the
topic of the dialogue is a defeasible rule, whereas for a warrant inquiry
dialogue, its topic is a defeasible fact. The termination of a dialogue
(in both cases) is defined as the consecutive appearance of two close
moves. Essentially, this means that both participants must agree to the
termination of the dialogue (as they alternate moves). Both agents have
a CS, but there is also a shared query store, defined as the set of literals
that could help construct an argument for the consequent of the topic of
an argument inquiry dialogue (during the dialogue, participants try to
provide arguments for the literals in the query store). The outcome of
an argument inquiry dialogue is defined as the set of all arguments that
can be constructed from the union of the CSs and whose claims are in
the query store, whereas the outcome of a warrant inquiry dialogue is
determined by the dialectical tree that is constructed from the union of
the CSs: the topic of the dialogue is warranted if and only if the root
of the dialectical tree is undefeated.

2.2.4 Information-seeking dialogue systems

In information-seeking dialogues, the goal of the dialogue is the exchange
of information where a participant wants to acquire some information
they are not aware of from their interlocutor who tries to fulfill that
request. To the best of our knowledge there are not many works on
dialogue systems designed specifically for information-seeking dialogues.
Instead, general dialogue systems have been examined as to how they
could be used to instantiate this type of dialogues. Below we present
how an information-seeking framework has been considered in [155].

Most of the characteristics discussed in this chapter, in Sections 2.2.2
and 2.2.3, for the paper [155] also hold for information-seeking dialogues,
i.e. the number of participants and locutions allowed; the logic is non-
monotonic; arguments are still classical proofs from consistent premises
and not directly moved, but implicitly; and the commitment rules do
not determine legal moves nor the outcome of the dialogue. However, in
this case, the dialogue starts with a question from participant A towards
their interlocutor B regarding a proposition p. The dialogue is similar
to an inquiry dialogue, where agents cannot attack each other’s argu-
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ments, but only challenge them and provide support for them. Agents’
assertion and acceptance attitudes influence the protocol of the dialogue
in this case, too. Later on, authors discuss interesting properties that
characterise their protocol, some of which are true for any assertion and
acceptance attitudes of participants, whereas some others depend on
these attitudes.

2.2.5 Negotiation dialogue systems

In negotiation dialogues, participants try to resolve a conflict of inter-
est by reaching a deal that all the parties can live with. Although
much work has been done in the development of theoretical negotiation
dialogue frameworks, only a little work has been done on practical ap-
plications that consider negotiation dialogues which account for human
agents. We briefly present two influential works in this topic, and later
in Section 4.3.5 we examine related applications found in the literature.

In [154] an argumentation-based framework for negotiation dialogues
is proposed where the associated protocol that governs the dialogue
is presented as a state machine. The locutions of this protocol are:
proposal (used to open the dialogue suggesting a solution to the prob-
lem that the agents face, or offer a proposal at a different stage in the
dialogue), critique (used to provoke an alternative proposal), counter−
proposal (which is a proposal that is made as a response to a previous
one), accept (used to accept a proposal showing that an agreement is
reached and the dialogue terminates) and withdraw (used by a partic-
ipant to leave the dialogue showing that no agreement is reached and
the dialogue terminates). Note that agents may make counter-proposals
without waiting for a response to a previous one, and the participants
of the dialogue are assumed to be two although they can be more.

While describing their introduced locutions and protocol, the au-
thors refer to the notion of explanation which they define as additional
information explaining why a proposal, counter-proposal or critique was
made. Essentially they present a pair p = (Γ, ϕ) consisting of an ut-
terance ϕ and an explanation Γ as an argument where Γ is a set of
formulae available to an agent. To construct arguments, the authors
use classical first-order logic. Arguments are used as part of the content
to the locutions described above. They also define rebut and undercut
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from an argument A towards an argument B as an attack from A to
the conclusion and premise(s) of B, respectively, but also mention that
attacks on stated inference rules can also take place without extending
their discussion on this topic.

Notice that a reason for using first-order logic, is because the agents’
architecture follows the BDI model (Belief-Desire-Intention), thus each
of these components can be represented as a predicate in the communi-
cation language of the agents. Additionally, because of their BDI model,
they define conflicts between agents as agents having opposite intentions,
or an agent intending to change the mental state of their interlocutor.
Finally, classes of acceptable arguments are also defined, so that the
agent can determine how strongly it objects to a proposal as well as
evaluate it internally before sending it as a proposal to the other agent.

In [5], the authors provide another protocol for negotiation dialogues,
which is based on abstract argumentation to instantiate arguments.
Specifically, an argument is defined as a pair A = (H,h) where h is
a formula of a propositional language L, and H is a set of formulae of
L such that H is consistent, H ⊢ h and H is minimal with respect to
set inclusion. The KBs of the participants may be inconsistent and an
undercut between arguments is defined as a case where the conclusion
of one argument A contradicts one of the elements of the support of
another argument B. A preference ordering between arguments is also
taken into account to determine successful attacks and, thus, acceptable
arguments.

Later, a protocol is given which assumes two participants, describes
the legal moves of the dialogue and defines an argument dialogue as a
sequence of such moves. Argument dialogue trees are also defined, where
each branch of this finite tree is an argument dialogue, and winning
criteria are also discussed. Additionally, the authors assume that agents
have a set of beliefs, desires and intentions (i.e., following a BDI system
as the work examined above), but focus on the set of beliefs.

Finally, authors in [5] also discuss how they expand the logical lan-
guage so that it includes implications, how CSs of agents are considered
and how these are updated based on the moves the agents make during
a dialogue. Particularly, the authors present the locutions they employ
in their protocol, the rationality behind them, the available responses as
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well as the effect of these locutions in the CSs of participants.

2.2.6 Deliberation dialogue systems

In deliberation dialogues, participants need to jointly decide on an action
or a course of action. Here, we briefly describe two important works
related to this field. Later on in this chapter, applications with similar
features are discussed.

In [130] the authors develop the first formal framework for deliber-
ation dialogues called Deliberation Dialogue Framework (DDF). After
presenting the characteristics that differentiate deliberation dialogues
from other types of dialogue, the authors present a formal model of de-
liberation dialogue which consists of eight stages. To define these stages
the authors describe some necessary features (types) such as actions,
goals, constraints, perspectives, facts and evaluations. Notice that later,
using a sentential language, sentences moved during the dialogue are in-
stances of these types. The stages characterising deliberation dialogues
are: Open (i.e., where the dialogue starts with a question regarding what
is to be done), Inform (i.e., where agents discuss desirable goals, con-
straints on actions, evaluation of proposals and facts relevant to eval-
uation), Propose (i.e., where agents suggest possible actions-options),
Consider (i.e., where agents comment on proposals), Revise (i.e., where
agents revise goals, constraints, perspectives and actions-options), Rec-
ommend (i.e., where agents suggest an option for action and either they
accept it or reject it), Confirm (i.e., where agents confirm the acceptance
of their choices), and Close (i.e., where agents close the dialogue). The
authors also specify that the aforementioned stages may occur in any
order and participants can visit them as often as they desire, as long as
they obey to some rules that the authors describe in the paper (see [130]
for details).

Later on in [130], the locutions that enable DDF are presented.
These are: open_dialogue, enter_dialogue, propose, assert, prefer,
ask_justify, move, reject, retract, withdraw_dialogue. Details on
the contents of such locutions are also discussed, as well as the effects
of these locutions in the CS of the participating agents (which are pub-
lic, but only the participant’s own utterances lead to additions into its
CS). Of course, a protocol with rules on relationships between the lo-
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cutions is also given (e.g., which locutions may be used as a response
to ask_justify), but is considered relatively liberal. Additionally, the
authors associate locutions to each stage given earlier. Finally, they
evaluate DDF and the associated protocol by comparing it to human
deliberation dialogues, considering their protocol from the perspective of
the deliberation processes it implements and considering the outcomes,
if any, that deliberation dialogues conducted under the DDF protocol
achieve.

Another notable deliberation dialogue system is proposed in [112].
This work is based on [157] described earlier in Section 2.2.2. Thus,
the deliberation system proposed in [112] provides, similarly, an explicit
reply structure, a turntaking function and a termination rule, dialogical
statuses of moves similar to the ones discussed in Section 2.2.2 (ensuring
coherent dialogues), different protocol rules (which can be added/dis-
carded depending on the domain) and an anytime outcome which can
also be used to decide the winner of the dialogue at that particular mo-
ment. Note, arguments here are formed using inference trees of strict
and defeasible rules, grounded on the formalism of arguments in [160].

The authors, however, had to make some modifications to the sys-
tem presented in [157] so that their system accommodates deliberation
dialogues. Firstly, more than two participants are allowed in [112]. Ad-
ditionally, notions such as relevance and protocol rules had to be revised
accordingly, and multiple proposals (instead of just one claim) are dis-
cussed during the dialogue. Moreover, the dialogue outcome is no longer
a direct result of the moves. Finally, a winning function is needed to
select a single action from all actions that are proposed, or possible none
if there is no acceptable option.

3 Implementation building blocks

As noted above, the previous section covered the theoretical basis of
computational argumentation and the work on argumentation-based di-
alogues that was built on that theoretical basis. In this section we now
look at some of the software tools that have been developed to sup-
port argumentation-based dialogue. Many of these have been devel-
oped as implementations of that theoretical basis — for example, given
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the description of formal dialogues, it is clear that an implementation
could benefit from a tool that computed the extensions of a set of ar-
guments — and the mainstream of work progressed assuming that the
route to argumentation-based dialogue software systems would always
be through implementing formal models. However, more recently, the
successes of natural language processing6 has led to a second branch of
work on argumentation-based dialogues, that which is based on NLP-
derived chatbots. We therefore take a quick look at some of the work in
that direction.

3.1 Components of an argumentation-based dialogue sys-
tem

In considering the tools, it is helpful to identify some common compo-
nents of argumentation-based dialogue system architectures, as shown
in Figure 2. Taken together, these components represent a super-set of
the components implemented in the set of applications discussed in this
chapter. The diagram is meant to be neither prescriptive nor exhaustive.
As the remainder of the chapter unfolds, the reader may find it helpful
to refer back to this figure to understand the types of components im-
plemented in the systems discussed and how they are placed within an
overall schema.

Note that we separate the components into “Front End” and “Back
End” elements. In programming, back-end is a commonly used term
to describe the underlying infrastructure that drives the involved ap-
plication. In the context of implementations of argumentation systems,
reasoning engines, for example, fall into this category. Their task is to
steer the decision-making processes, thus guiding the software towards
its goal. We consider back end components in Section 3.2.

Computational argumentation is not only leveraged for back-end
purposes. Argument graphs, for example, represent an informative way
to display pieces of knowledge and the relations subsisting between those
pieces. Such visual and interactive elements constitute (part of) the user

6The confluence of argumentation and natural language processing (NLP) has
been long in the making, with the Argument Mining workshop in its 11th year, as of
the time of writing, and the workshop on Computational Models of Natural Argument
about to have its 24th instantiation.
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Figure 2: Architecture components. “Front End” and “Back End” sep-
aration is indicated.

interface, that is to say, the front-end component. For this reason, it is
worth reviewing the existing argumentation-based dialogue applications
that have both back and front-end argumentation-related components.
We call these end-to-end argumentation components, and we consider
these in Section 3.3.

3.2 Back-end argumentative implementations

One of the main purposes of computational argumentation is to enable
the resolution of conflicting knowledge, thus allowing for a selection of
the most appropriate (i.e., justified) pieces of information. “A decision is
a choice between competing beliefs about the world or between alternative
courses of action. [...] Inference processes generate arguments for and
against each candidate. Decision making then ranks and evaluates candi-
dates based on the underlying arguments and selects one candidate as the
final decision. Finally, the decision commits to a new belief about a situ-
ation, or an intention to act in a particular way.” [84]. Decision-making
processes can be encoded as problems whose solutions are rendered by
the computation and evaluation of AFs: an argumentation engine is es-
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sentially a reasoning tool driven by the same logic and process. The
resulting acceptable entities provide a strong (logical) rationale for and
against a given decision, while also leaving space for further delibera-
tion [69]. Such an argumentative decision-making apparatus can be a
useful addition to real-world software applications concerning defeasi-
ble reasoning, as advocated by the comprehensive study of Bryant and
Krause [36]. Without any claims of completeness, we now provide a
brief overview of one of the most common types of component of rea-
soning engines leveraged by argumentation-based dialogue applications:
the solvers.

A specialized piece of software that encodes and provides the so-
lution to a particular computational problem is known as a ‘solver’.
Popular stages where a plethora of different solvers for abstract ar-
gumentation decision procedures are presented are the ICCMA (In-
ternational Competition on Computational Models of Argumentation)
events [24, 86, 106, 118, 185]. In this competition, various pieces of soft-
ware are evaluated according to their capabilities of addressing compu-
tational argumentation-related reasoning challenges in connection with
specific σ semantics: for example, the enumeration of σ-extensions in
the AF and the credulous and sceptical membership of a particular
argument to at least one (credulous) or each (sceptical) σ-extensions.
Among these computational argumentation solvers, we can acknowl-
edge AFGCN v2 [129] and PYGLAF [2], both of which harness Python
scripts to achieve the desired results. In particular, AFGCN v2 leverages
an approximation method based on the Graph Convolutional Network
(GCN), whereas PYGLAF combines Circumscription [133] and SAT
solvers.

Similarly, SAT encodings and solvers are employed by µ-toksia [140]
(either Glucose [9] or Cryptominisat [176]), FUDGE [184] (whose re-
duction-based method and sophisticated encodings ensure an optimized
procedure over the benchmark) and Crustabri [117]. The latter stems
from a rewriting of CoQuiAAS [116] developed using the Rust language.
Other examples are FARGO-LIMITED [182], an approximate reasoning
tool that relies on a variant of the standard DPLL search algorithm [23]
and HARPER++ [183], a solver whose operations hinge on the grounded
semantics and its properties. It is also worth mentioning ASPARTIX-
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V21 [74] and ASPforABA [122], both of which make use of Answer-Set-
Progrmamming (ASP) encodings for, respectively, abstract and struc-
tured (ABA [72]) computational argumentation tasks. Leveraging a dif-
ferent approach, ConArg [25] takes advantage of Constraint Program-
ming (CP) techniques and heuristics (via a specific C++ toolkit) to
provide its output. Finally, A-Folio DPDB [82] resorts to an inven-
tive solution by leveraging DPDB (i.e., a general framework designed to
address counting tasks via dynamic programming and database manage-
ment system [83]) adapted for computational argumentation reasoning
purposes. We conclude the list by mentioning AGNN [63], an Argumen-
tation Graph Neural Network that learns how to predict the likelihood
of an argument being credulously and sceptically accepted.

3.3 End-to-end argumentation implementations

The work in the previous section largely consisted of implementations of
formal systems. Here we start by considering end-to-end systems that
are based on formal models before turning to chatbots.

3.3.1 Panoptic engines

Similarly to solvers, panoptic (or all-encompassing) engines are suites
of different pieces of software that perform specific calculations concern-
ing computational argumentation semantics. However, unlike standard
solvers, those engines are designed to provide additional functionalities
and customisation tools (e.g., knowledge base manipulation, domain se-
lection, underlying logic adptation, graph visualization). Among these
reasoning tools, we can include ArguLab [156] which computes (and
graphically visualizes) the extensions of an AF, engages in structured
dialectical exchanges to prove the acceptability of the justified argu-
ments and incorporates considerations of judgement aggregations [45]
to handle the stance of groups of agents.

Other examples are Prengine [101] and PyArg [34], both imple-
mented in Python. The latter is a comprehensive tool capable of ex-
ecuting different computational argumentation tasks, including AFs (ei-
ther abstract or structured) generations, evaluations and visualization.
Prengine is instead designed as a multi-purpose engine that handles

22



Applications of Argumentation-based dialogues

Probabilistic Assumption-based Argumentation (PABA [73]) by trans-
lating Probabilistic Argumentation (PA) models into PABA, implement-
ing inferences about arguments likelihood and computing their seman-
tics. Even NEXAS [66] harnesses Python (in particular, the pandas
library7) to provide an interactive exploration of the solution space, sta-
tistical analysis and a correlation matrix for the acceptance of individual
arguments for the selected semantics.

On the other hand, Argue tuProlog [37] leverages a reasoning core
Java-based Prolog to specify whether a claim can be argumentative
and evaluates the outcome by tracing an argument game envisaged to
prove such a claim. Another Prolog-implemented engine is CaSAPI [85],
whose features include supporting users’ customisation regarding argu-
ment, semantics and domain selection within the ABA framework. Fur-
thermore, we can also acknowledge IACAS [189] as being one of the
oldest prototypes of an argumentation engine whose purpose concerns
the evaluation of arguments via two-party immediate response disputes.
Finally, ArgTrust v1.0 [180] is an argumentation engine implemented
in Java, whose underlying methodology [179] reasons over data by as-
signing values to the arguments (and their relations) depending on how
much the source is ‘trusted’. A later version, ArgTrust v2.0 [173], was
implemented in Python and MySQL and facilitated an interface for users
to interrogate the underlying AF .

3.3.2 Chatbots

Finally, we look at chatbots. These are conversational software systems
designed to mimic human discourse mostly to enable automated online
guidance and support [39], thus allowing humans to interact with digital
devices as if they were communicating with a real person [146]. These
computer programs generate responses based on given inputs producing
replies via text or speech format [11, 175] employing different archi-
tectures [61]. Indeed, the long history of such conversational agents
stems from rule-based, scripted template chatbots (e.g., the famous
ELIZA [195]), whose replies are predefined and returned according to a
series of NLP-encoded rules. The field has advanced towards retrieval-

7https://pandas.pydata.org/
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based architectures (e.g. A.L.I.C.E. [191]), in which responses are in-
stead pulled from a corpus of sentences according to the received input,
and most recently centres on generative models, for example the well-
known ChatGPT8. The generative architecture, which grants an agent
the ability to formulate its own original responses rather than relying
on existing text, hinges on the recent Transformer technology [188] that
revolutionized the entire field of chatbot research9. Interactive agents
engineered upon such a Transformer-based structure convey impressive
performances within open-domain conversations (although they are not
immune from various shortcomings [144]), while previous bot architec-
tures could only aim at closed-domain conversations10. While chatbots
are not, in general, argumentation-based, we mention them here because,
as we will see, there have been recent efforts to develop argumentation-
based chatbots.

Note that chatbots can be considered end-to-end software imple-
mentations11 where an underlying response architecture elaborates the
replies to be sent into a specifically designed chatbox. Here, the user
will be able to interact and dialogue with the bot in text or speech
format. This ability is attractive from a user interface point of view
and is one of the reasons that chatbots are an interesting element of an
argumentation-based dialogue system.

4 Selected applications
Having briefly clarified the background notions underpinning the whole
chapter, we are ready to dive into a discussion of existing applications
of argumentation-based dialogue. We do this according to dimensions
described in Section 4.1 as well as components of the dialogue and the
employed argumentation framework. Overall, we did not draw a strict
line, and we opted for a comprehensive review by including all the per-

8https://chat.openai.com
9Arguably transformers have revolutionized the whole of NLP, as well as having

found applications in related fields such as computer vision and genomics.
10A comprehensive survey of chatbot history can be found in the work of

Adamopoulou and Moussiades [1], whereas a review of Transformer-based conversa-
tional models has been conducted in the study by Zhao et al. [201].

11Hence their inclusion here.
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tinent research we could find. Our survey has not been constrained by
dates of publications (although, where feasible, we preferred the latest
version of a particular line of work), domains or evaluation method: we
were only concerned with the application of argumentation-based dia-
logues, whether fully-fledged developed or just sketched, whether their
structures relate to back, front or end-to-end operations, irrespective of
the dialogue protocol, software tool or dataset (if any) adopted.

We start, in Section 4.1 by presenting ways to structure the liter-
ature on argumentation-based dialogue systems — see Tables 2 and 3,
justifying the analysis and discussing some aspects of it. Then we pro-
ceed to examine individual systems. First, in Section 4.2 we describe an
application, implemented in the health sector by a team inclduing many
of the authors, as a use-case study. We do so because it represents a
complete system of a dialogical application, comprising of all the com-
ponents introduced in Figure 2. Thus, it represents a good example of
the desired pieces and features of a fully-developed (in the sense of both
back and front-end) dialogical application in the field of argumentation.

Next, we broaden the discussion under two main headings. First,
in Section 4.3 we discuss systems that are built on theoretical models
like those introduced in Section 2. Then, in Section 4.4 we look at
work on chatbots, reflecting the more recent work that has grown out
of research in the natural language processing community. In both of
these latter sections, we draw on the distinction between dialogue types
(see Section 4.1) as a way of structuring the discussion.

4.1 Methodology

In this section, we describe ways of structuring the current literature
on applications of argumentation-based dialogues that we use in the
remainder of the chapter. Tables 2 and 3 identify six different dimensions
that we use as a basis for comparison: application domain, user
interface, dialogue type, data sets, software tools and evaluation.
The references cited in this table are discussed in detail in Sections 4
and 5. Here we limit ourselves to a few, more obvious remarks: that
health applications dominate (though this is perhaps skewed by our work
on CONSULT, see below); that persuasion and inquiry dominate in
terms of the Walton/Krabbe classification; that much work is evaluated
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Application domain
health [12, 49, 52, 55, 77, 109, 113, 139, 165, 200]
other [6, 16, 21, 33, 46, 54, 95, 111, 121, 151,

163, 171]
Dialogue type
inquiry [21, 109, 139, 142, 151, 171, 200]
deliberation [109, 139, 165]
persuasion [6, 33, 46, 54, 55, 95, 96, 121, 163, 165,

171]
information-seeking [96, 151, 165, 171]
negotiation [16, 111]
Evaluation
formal proofs [33, 46, 81, 109, 121, 142, 151, 200]
human participants [6, 54, 55, 111, 163]

Table 2: Ways to structure the literature on argumentation-based dia-
logues: Application domain, dialogue type and evaluation method.

formally, as one would expect from a literature with its roots in formal
logic, but that an increasing number of papers include some kind of
human-participant study; that there is no consensus on what software
tools to use; that a large (and growing) number of systems make use
of some form of chatbot, perhaps in response to the natural dialogic
approach of argumentation; and few existing systems are data-driven
despite the existence of a number of existing datasets.

The formal concepts of both abstract and structured argumentation
frameworks, along with the notion of argumentative-based dialogue pro-
tocols, yield several software implementations that are reviewed in the
following sections.

4.2 Consult: argumentation-based dialogue in decision
support

We start by discussing an argumentation-based dialogue system which
was developed by the authors of this paper as part of the CONSULT
decision support system.
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Software tools
ASPARTIX [49, 52]
ArgTrust v1.0 [171]
JADE [200]
DGEP [18, 21, 142, 174]
WFS [139]
JaCaMo/Dial4JaCa [76, 150]
Tweety [109]
JackT M [16]
programming languages
only

[33, 46, 111]

User Interface (UI)
chatbot [6, 12, 49, 52, 54, 55, 91, 95, 96, 113, 163,

165, 171]
(other) use of NLP [21, 76, 81, 142]
simple UI [21, 33, 46, 109, 111, 121, 142, 200]
Data sets
ACKTUS [200]
National Service Centre
E-Crime Dutch Police

[21, 142]

AIFdb [18, 121, 174]
EDiC [111]

Table 3: Ways to structure the literature on argumentation-based dia-
logues: Software tools, user interface, and data sets.

Decision support systems (DSS) represent valuable tools that assist
human users in making well-informed choices via the provision of per-
tinent recommendations. In the healthcare sector, such DSS prove to
be especially useful for a number of reasons, including patient safety,
cost containment and improved quality of documentation [178]. Indeed,
there exists a long history of expert systems in the medical domain
field [164] that can be traced back to MYCIN [168]. Clinical decision
support systems (cDSS) are mostly characterised by machine learning
approaches, although the literature also comprises a number of cDSS
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driven by computational argumentation as the underlying reasoning pro-
cedure [58, 64, 115, 143]. Surely, as highlighted by Lindgren et al. [125],
this is a thriving area for argumentation since it can handle the conflict
of knowledge occurring when multiple stakeholders are solicited with
regard to specific medical cases.

In particular, CONSULT [12, 77, 113] is a data-driven cDSS that
leverages an argumentation reasoning engine to help patients manage
their conditions in collaboration with healthcare professionals12. The
system receives multiple inputs (coming from different wearable well-
ness sensors, clinical guidelines, the patient’s preferences and electronic
health record), which then encodes and structures as arguments. The
reasoning engine runs on the ASPARTIX solver [75] and computes rec-
ommendations by instantiating textual explanation templates with ac-
ceptable (according to Dung’s semantics) arguments [114]. The outcome
of this operation is stored in an internal repository of the cDSS whose
elements feed the EQRbot, the chatbot responsible for interacting with
the patient [52, 49].

Drawing from a previous dialogue framework [165], the EQRbot en-
gages in an Explanation-Question-Response (EQR, hence the name of
the chatbot) dialogue starting from the instantiations of the homonym
argument scheme, embedding the initial CONSULT recommendation,
and then proceeding by clarifying any additional follow-up user ques-
tion. The implementation of the dialogue presented in [49] is still lim-
ited and may be extended in the future by including the full spectrum of
available locutions of an Explanation-Question-Response dialogue (orig-
inally sketched in [132]) according to the formalization of [47, 51]. The
advantages of such a protocol comprise the following. First, a simple
design that avoids meta-level locutions to manage the dialectical inter-
play whilst conveniently embedding multiple dialogue types. Compared
to other dialogues that require a Control Layer, the simplicity of the
EQR design favours its implementation. Second, EQR exchanges of
arguments result in interactions satisfying desirable properties of ex-
planations (i.e., exhaustivity, selectivity, transfer of understanding and
contextuality). Lastly, the information conveyed by a terminated EQR
dialogue proves to be justified by a number of compelling reasons. In-

12The overall (microservice) architecture of CONSULT can be found in [57].
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deed, such an explanation produces sound and complete results with
respect to Dung’s AF s admissible semantics, thus allowing evaluation
of the EQR dialogue moves using any proof theory, algorithmic pro-
cedures or methodologies semantically associated with computational
argumentation.

The next two sub-sections contain more examples.

4.3 Applications based on formal models

This section reviews implementations of argumentation-based dialogues
based on the theory summarized in Section 2. We start by covering
software tools that can be used to implement dialogues and then move
to look at individual applications. We structure this latter part of the
current section using the Walton and Krabbe typology.

4.3.1 Tools for implementing a dialogue

The DGEP (Dialogue Game Execution Platform) [18] is a system ca-
pable of interpreting dialogue game specifications which are expressed
in an amended version of the Dialogue Game Description Language
(DGDL) [196] named DGDL+13. Based on these specifications, DGEP14

generates dialogue templates [22], which are schematic representations of
individual moves in a dialogue, along with their replies and connections
to the underlying argument structure using the Argument Interchange
Format (AIF) ontology [59]. The AIF serves as an abstract core on-
tology for representing different theoretical and practical approaches to
argumentation, acting as an interlingua between various argumentation
approaches and enabling evaluation of arguments constructed in visual-
ization packages using different argumentation theoretic semantics [20].
The AIF also underlies the Argument Web [19], a linked data Semantic
Web structure containing numerous claims and arguments with different
relations between them. Thanks to DGEP, dialogue histories with ex-
plicit reply structures can be formed by combining multiple templates,

13The DGDL+ specification and example dialogue protocols can be found at
https://www.arg.tech/index.php/research/dgdl/.

14DGEP is available at https://github.com/arg-tech.
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allowing existing argument structures in the Argument Web to be nav-
igated and updated using dialogues.

DGDL+ includes several requirements as inbuilt predicates, such as
CS checks and role checks, and it provides a general-purpose predicate
for indicating arbitrary functions not defined in the protocol specifica-
tion. DGEP processes DGDL+ specifications as if it were a compiler,
converting them into an Abstract Syntax Tree (AST), and then further
transforming it into a Python data structure representing the hierarchy
of elements within the DGDL+ specification. The main goal of DGEP
is to execute dialogue games specified in DGDL+, building AIF graphs
and expanding the Argument Web. It develops the legal move list for
each participant and handles the instantiation of rule effects and other
parameters, like initial states, allowing agents to use the Argument Web
as their KB. Every turn, DGEP generates all legal moves and delivers
them to participants in the form of a 4-tuple, consisting of a moveID,
opener (informal indication of the utterance), reply (formal structure
of the move), and a fragment of AIF corresponding to the move. This
fragment provides information about the structure of the move, allowing
agents to create queries on AIF and extract relevant arguments. How-
ever, dialogue strategies for artificial agents are not fully implemented,
so move selection is random. Finally, DGEP updates AIF structures
during move execution based on theoretical accounts discussed in [22].
Note, a set of simple web service interfaces is provided which allows
clients for both autonomous agents and human interfaces to connect
and play instances of dialogue games.

DGEP is also the core of the modular architecture called Dialogue
Utterance Generator15 (DUG) introduced in [174]. DUG finds proposi-
tional content to instantiate abstract move types, provided by DGEP,
into concrete moves. Specifically, DUG uses content descriptors and as-
sociated content locators. Content descriptors describe how variables
in the “reply” object should be populated, whereas a content locator
provides content by querying a MySQL database. As a result, the reply
is given to a participant of the dialogue as a concrete legal move they
can make. If the result outputs multiple values, then a concrete move is
created for each piece of content. AIFdb [119], argument mining [120],

15DUG is available at https://github.com/arg-tech.
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logical representations or other queriable sources may be considered for
content instantiation.

4.3.2 Persuasion

Following the Walton and Krabbe typology and mirroring the previously
introduced formal models of dialogues, this subsection discusses three
systems for persuasion.

First we look at Polemicist [121]. Polemicist16 is a dialogical interface
for exploring complex debates from the BBC Radio 4 programme The
Moral Maze. It allows for the user to interact with software agents,
who act as the participants in the original programme, and explore the
topic as they wish, asking questions to delve into the areas they want.
The agents’ KBs are extracted from analysis of the original episodes
(represented in the AIF [59]).

Polemicist translates navigation of the generated knowledge graph
into a series of dialogical moves conducted according to the dialogue
game for persuasion from [158]. It uses a fixed protocol, defined in
DGDL [18], where the user is the moderator of the debate, allowing
agents to select topics and control the flow of the dialogue. Its inter-
face contains two panels, where the one lists the participants with green
and red highlighting showing their agreement or disagreement, respec-
tively, with the most recent point made. The other depicts the history
of the dialogue as well as a sub-panel which enables the user to either
ask the opinion of a participant or question the reasons why the partici-
pant’s opinion holds. Note that the dialogue history allows the user not
only to view the dialogue but also return to previous points, and listen
to the original audio associated with each text segment. Finally, it is
worth mentioning that the Polemicist relies on pre-annotated material
from AIFdb17 [119] to provide the responses of the software agents in a
dialogue.

Next we discuss DISCO [33]. DISCO, or, more correctly DIScussion
COmputation18 provides a web-based implementation of the Preferred

16Polemicist and other argumentation-related work can be found in http://www.
johnlawrence.net/projects.php

17http://www.aifdb.org/
18DISCO can be found at http://disco.cs.cf.ac.uk
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[43] and Grounded Discussion Game [41]. These two models [41, 43]
are theoretical models of persuasion that build on the earlier work of
[137]. DISCO is written in Javascript, and all computation is performed
on the client side. The motivation of the authors is to implement these
discussion games for the purpose of explanation. The user can choose to
open an existing AF (in a JSON file format) or construct one manually
by adding arguments and attacks to an initially empty canvas, so that
they can play either the preferred or grounded discussion game. The user
may choose to play as proponent or opponent and accordingly they take
turns in moving arguments (where a move by the user can be typed into
a text field, or can be selected by clicking on the relevant arguments).
For both games, if the computer has the role of the proponent, it will
win the game as it follows the associated winning strategy [42]. Finally,
DISCO provides additional features such as saving the AF (possibly as
an image), allowing the user to ask for recommendations regarding the
moves they can make and viewing the grounded labelling and associated
min-max numbering for the Grounded Discussion Game.

Finally, we look at Argument-Based Discussion using ASPIC− [46].
This is a variation of DISCO19 where the construction of arguments is
based on the ASPIC− framework, a variant of ASPIC+ where the defi-
nition of attack is more suitable for interactive applications [44]. Specif-
ically, rule-based arguments are constructed from an underlying KB,
stored in a text file, instead of abstract arguments. The demonstrator
is written in Python3, it does not require any non-standard libraries,
and has been tested to work under both Windows and Linux. Firstly,
propositions and strict rules are specified in the file, followed by defea-
sible rules where those in the same block have the same strength and
those in later blocks have a higher strength. Notice that defeasible rules
have names for undercutting. To start the application, one starts from
the command line adding as parameters −wl (for weakest link principle)
or −ll (for last link principle) or −do (for democratic order) or −eo (for
elitist order) [138]. After this step, a query to the inference engine is
made regarding whether a statement is justified or not (i.e., if the state-
ment is the conclusion of an argument in the grounded extension). After
the engine’s response, the user may ask for an explanation and start a

19ABDA can be found at https://github.com/Schirmi136/ABDA.
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discussion with the system. If the statement is justified, the system will
assume the role of the proponent and the user the role of the opponent,
otherwise the roles change correspondingly. At the moment, arguments
played in the game are written in a nested, machine readable way and
the target is for these to be given in natural language. The authors
motivate the use of natural language by briefly suggesting the medical
domain as an example for the implementation of their application.

4.3.3 Inquiry

Next we consider three argumentation-based dialogue systems that im-
plement inquiry dialogues.

We start with [200], where the authors present a multi-agent frame-
work designed to handle uncertain or inconsistent information in a dis-
tributed environment, and implemented in a clinical decision-support
system (called DMSS-W) for diagnosing dementia. Specifically, the sys-
tem involves a dialogue between a novice physician (PA) and a medical
domain expert (DA), which is represented by the system, where the
PA suggests a hypothetical diagnosis in a patient case. This is verified
through the dialogue if sufficient patient information is present, other-
wise the user is informed about the missing information and potential
inconsistencies in the information as a way to support their medical ed-
ucation. Notice that pragmatic evaluation is left as part of future work
and planned to take place in clinical practice. The framework builds
upon the inquiry dialogue introduced by Black and Hunter in [28], allow-
ing agents to collaborate in finding the best solutions and new knowledge
while also addressing inconsistencies. The dialogue system consists of
two participating agents, moves (which consist of the sender, the move
type, the dialogue type, and the topic of the dialogue), a protocol that
defines legal moves and other aspects of the dialogue system (such as its
outcome), as well as a dialogue history (see [200] for details on the pos-
sible values of these components). It incorporates possibilistic logic [70]
to build an argumentation system which captures uncertain information
and degrees of confidence in knowledge sources.

Practically, the system utilizes data from a platform called ACK-
TUS, a web-based tool for modeling medical knowledge into rules and
claims in natural language. The multi-agent system (MAS) is developed
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using the Java Agent Development Framework (JADE). By using JADE,
the authors can implement DA and PA as agents of MAS as well as de-
fine the components the agents have access to (e.g., their KBs and the
arguments they can instantiate) and generate dialogues between them.
Thus, JADE acts as the inference engine of DMSS-W. The dialogue be-
tween PA and DA leads to a diagnostic result, which is presented in the
DMSS-W user interface. The domain experts model interaction objects
(IOs) through ACKTUS and store them in the domain repository. Each
IO contains scales with different values to determine the level of cer-
tainty. The user answers questions in the interface by clicking on scale
values, which are used as state beliefs in reasoning. Rules are created
based on premises, conclusions are derived from the IOs, and possibilis-
tic values are assigned to these rules. As the reasoning process may lead
to conflicting arguments due to uncertain and inconsistent data in the
KBs, two different strategies are introduced so that the user may choose
which one they will use to manage the conflict.

The second system we consider is that of [139]. Here, a cooperative
layer within a multi-agent system is presented, focusing on a scenario
involving an older adult’s needs and preferences for support in daily
activities within a smart home environment. The agents in the system
need to find optimal actions despite partial and inconsistent information,
considering the changing needs and wishes of the older adult. The argu-
mentation dialogues in this system are again inspired by [28] (although
more participants are allowed to participate, and the components of a
move are slightly different, resulting to changes in the CSs of agents too)
and use default theories (extended logic programs) that can be mapped
into Assumption-Based Argumentation (ABA) [32, 80] for dialogue in-
ference. The intelligent infrastructure, called As-A-Pal, includes three
instantiated agents: Environment Agent, Activity Agent, and Coach
Agent. These agents, which possess rule-based KBs, collaborate to pro-
vide support to the older adult in conducting activities. Specifically,
deliberation dialogues occur when they attempt to agree on actions to
perform in certain situations, and agreement rules are used to reach a
consensus. The system utilizes Well-Founded Semantics (WFS) [71] as
a reasoning engine20 to infer information from logic programs. Inquiry

20Details can be found at https://github.com/esteban-g/wfsargengine.
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dialogues [28] are applied to validate the truth of “agreement atoms” or
agreement rules. If an agreement atom holds true in a given state, it
represents a particular belief’s truth in the entire As-A-Pal system.

Finally, we consider the work of Bex and colleagues [21, 142]. In [21],
an initial sketch is given for an artificial agent handling the intake of in-
ternet trade fraud by combining natural language processing with sym-
bolic techniques for reasoning about crime reports. The system serves
two main types of users: complainants filing new criminal complaints
and the police who want to analyse reports and build case files. Both
interact with the system through the dialogue interface, which allows
them to submit input and view the status of the dialogue, including
open questions. A dialogue manager, based on the Dialogue Game Exe-
cution Platform (DGEP)21 [18], specifies the dialogue protocol, such as
turn-taking and legal moves, and keeps tracks of users’ commitments.
Multiple scenario reasoning agents can participate in a dialogue, us-
ing predefined fraud schemes from a library and crime report repository.
These agents can match scenarios to typical fraud schemes, compare sce-
narios based on available evidence, and elicit further information from
users. Determining the true scenario often requires additional evidence,
turning the investigation into a process of inference to find the best
explanation.

Later in [142] 22, the subsequent development of the intake agent is
regarded as argument-based inquiry dialogue, once more inspired by [28].
ASPIC+ is used to define an argumentation system where defeasible
rules represent the laws and practices surrounding trade fraud are com-
bined with the citizen’s knowledge of the specific situation they observed,
to build arguments for and against the main claim made by the citizen.
Additionally, natural language processing techniques are used to extract
automatically the initial observations from free-text user input [167], so
that these observations can be combined with rules concerning trade
fraud in the argumentation setting to build arguments for and against
the claim “fraud”. The notion of Stability is also discussed (from a the-
oretical point of view) which is used to decide whether the addition of

21See more details on DGEP in the next Section
22The Dutch Police’s website, which implements the intake agent (in the Dutch

language), can be found at https://aangifte.politie.nl/iaai-preintake.
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more observations from the citizen in the future can change the accept-
ability status of the “fraud” claim. If not, the dialogue terminates; oth-
erwise a question policy component finds the best question to ask given
current observations. In other words, the stability component provides
a termination criterion that prevents the agent from asking unnecessary
questions. Notice that the stability component can also be perceived
as a “tool” for dealing with enthymemes, since it essentially signifies
whether or not an argument is complete. See [141] for further insights
and applications of the intake (dialogue) agent, which also includes an
empirical evaluation and provides a deeper comprehension on how it
captures enthymemes that miss some of the necessary support to entail
a conclusion.

4.3.4 Information-seeking

From the applications of information-seeking in the literature we pick
that of [151] to examine in detail.23 In this paper, an argumenta-
tion framework is described where agents are able to exchange shorter
messages when engaging in dialogues by omitting information that is
common knowledge. These messages are treated as enthymemes; and
shared argumentation schemes are used, as well as common organisa-
tional knowledge, to build an enthymeme-based communication frame-
work. Concerning the argumentation schemes, the “Argument from Po-
sition to Know” from [193] with associated critical questions are applied,
but referring to organisational concepts. According to the authors, such
argumentation schemes can be represented in structured argumentation,
using defeasible inferences. Additionally, they use first-order logic to
represent arguments, arguing that this is a reasonable choice given that
most agent-oriented programming languages are based on logic program-
ming. The authors also argue that instantiating arguments from argu-
mentation schemes allows agents to use such arguments for both reason-
ing and communication processes, and so they use argument schemes to
guide the decoding of enthymemes into the original sender’s argument.

Note that all agents/participants are aware of other agents’ roles in
the organisation as well as the associated features/abilities related to

23Note that the same implementation can be used to model inquiry dialogues.
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them. Furthermore, the authors [151] show that their work addresses
some of Grice’s maxims, proving that agents can be brief in communi-
cation, without any loss in the content of the intended arguments. To
implement this enthymeme-based communication24 framework the Ja-
CaMo Platform [31] was employed. Finally, to evaluate their framework,
the authors use scenarios of argumentation-based dialogues that use dif-
ferent argumentation schemes and argumentation-based protocols from
the literature. At first the information-seeking protocol specified in [148]
was used, but later on the inquiry protocol specified in [149] was also
employed. However, in both scenarios, the same locutions are leveraged,
which are described within [151] together with their effects on the CSs
of the agents and the dialogue.

4.3.5 Negotiation

Representing negotiation, we have [16] and [111]. In [16], the authors
propose a formal description and implementation of a negotiation pro-
tocol between autonomous agents using persuasive argumentation. In
persuasive negotiation, an agent is trying to influence the behaviour of
another agent using arguments supporting the proposed offers25. The
logical language the authors use comprises of propositional Horn clauses,
i.e. disjunction of literals with at most one positive literal which can be
also written as implications. An argument is a a pair A = (H,h) where
h is a formula of a propositional language L, and H is a set of formulae
of L such that H is consistent, H ⊢ h and H is minimal, similar to
[5]. The KBs of the participants however are assumed to be consistent
but attacks between arguments are defined as in [5], i.e. an argument
A attacks another argument B on its premise(s). Additionally, a com-
mitment store is used to track the arguments that have been publicly
exchanged. Notice that agents can reason about trust and use trustwor-
thiness to decide, in some cases, about the acceptance of arguments.

In regards to formalising their protocol, the authors use small com-
putational dialogue games, i.e. a logical rule indicating that if Ag1 per-

24The implementation of the framework is available open source in https://
github.com/AlisonPanisson/EBCF.

25As a result, one might therefore consider this to be a form of persuasion dialogue
as well.
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forms action Act1, and a formula of the logical language is satisfied, then
Ag2 will perform Action Act2 afterwards. Five types of dialogue games
are considered, namely: entry, defence, challenge, justification and at-
tack, where the entry game allows agents to open the dialogue, and the
rest represent the chaining games which constitute the main negotia-
tion process between the agents. The protocol terminates either by a
final acceptance or by a refusal of the proposal discussed. The locutions
and moves that the agents can use depend on the dialogue game played.
Moreover, different properties of the protocol are proved, and discussion
over the complexity efficiency of the protocol takes place.

Finally, the authors describe the implemented prototype of their
system, where they use the JackT M platform [8]. JackT M is an agent-
oriented language based on the Belief–Desire-Intention (BDI) model, and
offering a framework for multi-agent system development. It supports
Java and includes all components of Java offering specific extensions
to implement agents’ behaviours, including support for logical variables
and cursors which is helpful when querying the state of an agent’s be-
liefs. In addition, both the agents and their KBs are implemented using
JackT M , where the agents communicate with MessageEvents repre-
senting actions that an agent applies to a commitment or to its content.
A dialogue game is implemented as a set of events and plans, where a
plan describes a sequence of actions that an agent can perform when
an event occurs. An agent Ag1 starts a dialogue game by generating
an event and by sending it to the addressee Ag2, then Ag2 executes the
plan corresponding to the received event and answers by generating an-
other event and by sending it back to Ag1, and so on. Note, to start
the entry game, an agent chooses a goal that it tries to achieve which is
to persuade its interlocutor that a given propositional formula is true.
This is why a BDI event is used as it models goal-directed behaviour in
agents, rather than plan-directed behaviours.

In [111], the authors describe a computational model of agreement
negotiation processes, which involves natural reasoning. The general
type of interaction the authors deal with represents a kind of directive
interaction where the goal of one participant, Ag1, is to get another
participant, Ag2, to carry out a certain action D. One of the authors’
aims is to investigate actual dialogues and this is why they selected
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to analyse, three sub-corpora of the Estonian Dialogue Corpus (EDiC)
which although includes mainly information-seeking dialogues, typical
sequences of dialogue acts (DAs) were found in human–human spoken
dialogues that form agreement negotiations and reflect reasoning of the
participant who has to make a decision about an action. Their model
is implemented in an experimental dialogue system as an application
where a user participates in communication training sessions.

The application is implemented in Java supporting (text-based) in-
teraction with a user in Estonian and employs only predefined set of
sentences which they can select from a menu. The sentences are only
classified semantically according to their possible functions and contri-
butions in a dialogue (e.g., the sentences leveraged by Ag1 to increase
the usefulness of the action, the sentences harnessed by Ag2 to indicate
harmfulness of the action, etc.). These sentences are dealt as arguments,
and private and public information are considered in each information
state of a conversational agent. The private information of an agent
Ag1 contains: a model of their interlocutor Ag2, a reasoning procedure26

which Ag1 is trying to trigger in Ag2 to persuade them positively for the
decision D, aspects of D under consideration, a set of DAs (including the
proposal and statements for increasing or decreasing weights of different
aspects of D for Ag2), and a set of utterances for increasing or decreasing
the weights (i.e., arguments for/against). Every utterance can be chosen
only once by Ag1 and so Ag1 has to abandon its initial goal if there are
no more arguments to move. The shared part of information contains
a set of reasoning models, a set of tactics (such as enticing, persuading
and threatening) and a dialogue history, i.e. the utterances together
with participants’ signs and DAs. Furthermore, update rules used for
transitioning from an information state into another are also defined.
However, notice that the usual aspects considered in this chapter, such
as instantiating arguments via logical language or traditional protocol
representation, do not take place in this work. Finally, an evaluation oc-
curs where a group of volunteers used the application, and a user needs
to accept to do D, but 65% of the dialogues did not have this result.

26The reasoning model of an agent in [111] is analogous to a BDI model, but more
kinds of motivational inputs are considered for creating the intention of an action in
an actor in order to understand the effects that these factors –namely wish, needed,
must– will have on the reasoning process.
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4.3.6 Deliberation

Here we discuss [109], which primarily handles deliberation dialogues,
though it can also support inquiry. [109] presents the implementation of
the DiArg argumentation-based dialogue engine. It focuses on automat-
ing sequential argumentation, i.e. the iterative resolution of sequences
of AF s (mainly for deliberation but, as previously stated, also for in-
quiry dialogues). By resolution, the authors mean that extensions of
an AF are determined where one is selected as the AF ’s conclusion,
either automatically or manually by a human user. Specifically, DiArg
resolves abstract AF s. In DiArg dialogues, an AF sequence is created by
expanding an initial AF , i.e. by adding new arguments and attack rela-
tions to it (and again resolved, and so forth). DiArg can also ensure that
results derived from an AF sequence preserve Reference independence
and Cautious monotony principles.

In software terms, DiArg is an open-source Java library27, where
the program code and its documentation allow for inspection of the
underlying data structures and algorithms. DiArg also utilises Tweety
[181], that provides Java libraries to define and resolve different types of
formal argumentation frameworks, to implement argumentation-based
dialogue systems. A scenario of a digital assistant for stress management
[90] is described in the paper, where the assistant recommends stress-
relieving activities (in the form of arguments) to a user who can then
either accept the suggestion of the system and add it to their schedule, or
reject the activity by attacking it with an argument. Finally, the authors
discuss limitations of DiArg that relate to context support, integration
with recommend systems approaches and interoperability enhancements
in alignment with the AIF [59].

4.3.7 Other28

The work presented by Fazzinga et al. engineered a privacy-preserving
dialogue system based on computational modes of arguments [81]. This

27The DiArg reasoner as well as an implemented dialogue example is available at
https://github.com/Interactive-Intelligent-Systems/diarg

28As Dawkins notes in “The Selfish Gene” [67], any attempt at a taxonomy other
than that based on evolutionary history will end up with a “miscellaneous” category.
This is ours.
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architecture focuses on data protection and explainability to address
the mistrust that current dialogue systems can raise in their users. By
means of an Argumentation Module, it is possible to probe the rationales
behind the dialogue system responses and understand the supporting
and conflicting reasons underpinning them. A Covid-19 vaccination case
study illustrates how such an architecture can fit a real-world scenario.
The system has also been formally evaluated by proving specific formal
properties (such as consistency, well-formedness, and termination).

Also in this category is the Multi-Agent Intentional Dialogue Sys-
tem (MAIDS) framework. (Arguably this could appear in several of the
previous sections since it supports peruasion, information-seeking and
inquiry dialogues.) This combines argumentation theories with other
features to support complex dialogue [76]. Several agents are instanti-
ated and each provides unique expertise in the system. The assistant
engages in argumentation-based reasoning (following the approach de-
veloped in [152]) the results of which are then translated into natural lan-
guage and conveyed to the human user by the communication expert(s).
Ontology expert(s) handle various ontologies (e.g., OWL), whereas do-
main agents address the specificity of different domain applications.

4.4 Argumentation-based conversational agents

As previously stated, chatbots are interactive pieces of software with
a specific history and recognizable features: a virtual chatbox (or log,
especially for speech-to-speech agents) and a strategy to provide mes-
sages. Given their well-defined structure and characteristics, which fur-
ther diversify according to the internal architecture and the operational
domains, we choose to dedicate a separate section to examine the com-
bination of such conversational agents with argumentative dialogues.
While chatbots grew out of work on natural language processing, they
may handle and deliver their responses by leveraging the protocols and
the formalism of argumentation-based dialogues. Harnessing the dia-
logue logic, the conversational agent can optimize its strategy and move
only the arguments that prove to be necessary for achieving its final
goal29. We discuss work on what we might call “argumentation-enabled

29Some of the authors have recently written an extensive review of argumentation-
based chatbots [50]. We invite interested readers to refer to such a study for a
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chatbots” using the same structure based on dialogue-type that we used
in Section 4.3. However, it is interesting to notice how all the reviewed
works concern persuasion protocols or a mixture of dialogues that in-
clude persuasion.

4.4.1 Persuasion

As a first example, we could examine the work introduced by Hadoux
et al. [95], which expands upon previous studies from the same au-
thors [94, 103, 104], and depicts an overall framework for modelling
beliefs and concerns in a persuasion dialogue. An implementation of
such a framework is then envisaged via an automated persuasion sys-
tem (APS), a software application aiming at convincing the interacting
agent to accept some argument. Following the asymmetric persuasion
dialogue protocol illustrated therein (i.e., unlike the system, the user
is restricted in choosing replies among the provided options), the pro-
posed chatbot proves to be capable of identifying, within its knowledge
base embedded in an argument graph, the most appropriate argument to
posit. Essentially, the APS performs a Monte Carlo Tree Search coupled
with a reward function to maximize the addressing of concerns (paired
with the arguments of the graph) and the user’s beliefs.

Similarly, the bot presented in [54] aims at persuading the interlocu-
tor via a free-text interaction where the user’s inputs are matched (by
vector rendering and cosine similarity) with the (crowdsourced) argu-
ments of the graph representing the knowledge base. The chatbot trains
a classifier to detect the most common concerns of the persuadee and
employs it to select counterarguments that will produce a result more
compelling than a random choice. If no argument similarity is detected,
then the conversational agent will resort to a default reply based on
the user’s concerns. Furthermore, the same authors presented an anal-
ogous architecture for a persuasion bot with the addition of a particu-
lar concern-argument graph [55]. By incorporating the knowledge base
within such a small graph, it can be proved that no large amount of
data is needed to generate effective persuasive dialogues. Interestingly,
a preliminary analysis of the impact (appeal) of arguments addressing

detailed list of conversational agents employing computational argumentation beyond
dialectical delivery.
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the users’ concerns in a persuasion dialogue performed by a chatbot has
also been conducted in a dedicated investigation [56]. A different exam-
ple of such a concern-based approach may be represented by Argumate,
a chatbot designed to facilitate students’ production of persuasive state-
ments [91]. To provide appropriate suggestions, the bot retrieves its
replies from an underlying argument graph, whose edges denote attack
and support relations, via a concern identification method. Notice that
the interactions between Argumate and the users occur both by typing
and selecting predefined options.

A common trait amongst most of the above argumentation-based
conversational agents is that, although the corpus from which they ex-
tract their replies is organized as an argument graph, there is no interest
in any particular acceptability semantics [71]. That is to say, the knowl-
edge base is organized and considered as a plain AF, where arguments
and attacks are the only relevant features. In addition, most of these
studies also account for a baseline chatbot which exploits a random strat-
egy for selecting counterarguments from the available choices within the
underlying knowledge base. The reason for this is to provide a means for
comparing the developed bots which employ more fine-grained strategies
for choosing their replies.

Another conversational agent that focuses on the delivery of per-
suasion dialogues is the chatbot designed by Andrews et al. [6]. Im-
plemented by harnessing the AIML markup language [190], the bot
comprises a planning component that searches over an argumentation
model for the optimal dialectical path to pursue in order to persuade the
user. The agent records the user’s beliefs and updates this information
whenever its interlocutor agrees/disagrees during the interaction. Such
beliefs-revisions play an important role in the strategic planning of the
chatbot.

Finally, one last chatbot (SPA), envisaged in the study of Rosenfeld
and Kraus [163], employs an AF as the basis of a reasoning procedure to
perform persuasive interactions. In particular, it embeds its knowledge
base into a Weighted Bipolar AF (WBAF) and computes the argument
that maximizes the framework evaluation function according to the user
input. The score returned by the valuation function represents the rea-
soner’s ability to support that argument and defend it against potential
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attacks. The dialectical interaction with the user follows a strategical
persuasion dialogue protocol (optimized via Monte Carlo Planning [169])
that might involve updating the argument frameworks of both the per-
suader and the persuadee.

4.4.2 Information-seeking and Inquiry

As noted above, all the chatbots that we cover have some element of
persuasion. Here we consider those which have some non-persuasion
element. First, we consider the conversational agent implemented by
Sassoon et al. [165], within the context of explanation for wellness con-
sultation. This exploits deliberation and information seeking protocols,
in addition to persuasion whilst exchanging instantiations of acceptable
argument schemes with its interlocutor. The adoption of diversified
dialogue protocols (i.e., persuasion, inquiry and information seeking)
also characterises the chatbot-equipped robot proposed by Sklar and
Azhar [171]. Retrieving the most appropriate argument constructed
from its beliefs, an operation facilitated by the restricted options avail-
able to the user, the robot communicates with its human interlocutor
in order to strategize about a treasure-hunting game and explain the
rationale behind its decisions.

Finally, we consider the bot introduced in [96]. This German-
language conversational agent, following the formalisation of [94], makes
use of an argument graph to encode its knowledge base from which it
retrieves main stances and counterarguments to engage the users in dis-
cussions concerning the ethical challenges of AI implementations. The
delivery strategy is somehow ambiguous but seems to balance a mixture
of persuasion and information-seeking, according to the specific stage of
the conversation.

4.4.3 Evaluation of chatbots

The argumentation-based chatbots described above have typically been
evaluated via specifically designed user studies. Since this differs from
the way that much work on argumentation-based dialogue is assessed,
we think it worth discussing in detail.

The SPA conversational agent introduced in [163] outplayed the base-
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line chatbot (which harnessed a different heuristic strategy) when tested
in its persuasion task, thus proving capable of delivering human-like
conversations. Similarly outperforming the baseline agent is the bot
presented by Chalaguine et al. [56]. Indeed, the paper includes an ex-
periment that shows how such a chatbot, by positing arguments that
address the users’ concerns, is more likely to positively change the users’
attitude in comparison with another agent that does not employ such
a strategy. An analogous interest in users’ concerns is encompassed in
a study implemented by the same authors [54]. The results (conjointly
supported by the experiments in [94] and confirmed by [95]) conclude
that a strategic chatbot accounting for concerns is more likely to provide
relevant and cogent arguments.

Moreover, it is also worth mentioning the evaluation outcome of the
other two aforementioned persuasive agents presented [6, 55]. The for-
mer bot provides fluent conversations with its interlocutors performing
generally better than a purely task-oriented system. The latter, instead,
shows how an interactive chatbot yields more compelling information
than a static webpage. Resorting to pre- and post-dialogue Likert-scale
questionnaires is the preferred evaluation choice of the work presented in
[96]. The results record successful shifts of the opinions of 40-50% of the
participants after engaging with the chatbot. Overall, the users acknowl-
edged the quality of the arguments and the design of the conversational
system. Lastly, the dialectical agent designed in [171], implemented and
evaluated on a robot in [10], was further investigated in [172], where dis-
cussions conducted within the previous user study [10] were evaluated
from the viewpoint of explanations provided. The results show how
leveraging argumentation-based dialogue improves system performance
and users’ satisfaction, although no particular correlation was detected
between these metrics and the possibility of receiving explanations.

5 Discussion

Just as the exchange of arguments influences our reasoning [134], so the
engagement in dialogues considerably affects human lives in a plethora
of different scenarios. Argumentation-based dialogues formalise inter-
agent communication protocols and strategies, and their applications
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are likewise broad in scope and modalities. Whether chatbots, recom-
mender systems, end-to-end software or just blueprints of future imple-
mentations, the literature reviewed highlights some common patterns
that can be harnessed to underpin the following analysis.

Reading through our survey, it is clear that persuasion is the type
of argumentation-based dialogue protocol that is most embedded in in-
teractive software architecture, such as chatbots or cDSS (e.g., [6, 33,
46, 54, 55, 95, 96, 121, 163, 165, 171]). This is rather natural since
argumentation-based formalisms prove to be quite effective in providing
compelling strategies and replies to induce belief change, as suggested
by the results of several studies [6, 54, 55, 56, 94, 95, 96, 163]. Another
trend that emerges from our survey is the connection between eXplain-
able AI, argumentation-based dialogues and their applications. Indeed,
providing clarifications about the inner workings of black box algorithms
seems to be a thriving area of application for dialectical protocols that
involve argumentation30 [65, 187]. In particular, a frequent procedure
to reveal the underpinning rationales of AI systems’ decisions consists of
retrieving acceptable information (from the pertinent knowledge base)
according to specific argumentation semantics [49, 81, 165].

Although it is persuasion that has been mostly considered in dialog-
ical applications for argumentation, there are works that investigate the
implementation of other types of dialogues, too. Inquiry is an example of
a dialogue type that has been studied several times as a practical applica-
tion [21, 109, 139, 142, 150, 171, 200]. The cooperative nature of inquiry
allows agents to combine their knowledge to find the truth regarding the
matter discussed, and this is why it has been found useful in applications
concerning various domains, such as healthcare [109, 139, 200], fraud in-
vestigation [21, 142] and communication in organisations [151] as well as
human-robot teams [171]. As a side note, we observe that most of the
applications we have found, are concerned with the healthcare domain31

[12, 77, 49, 52, 55, 109, 113, 139, 165, 200], thus stressing the impor-
tance that efficient communication tools (such as argumentation-based
dialogues) assume within the medical context.

30Doubtless this popularity is a result of the recent interest in eXplainable AI and
its link with computational models of arguments [65, 132, 172, 187].

31This holds even taking into account the biases we introduced by describing mul-
tiple aspects of the CONSULT system.
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Information-seeking and deliberation only appear to exist in appli-
cations that include more than one dialogue type, where persuasion or
inquiry take precedence (e.g., [171] refers to persuasion, inquiry and
information-seeking, [151] refers to inquiry and information-seeking,
[165] refers to persuasion, information-seeking and deliberation, and
[109, 139] refer to inquiry and deliberation). This can be explained
taking into account that: (1) information-seeking and inquiry dialogues
are similar types, with the difference being mainly that information-
seeking dialogues should start with a question [155]; (2) deliberation
can be examined both in conflicting (persuasion) and cooperative (in-
quiry) scenarios between agents, with the difference being that it focuses
on deciding about an action that agents should take rather than the va-
lidity of a topic of discussion. With regard to negotiation dialogical
applications, [16] focused on the persuasive aspect of negotiations and
the goal in [111] was primarily the study of human real-life commu-
nication rather than the application itself. The number of works and
what they concentrate on demonstrates that practical implementations
of such dialogues has been under-examined.

Most of the applications that concern dialogue types other than per-
suasion come with a simple User Interface [33, 46, 109, 111, 121, 200].
In most cases this is because the main focus is either developing or ex-
amining a theoretical argumentation framework for dialogues and/or in-
vestigating if it is feasible to implement it as an actual application [33,
46, 109, 111, 200], or inspecting specific argumentation software tools
[121].

Sections 3 and 4 discussed tools for building argumentation-based
reasoners, for example DGEP (discussed in [18, 142, 174]), WFS (dis-
cussed in [139]) and Tweety (discussed in [109]), as well as tools used
for instantiating agents, for example JADE (discussed in [200]), JackT M

(discussed in [16]) and JaCaMo (discussed in [151]). Concerning the lat-
ter, we have also encountered Dial4JaCa (leveraged by [76]), a commu-
nication interface integrating JaCaMo and Google Dialogflow32. These
are more sophisticated software tools compared to the simple use of pro-
gramming languages for application development purposes (e.g., [33, 46,
111]), and bring elements of agent theory into the implementations. No-

32https://dialogflow.com/.
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tice that only a small number of existing applications have attempted to
use NLP (i.e., [21, 81, 142]) or adopt a chatbot-like approach (i.e., [76])
in these dialogical applications.

It is worth observing that, within the surveyed literature, only a
handful of argumentation-based dialogue implementations clearly har-
nessed panoptic engines or solvers as described in Sections 3.2, and 3.3.
In particular, two of such research [49, 52] incorporate the ASPARTIX
solver ([75] an older version of the latest [74]), whereas a third study
[171] structures its main argumentative module (ArgHRI) by embed-
ding the results of ArgTrust v1.0 [180]. Although this does not exclude
dialogue systems that merge reasoning engine components with other
elements in their overall architecture (which constitutes the majority of
our findings), it is still surprising that we did not identify more dialecti-
cal applications employing argumentation engines, given the subsisting
straightforward connection between the two.

One of the factors included in our analysis methodology is the use
of data sets in dialogical applications. It is interesting to see that this
component is not taken into account by all the implementations re-
viewed as we might have expected. Instead, applications such as the
ones described in [33, 46, 109] deal with arguments leaving out of the
conversation the employment of specific domains. Regarding the data
sets visited, [18, 121, 174] use the AIFdb [119] database which deals
with the storage and access of AIF argument structures [59], whereas
non-argumentative data sets were also found, such as ACKTUS (a web-
based tool for modelling medical knowledge into rules and claims in
natural language [126, 127]), fraud scenarios from the scenario library
and the repository of crime report from the National Service Centre E-
Crime Dutch Police (discussed in [21, 142]), and EdiC: the Estonian
Dialogue Corpus which comprises of different kinds of human-human
dialogues (discussed in [111]).

On the evaluation side, many of the works assessed use formal proofs
for appraising their applications as it is common that they implement ex-
isting dialogue systems from the literature, or prove different properties
for their systems, for example [16, 33, 46, 81, 109, 121, 142, 151, 200].
Note, even in papers where this is not explicitly stated, we assume that
this occurs as the dialogue systems employed come with proven fea-
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tures. The use of formal proofs demonstrates the value of the results
of theoretical dialogue systems investigated in the argumentation re-
search. However, it is also important to assess the functionality of an
application itself, especially when it involves interactive systems such as
chatbots. Indeed, their primary goal is direct communication with the
user, thus, the most suited evaluation should occur via tests with human
participants, as, for example, is done in [6, 54, 55, 96, 111, 163].

Finally, many of the works reviewed either describe the dialogue pro-
tocol they follow (e.g., [16, 81, 139, 150, 171, 200]), or this is implicit
as the authors refer the dialogue system they leverage (e.g., [33, 46, 111,
121]). The ones that do not refer to a protocol are concentrated on
describing software tools (e.g., [18, 21, 174]), or other theoretical prop-
erties of the dialogue discussed (e.g., [109, 142]). The characteristics of
the moves as well as the dialogue history (also referred to as commitment
store) are specified too in the works where the protocol of the dialogue
is examined. The component of strategy, however, is not visited that
often in applications that concern non-persuasion dialogue types. For
example, [33] and [46] refer to winning strategies based on the dialogue
games they implement, but both of these papers examine persuasion
dialogues. One exception is [200], which examines inquiry dialogues,
but provides strategies for avoiding endless dialogues, finishing a dia-
logue quickly and resolving conflicts. Finally, ,we note that structured
argumentation is mainly employed in the applications reviewed (e.g.,
[16, 46, 49, 52, 121, 139, 142, 151, 165, 200]) in comparison to abstract
argumentation (e.g., [33, 81, 109, 171]).

6 Future directions

This section focuses on two key emerging areas for future work in the
application of argumentation-based dialogues. The first is the use of
enthymemes (Section 6.1), to handle incomplete arguments. The second
is the use of argumentation to resolve current issues with LLM imple-
mentations (Section 6.2).
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6.1 Enthymemes

As mentioned earlier, enthymemes are arguments that lack a complete
logical structure. This means that one may omit one or more premises
or inference rules, or the claim of the argument they intend to get across
to their discussant. This might be because they expect the recipient of
the ‘incomplete’ argument to understand its missing elements based on
information they share, or previous conversations they had. Neverthe-
less, it is not always certain that the recipient of an enthymeme E is able
to reconstruct correctly the intended ‘complete’ argument A from which
E was generated. There might be multiple ways to complete E, e.g. the
recipient of E might assume that E is part of an intended ‘complete’
argument B and fill the gaps with parts of B instead of A. Consider for
example the following dialogue [197]:

Example 1.
1. Bob: You can’t afford to eat at a restaurant today.
2. Alice: Why not?
3. Bob: Because you owe money and if you owe money then you
probably can’t afford to eat at a restaurant.
4. Alice: I made a deal with my creditors.
5. Bob: So what?
6. Alice: So I don’t need to pay the bills today.
7. Bob: Why is that relevant?
8. Alice: I thought that the reason you thought I owe money is because
I have bills to pay today. Hence, I can’t afford to eat at a restaurant
today.
9. Bob: No! I meant that you owe money because you need to pay Kate
back today. So, you can’t afford to eat at a restaurant today.

Bob first asserts a claim without any supporting premises (1). The
reasons for believing the claim are not clear to Alice, so she asks for
clarification (2), which Bob provides (3). Notice that, when combined,
(1) and (3) form a complete argument, hence they can both be con-
sidered enthymemes for this complete argument. Alice then presents
an enthymeme (4) for an argument that she believes counters the ar-
gument Bob is making. Note that the enthymeme Alice presents does
not explicitly contradict anything that Bob has said, and so Bob asks
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for clarification (5) on what she is meant to infer from this enthymeme,
which Alice provides (6). However, Alice’s clarification still does not
explicitly contradict anything Bob has said. Since Bob does not under-
stand why Alice’s enthymeme is relevant to what he said, he asks Alice
to explain what she thought he meant (7). Alice explains the assumption
she had made (8), which Bob then corrects (9).

This simple example illustrates the need for a dialogue system that
allows human and/or computational agents to both ‘backward extend’
enthymemes (where missing premises are provided in 3 above) and ‘for-
ward extend’ enthymemes (where missing inferences are given, as in 6),
and to request such extensions (2 and 5). It also warrants the need for
allowing agents to ask what another agent has assumed was intended
by an enthymeme (7), to answer such a question (8), and to correct any
erroneous assumptions (9).

Work on how enthymemes are handled during dialogues between hu-
man and/or computational agents is another area that is not heavily
studied. Notable exceptions include the work of Black and Hunter [27],
De Saint-Cyr [68], Hosseini [100], Xydis et al. [197, 198, 199], Odek-
erken et al. [141] and Leiva et al. [123]. From these works, [27, 100,
123, 141] employ locutions that capture only the backward extension
of enthymemes, [198] makes use of locutions used to handle only the
forward extension of enthymemes, and [199] focuses on capturing the
misunderstandings that may occur during the dialogue, whereas [141]
does not specify locutions, but explores the notion of “queryable liter-
als” which essentially enable dealing with backward extension. Only [68]
and [197] address both backward and forward extension of enthymemes,
whereas [197] additionally enables resolution of misunderstandings that
arise due to use of enthymemes.

Note that Prakken’s dialogue system for persuasion discussed in [157]
(described previously in Section 2.2.2) can also be perceived as a dialogue
system which accounts for enthymemes since it includes locutions which
support backward extension of enthymemes (e.g. why and since), as
does the work discussed in [136]. Both of these works, also, refer to
how the outcome of the dialogue relates to the AF that is instantiated
based on contents of the enthymemes moved during a dialogue, with
the former providing soundness and completeness results and the latter
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making a conjecture that such results hold for their system. Likewise,
the authors in [198, 199] show soundness and completeness results for
their respective systems. This is important as it confirms that there
is no disadvantage to the use of enthymemes in dialogue and ensures
that the dialogue can be played out such that an enthymeme moved in
the dialogue is only justified in the case that its intended argument is
justified by the contents of the moves made in the dialogue.

Not many practical applications on argumentation-based dialogues
account for the use of enthymemes. We believe that more applications
implementing argumentation-based dialogues that allow the handling
of enthymemes should be developed. Although enthymemes’ ubiquity
poses a significant challenge when it comes to applying them in for-
mal dialogues and verifying their acceptability status during these di-
alogues (e.g., in [141] it is explained how querying –or else requesting
a backward extension for– all possible premises can be computationally
challenging, however a sound approximation alternative is presented),
humans are able to manage the use of enthymemes in their everyday
life and assess them correctly during their communication (as displayed
in Example 1). Therefore, if we are to develop computational dialogue
systems and applications implementing them which reflect people’s di-
alogical interactions and produce accurate results on the evaluation of
their utterances, we need to formally incorporate enthymemes in sound
and complete dialogues.

In [171], a persuasion dialogue protocol is presented where a par-
ticipating agent Ag1 commences a dialogue by asserting an argument
A = (S, c), where S is the set of premises of A and c is the conclusion of
A. Then, their interlocutor Ag2 can either accept, or challenge, or attack
A. In case Ag2 challenges A, it means that Ag2 requests a supporting
argument for either a premise p ∈ S of A or the claim c of A. Ag1
can fulfill the request of Ag2 by asserting (i.e., providing) an argument
B that either supports p (i.e., B = (S′, p)) or c (i.e., B = (S′, c)) de-
pending on the request of Ag2. If B supports p, it is easy to see that
by combining arguments A and B, an argument C = (S′ ∪ S, c) can be
instantiated.

Although the authors in [171] assume that their arguments are com-
plete, the locutions employed in the aforementioned scenario can be used
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to model backward extension, both requesting (with a challenge move)
and providing it (with an assert move). Specifically, we can consider A
and B as enthymemes of the intended complete argument C. In other
words, [171] already captures an instance of enthymeme handling in
argumentation-based dialogues. In [197], the authors present a dialogue
protocol which accounts for both backward and forward extension of
enthymemes, as well as resolution of misunderstandings that may occur
between the participants of a dialogue. We believe that by expanding
the set of locutions in [171] and the persuasion dialogue protocol in-
troduced in that work, it will be possible to additionally capture and
deal with both forward extension of enthymemes and misunderstandings
that may occur during the dialogue due to the use of enthymemes. The
latter is of particular importance, as in case that a misunderstanding
has already taken place, the participants can backtrack to that point of
the dialogue, resolve the misunderstanding and still reach the “correct”
conclusions/decisions based on the knowledge they have shared33. Mod-
ifying the locutions and the protocol introduced in [171] are two lines of
research which the authors of this chapter are actively exploring as part
of our ongoing work.

6.2 Improving the performance of large-language models

The recent significant increase in popularity of Artificial Intelligence is
largely due to the surge of Large Language Models (LLMs) and their
outstanding performance against multiple benchmarks. Essentially, a
language model (LM) is primarily designed to predict tokens based on
the likelihood of their occurrences given previous word sequences. Stem-
ming from statistical learning methods and recurrent neural networks,
it was eventually the Transformer architecture [188] that consolidated
the paradigm shift of ‘pre-training’ and ‘fine-tuning’ a language model
on large datasets, ultimately leading to the development of LLMs [201].
Indeed, researchers discovered how scaling the internal structure or the

33See [199] for a system that focuses on dealing with misunderstandings, and dis-
cusses soundness and completeness results in persuasion dialogues. Such results con-
cern the acceptability of arguments and enthymemes moved in the dialogue and the
argument framework instantiated by the contents of the moves, under some semantics
σ.

53



Xydis, Castagna, Sklar, Parsons

training data size results in enhanced capabilities compared to smaller
versions of the same model [60, 99, 110]. For example, LLMs prove
to outperform most of the previous standards and predecessors within
the scope of information extraction [124], natural language inference,
question answering, dialogue tasks [161] and machine translation [108].

A noteworthy instance of this new technology is the well-known
ChatGPT34, which hinges on the GPT model family [35, 144, 145], al-
though many other LLMs are regarded as having similar performance
levels [7, 89, 135]. The trade-off for such impressive accomplishments
consists of multiple shortcomings that likewise affect each large language
model. Among these weaknesses, we highlight: hallucinations [107],
emergent abilities [194], biased and toxic output (along with the chal-
lenging task of models-humans values alignment) [35], lack of trans-
parency in response generation, high cost of training and carbon foot-
print emissions. In addition, every LLM is limited in its knowledge of
the world to its pre-training data, thus leaving a gap concerning up-
to-date information that can only be covered by resorting to external
tools or plugins (usually involving web search or retrieval-augmented-
generation, RAG, capabilities [87]). Furthermore, it has also been shown
how models such as GPT-3 fall short of producing adequate and com-
pelling arguments [98]. The authors of such a study elaborate this con-
clusion after a thorough application of the Comprehensive Assessment
Procedure for Natural Argumentation (CAPNA) protocol [97]. GPT-3
is able to produce different argument types (thus identifying common
human dialectical patterns), but it fails when it comes to providing their
acceptability, mostly generating fallacious arguments. The entailed con-
sequence is that the capability of arguing, intended as an exchange of
reasoning between intelligent entities, should be learnt by AIs if their
purpose aims for more than just acquiring and repeating information.

In the following, drawing from the insights outlined in [50], we show
how the employment of computational argumentation-based dialogical
approaches may result in promising solutions for issues in current LLMs.
Aside from an overall improvement in the quality of the posited argu-
ments, LLMs can achieve different benefits from combining with com-
putational argumentation [53].

34https://chat.openai.com/.
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Transparency in response generation. Given the current ‘black-
box’ nature of LLMs and the complexity of understanding their output
generation (especially for laypeople), there is a present urge to pro-
vide clear explanations about what drives AIs’ decisions. The goal of
overcoming this lack of transparency is among the reasons that foster
research within the thriving field of eXplaninable AI (XAI), where argu-
mentative strategies are proposed as adequate forms of justifications [65,
187]. These intuitions are backed by studies such as [47, 51, 132] where
it is suggested that AI systems should adopt an argumentation-based
approach to explanations consisting of dialogue protocols characterising
the interactions between an explainer and an explainee. Embedded in
LLMs, such a dialectical interplay would provide an informative post
hoc method to deliver deliberated explanations to end-users while also
ensuring detailed replies to follow-on queries. Contrary to the study of
Turpin et al. [186], we believe such a formal argumentative approach
to be capable of producing and rationalising unbiased explanations by
filtering, following Dung’s semantics [71], the unacceptable ones.

Notice that even the renowned GPT-4 exhibits drawbacks when deal-
ing with the process consistency of its explanations: it provides a plau-
sible account of the rationale behind the generation of its output, but
it often fails in representing a more general justification able to predict
the outcome of the model given similar inputs [144]. An argumenta-
tive dialogue (such as the Explanation-Question-Response, EQR, pro-
tocol [49, 51], previously mentioned in Section 4.2) designed for expla-
nation purposes would allow solving the process-consistency issues by
providing conversations where more information can be retrieved and
thus eschewing the limited explanation length and language constraints
deemed to be the leading causes of the problem [38].

Hallucination. Defined as “generated content that is nonsensical or
unfaithful to the provided source content” [107], the phenomenon of hal-
lucination in natural language generation can be divided into intrinsic
and extrinsic. The former refers to generated output that contradicts the
source upon which the LLM was trained. The second, instead, represents
an output that cannot be verified. The employment of argumentative
XAI dialogical methods can assist in probing the model replies, thus,
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potentially identifying and filtering out hallucinating contents, or grant-
ing, in the worst-case scenario, the retrieval of additional information
over the produced content.

Emergent abilities. The occurrence of these unpredictable phenom-
ena consists of the unexpected appearance of specific competencies in
large-scale models that do not manifest in smaller ones. Thus, it is not
possible to anticipate the “emergence” of these abilities35 (e.g., improved
arithmetic, multi-task understanding, enhanced multilingual operations)
by simply examining smaller-scale models [194]. Leveraging argumenta-
tive XAI dialogical methods (e.g. the aforementioned EQR protocol [51])
could indirectly help as a post hoc solution: although it cannot identify
the reasons why emergent abilities originate, it could nonetheless provide
explanations that would clarify their functioning. Notice that, although
inexplicable, emergent abilities usually characterise useful competencies
acquired by a model, in contrast with hallucinations that only refer to
contradictory or made-up textual facts provided by the LLM as a reply
to a user prompt.

7 Conclusion
This chapter set out to review applications of argumentation-based dia-
logue, and took a broad view as to what this meant. Viewing “dialogue”
as meaning “an exchange of ideas and opinions”36, we see it as cover-
ing any such exchange between two or more humans or agents (in any
combination) or even the internal reasoning process of a single human
or agent (though we do not focus on the latter). To make this chapter
relatively self-contained, we briefly covered (Section 2) the elements of
formal argumentation and dialogue games that we felt were required to
understand the rest of the paper, before beginning the review proper
by discussing (Section 3) components of argumentation-based dialogue
systems such as solvers of various kinds and chatbots.

35Emergent abilities constitute a controversial topic and some studies even argue
against their existence [166].

36Meaning 2b in Merriam Webster https://www.merriam-webster.com/
dictionary/dialogue at the time of writing.
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Section 4 then contains the main body of the review, looking at
current work on applications of argumentation-based dialogue. It starts
(see Section 4.1) by providing a description of the way that we went
about the analysis of the systems that we found in the literature. Next
(Section 4.2), we look at one specific application, indulging ourselves by
taking this from our work on the CONSULT project, which we think
nicely illustrates many of the features of a typical use of argumentation-
based dialogue. Following that, we look (Section 4.3) at a number of
applications that are built on top of work on formal dialogue models,
many of them fitting neatly into the typology introdcued by Walton and
Krabbe. As we argue, these are systems that fit the more traditional
approach in the computational argumentation community. Then, finally
(Section 4.4), we consider chatbots that are based around the use of
argumentation. These we consider to be a more recent development,
following the growth in ML-based chatbots.

Section 5 then discusses key themes that cut across all this work, and
Section 6 digs into the detail of two areas of future work — enthymemes
and the benefit of combining large language models with argumentation-
based dialogues. These two areas are ones we find particularly exciting,
and plan to pursue work in them ourselves.
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