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Abstract—Intelligent reflecting surface (IRS) can significantly
enhance the performance of data and energy integrated networks
(DEIN) by adjusting its amplitude and/or phase. However, there is
a lack of comprehensive performance analysis model for realistic
DEIN where multiple cells exist rather than only one cell as
assumed by most existing work. In this paper, we consider
an IRS-assisted multi-cell DEIN. Specifically, in the downlink
wireless energy transfer (WET) stage, the hybrid access point
(HAP) in each cell broadcasts radio frequency (RF) energy signals
to edge user equipments (UEs). Subsequently, during the uplink
wireless information transfer (WIT) stage, the edge UEs employ
the harvested energy to send their information to the HAP.
We first represent the statistical characteristics of the signal-
to-interference-plus-noise ratio (SINR) at the edge UE. Then,
we derive the closed-form expressions for outage probability,
ergodic rate and average symbol error probability of the edge
UE in the typical cell. To gain more insights, we obtain the
minimum required number of reflection elements and a sub-
optimal solution for time allocation coefficients. Finally, extensive
numerical results are provided to validate the correctness of the
theoretical results.

Index Terms—Intelligent reflecting surface (IRS), data and
energy integrated network (DEIN), wireless energy transfer
(WET), multi-cell, performance analysis.

I. INTRODUCTION

THE Internet of Everything (IoE) aims to seamlessly
integrate devices, humans, and data into a borderless

ecosystem, enabling in an unprecedented era of intelligence
and collaboration [1]. Due to cost and size considerations,
the majority of IoE devices utilize limited-capacity embedded
batteries as their energy source. Nevertheless, to sustain the
regular operation of the devices, their batteries may be re-
placed frequently, resulting in substantial maintenance costs.
Currently, radio frequency (RF)-based wireless energy transfer
(WET) technology has been extensively studied to enhance
the life-span of IoE devices. Combining traditional wireless
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information transfer (WIT) with WET yields a novel data and
energy integrated network (DEIN) [2], which holds consid-
erable promise for achieving energy sustainability in future
6G. In a DEIN, IoE devices first harvest energy from the RF
signals transmitted by a hybrid access point (HAP), and then
utilize the harvested energy to send information.

Many studies have been conducted on DEIN [3]–[7]. In [3],
the authors discussed the application of WET technology in
unmanned aerial vehicle (UAV) communication with cell-free
massive multiple-input multiple-output systems. The authors
in [4] studied the relationship between the transmit power of
multiple wireless sources and the overall error probability by
jointly allocating power and blocklength. In [5], the authors
analyzed the performance of DEIN employing a distributed
battery-free access protocol and provided the corresponding
design guideline. The authors in [6] carefully designed the
energy signal waveform in a DEIN to achieve energy sustain-
able communication for low-power devices. In [7], the authors
analyzed the performance of a DEIN under the Rician fading
model using age of information as an evaluation indicator.
Nevertheless, as millimeter waves and even higher frequency
bands are increasingly utilized in the DEIN, RF energy signals
become highly vulnerable to obstruction by various obstacles,
including trees and buildings. Consequently, there is an urgent
demand for innovative technology to tackle this challenge.

The intelligent reflective surface (IRS), as an emerging
technology, presents a promising approach to mitigating the
aforementioned challenges. This is attributed to its capability
to establish virtual links between the transmitter and re-
ceiver, thereby enhancing the performance of systems [8]–[10].
At present, IRS-assisted wireless communications have been
widely studied in [11]–[22]. The authors in [11] analyzed the
impact of imperfect hardware on the IRS-assisted multi-user
communication system and given some new design insights. In
[12], the authors discussed a new user-IRS association problem
in the distributed IRSs-aided downlink communication. In
[13], the authors characterized key performance indicators
such as achievable spatial throughput of a heterogeneous
wireless network by considering the random deployment of
BSs and IRSs. The authors in [14] provided a generalized
rate-splitting multiple access framework to study the outage
probability of the IRS-aided downlink communication sys-
tem. The authors in [15] investigated an IRS-assisted high-
mobility communication system. Specifically, the remote BS
utilized the intelligent refracting surface deployed on the top
of vehicles to communicate with passengers inside high-speed
vehicles. In [16], the authors proposed an IRS-mesh back-
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TABLE I
CONTRASTING THE CONTRIBUTIONS OF THIS WORK TO THE RELEVANT LITERATURE ON IRS.

Contributions This work [11] [12] [13] [16] [23] [24] [25] [26]

Wireless information transfer
√ √ √ √ √ √ √ √ √

Wireless energy transfer
√ √ √ √ √

Multi-IRS
√ √ √ √ √

Outage Probability
√ √ √

Ergodic rate
√ √

Average symbol error probability
√

Multi-cell co-channel interference
√ √ √

Minimum required number of reflecting elements
√ √

Optimal time allocation coefficients
√

hauling architecture to overcome severe attenuation in high-
frequency situations. The authors in [17] and [18] respectively
attempted to optimize the performance of IRS-aided wireless
communication systems utilizing deep Q-network and feder-
ated learning methods. Unlike the aforementioned research,
the authors in [19] and [20] conducted extensive performance
evaluations on IRS-aided wireless communication systems in
finite blocklength regime, such as average error probability
and average rate. In [21] and [22], the authors investigated
the application of IRS in visible light communication systems
to address the line-of-sight (LoS) blockage issue and enhance
system performance.

Furthermore, many studies have shown that IRS can signifi-
cantly improve the performance of DEIN [23]–[25], [27]–[32].
In [27], the authors considered the IRS as a wireless powered
device. The IRS harvests energy from the RF signals broad-
casted by the access point and then assists users in receiving
information. In [23], the authors optimized the weighted sum-
power harvested by energy users and the weighted sum-rate
of information users in an active IRS-assisted simultaneous
wireless information and power transfer system. The authors
in [28] studied an IRS-assisted DEIN from the perspective
of whether IRS is active or passive, and revealed the opti-
mal deployment strategy for the active IRS. The authors in
[24] considered an IRS-aided wireless-powered mobile edge
computing system, and solved the problem of sum computing
rate maximization by using energy beamforming and multi-
user detection technology. The authors in [29] considered
an IRS-assisted full-duplex DEIN, where the hybrid node
sends information signals to multiple devices in the downlink
transmission stage and receives energy signals from a power
station in the uplink transmission stage. In [30], the authors
investigated an additional passive beamforming gain provided
by IRS on output direct current power, and proposed solutions
for waveform and beamforming design of single-user and
multi-user WET systems. The authors in [31] addressed an
issue of whether different IRS phase shifts are required during
the downlink WET and uplink WIT stages to reduce additional
signaling overhead and computational complexity. Further-
more, to improve the sum throughput of an IRS-assisted DEIN,
a dynamic IRS beamforming framework was proposed in [32].

The authors in [25] optimized the phase shift matrix of the
IRS and the precoding matrix of the BS to maximize the
weighted sum rate of information receivers while ensuring
the energy harvesting requirement of the energy receivers.
However, most of the current research on IRS-assisted DEIN
systems involves using traditional convex optimization meth-
ods or converting non-convex problems into convex ones to
optimize key parameters, including transmit power, precoding
matrices, phase shifts of reflecting elements, etc. Yet, there
is little literature conducting in-depth performance analysis
of the system. Specifically, in a multi-cell scenario, there is
scarce research that simultaneously considers the impact of
neighboring cells on user equipments (UEs) of the typical cell
in both energy harvesting and data transmission aspects.

Against the above background, we construct a IRS-assisted
multi-cell DEIN, as shown in Fig 1. Table I summarizes the
key characteristics of this work compared to typical IRS-
assisted communication systems in existing literature [11]–
[13], [16], [23]–[26]. Specifically, the main contributions are
summarized as follows:
• Firstly, a IRS-aided multi-cell DEIN is investigated in this

paper. We consider that, during the downlink WET stage, each
cell’s HAP broadcasts RF energy signals for edge UEs. During
the uplink WIT stage, the edge UEs use the harvested energy
to transmit their information to the HAP. In the considered
system, the uplink information transmission capacity of the
edge UE in the typical cell is enhanced by the energy received
from adjacent cells during the downlink WET stage. However,
during the uplink WIT stage, co-frequency interference from
adjacent cells may lead to a decline in the ergodic capacity
performance for the edge UE in the typical cell.
• Furthermore, due to the involvement of multiple ran-

dom variables in the expression of the instantaneous signal-
to-interference-plus-noise ratio (SINR), obtaining its exact
statistical features directly is challenging. To this end, we
approximate each random variable as a Gamma distribution
and then utilize this approximation to analyze the statistical
characteristics of SINR. Subsequently, we provide a compre-
hensive performance analysis of the edge UE in the typical
cell, including outage probability, ergodic rate and average
symbol error probability (ASEP). In addition, we derive the
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minimum required number of reflecting elements and a sub-
optimal time allocation coefficient for a given SINR threshold.

• Finally, numerical results obtained through Monte-Carlo
simulations validate the accuracy of our theoretically derived
results. Specifically, the system performance experiences a
significant enhancement with an increase in the deployed
number of reflecting elements, while it undergoes a notable
reduction with an increase in the number of cells.

The rest of this paper is outlined as follows. In Section
II, the system model with IRS assisted multi-cell DEIN is
introduced. Section III conducts the closed-form expressions
for outage probability, ergodic rate and ASEP. Section IV
analyzes the minimum required number of elements and
the sub-optimal time allocation coefficient for a given SINR
threshold. Numerical results are presented in Section V to
validate the correctness of theoretical analysis results. Finally,
Section VI concludes this paper.

II. SYSTEM MODEL

As shown in Fig. 1, we investigate a generic IRS-assisted
multi-cell DEIN, which consists of M cells. In each cell, a
HAP serves the single-antenna UEs within the cell with the
assistance of an IRS. This paper focuses primarily on UEs
at the cell edges to avoid complex analysis of interference
among multiple UEs within the same cell. This focus allows
us to better evaluate the impact of inter-cell interference on
energy harvesting and data transmission and to derive tractable
analytical results and insights. We assume that the connection
between the HAP and edge UEs can only be established
through the use of IRS, as there is a high probability that
the direct links may be blocked by obstacles such as trees
or buildings. Each HAP and IRS is equipped with a single-
antenna and N passive reflecting elements, respectively. We
represent the sets of HAPs and reflecting elements per IRS as
M ≜ {1, 2, ...,M} and N ≜ {1, 2, ..., N}, respectively.

Assuming each UE is equipped with a rechargeable bat-
ter/capacitor and an energy harvesting circuit component that
can store the harvested energy to power its operation [33].
Therefore, in this paper, a ‘harvest-then-transmit’ two-stage
protocol is considered, namely the downlink WET and the
uplink WIT stage. In the downlink WET stage, edge UEs first
harvest energy from the RF signals transmitted by the HAP.
And then, in the uplink WIT stage, these edge UEs utilize
the harvested energy to send their own data to the HAP. It
should be noted that as shown in Fig. 1, the edge UE in the
typical cell m may receive energy signals from adjacent cells
during the downlink WET stage. Similarly, the edge UE of
adjacent cells may cause interference to the edge UE in the
typical cell m while sending their data. In other words, on the
one hand, energy from adjacent cells enhances the uplink date
transmission capacity for the edge UE in the typical cell m.
On the other hand, the co-frequency interference from adjacent
cells during the uplink WIT stage may result in a degradation
of the ergodic capacity performance for the edge UE in the
typical cell m.

To maximize the reflection gain and avoid the implementa-
tion cost associated with simultaneously controlling both the
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Uplink scattered co-channel interference 
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Fig. 1. An IRS-assisted multi-cell DEIN model.

reflection amplitude and phase, we assume that the reflection
amplitude of each element of the IRS is set to 1 [9]. We
also consider that the signal from any HAP to any edge UE
is reflected at most once by the IRS, as multiple reflections
through the IRS would lead to significant signal attenuation
due to the multiplicative path-loss of the reflection links.
We assume that the HAP can obtain perfect channel state
information (CSI) for the edge UE within the same cell [12]
[19]. Note that the assumption of perfect CSI implies that the
HAP must periodically send training information for channel
estimation, which may reduce overall bandwidth efficiency.
In practice, the considered edge UEs could be stationary,
meaning that the CSI might remain relatively constant over
long periods. Consequently, frequent channel estimation may
not be required. In addition, we also assume that the HAP is
unable to obtain the CSI of edge UEs in adjacent cells, as
these UEs are not its service targets.

A. The Downlink WET Stage

In the downlink WET stage, the complex channels from
the HAP m to the IRS m, from the IRS m to the edge UE
m and from the IRS i of the adjacent cell to the edge UE
m are denoted by gE

m =
[
gEm,1, ..., g

E
m,N

]H ∈ C1×N , hE
m =[

hE
m,1, ..., h

E
m,N

]
∈ CN×1 and fEi =

[
fE
i,1, ..., f

E
i,N

]
∈ CN×1,

respectively. We assume that the channel between the HAP
and the n-th IRS’s element is a LoS channel, as both the
HAP and IRS are usually deployed at relatively high positions
[34]. Therefore, according to [34], one has |gEm,n| = 1.
Furthermore, the channel between the n-th IRS’s element and
edge UEs include both LoS and non-LoS (NLoS) fading, that
is, experiencing Rician fading channel. Similarly, assuming
that the energy transmission channel propagated by adjacent
cells through the IRS scattering during the downlink WET
phase is also modeled as a Rician fading channel. Therefore,
hE
m,n and fE

i,n can be modeled as

hE
m,n =

√
κE
m

1 + κE
m

h̄E
m,n +

√
1

1 + κE
m

h̃E
m,n, (1)

fE
i,n =

√
κE
i

1 + κE
i

f̄E
i,n +

√
1

1 + κE
i

f̃E
i,n, (2)
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where κE
m and κE

i respectively denote the Rician factors of
the channels between the IRS and the edge UE in the typical
cell m, and between the IRS of adjacent cell i and the edge
UE in the typical cell m. Furthermore, h̄E

m,n and f̄E
i,n are

the LoS components, f̃E
i,n and f̃E

i,n are the NLoS components
following complex Gaussian distribution with zero mean and
unit variance. It is worth noting that since HAP i and IRS
k belong to different cells and are not deployed with mutual
coordination, their channel may be affected by obstacles or
scatterers. The channel between HAP m and IRS k can
be modeled as a Rician channel with both LoS and NLoS
components. Therefore, the inter-cell link between HAP i and
IRS m is significantly weaker than the intra-cell link between
HAP i and IRS i. Furthermore, the IRS is typically deployed
near the UE or HAP, positioned between them to maximize
system performance. This results in the distance from UE i to
IRS i to HAP m being greater than the distance form UE i
to IRS i to HAP m. Consequently, during the WIT stage, the
double fading effect of the links from UE i to IRS i to HAP
m are likely much stronger than that of the links from UE
i to IRS m to HAP m, ∀i ∈ M, i ̸= m. Therefore, we did
not consider the links from UE i to IRS i to HAP m when
analyzing the system performance.

As a result, in the downlink WET phase, the received signal
of the edge UE in the typical cell m can be written as

yEm =
√

Pm,TβE
m,BRβ

E
m,RU

(
hE
m

)H
ΦE

mgE
mxE

m

+
∑

i∈M,i̸=m

√
Pi,TβE

i,BRβ
E
i,RU

(
fEi
)H

ΦE
i g

E
i x

E
i + nE

m,

(3)
where (·)H denotes the conjugate transpose of a vector/matrix,
Pm,T is the transmit power of the HAP in cell m, xE

m

denotes the information symbol with E{||xE
m||2} = 1 and

nE
m ∼ CN (0, σ2

m) is the additive white Gaussian noise
(AWGN) at the UE m. βE

m,u = d
−αm,u
m,u is the large-scale

fading coefficient determined by the propagation distance,
where dm,u denotes the transmission distance, αm,u de-
notes the path-loss exponent, u ∈ {BR,RU}. In addition,
ΦE

m = diag(ejϕ
E
m,1 , ..., ejϕ

E
m,N ) denotes the diagonal phase

shifting matrix of the IRS in cell m during the downlink
WET stage, ϕE

m,n ∈ [0, 2π) is the phase shifting of the n-
th reflecting element of the IRS in the cell m. In order to
maximize the energy received by the edge UE m during
the downlink WET stage, the phase shifts of all elements
are adjusted to be aligned with the edge UE it serves, i.e.,
ϕE
m,n = − arg(hE

m,n)− arg(gEm,n), ∀n ∈ {1, ..., N}.
The energy harvested by the edge UE in the typical cell m

during the downlink WET stage can be expressed as

Em = ητEPm,Tβ
E
m,BRβ

E
m,RU

∣∣∣ (hE
m

)H
ΦE

mgE
m

∣∣∣2
+

∑
i∈M,i̸=m

ητEpi,Tβ
E
i,BRβ

E
i,RU

∣∣∣ (fEi )H ΦE
i g

E
i

∣∣∣2, (4)

where η ∈ (0, 1) is the energy conversion efficiency of UEs
and τE denotes the duration of the downlink WET stage for
each edge UE.

B. The Uplink WIT Stage
In the uplink WIT stage, the complex channels from the

IRS m to the HAP m, from the edge UE m to the IRS m and
from the UE i of the adjacent cell to the IRS m are denoted by
gI
m =

[
gIm,1, ..., g

I
m,N

]H ∈ C1×N , hI
m =

[
hI
m,1, ..., h

I
m,N

]
∈

CN×1 and f Ii =
[
f I
i,1, ..., f

I
i,N

]
∈ CN×1, respectively. Similar

to the downlink WET channel model, one has |gIm,n| = 1 [34].
Furthermore, hI

m,n and f I
i,n can be represented as

hI
m,n =

√
κI
m

1 + κI
m

h̄I
m,n +

√
1

1 + κI
m

h̃I
m,n, (5)

f I
i,n =

√
κI
i

1 + κI
i

f̄ I
i,n +

√
1

1 + κI
i

f̃ I
i,n, (6)

where κI
m and κI

i respectively denote the Rician factors of the
channels between the IRS and the edge UE in the typical cell
m, and between the IRS m and the adjacent edge UE i. In
particular, h̄E

m,n and f̄E
i,n are the LoS components, f̃E

i,n and
f̃E
i,n correspond to the NLoS components.

In the uplink WIT stage, the edge UE in each cell utilizes
the energy harvested during the dowlink WET stage to transmit
data to their HAP within a duration of τ I, satisfying τE+τ I =
1. Therefore, according to (4), the average transmit power of
the edge UE in the typical cell m can be written as

pm =
ητE

τ I
Pm,Tβ

E
m,BRβ

E
m,RU

∣∣∣ (hE
m

)H
ΦE

mgE
m

∣∣∣2
+

∑
i∈M,i̸=m

ητE

τ I
Pi,Tβ

E
i,BRβ

E
i,RU

∣∣∣ (fEi )H ΦE
i g

E
i

∣∣∣2.
(7)

Similar to the downlink WET phase, we also omitted the
links from UE k to IRS k to HAP m, ∀k ∈ M, k ̸= m,
during the uplink WIT phase. Thus, the signal received during
the uplink WIT phase at the HAP in typical cell m can be
represented

yIm =
√
pmβI

m,RBβ
I
m,UR

(
gI
m

)H
ΦI

mhI
mxI

m

+
∑

k∈M,k ̸=m

√
pkβI

m,RBβ
I
k,UR

(
gI
m

)H
ΦI

mf Ikx
I
k + nI

m,

(8)
where xI

m is the at symbol with E{||xI
m||2} = 1, nI

m denotes
the AWGN at the HAP of cell m the follows zero mean and
variance of σI

m. Especially, βI
m,RB, βI

m,UR and βI
k,UR are the

large-scale fading coefficients between the IRS and HAP in
the cell m, between the UE and IRS in the cell m, and
between the UE in the adjacent cell k and the IRS in the
cell m during the uplink WIT stage, respectively. Moreover,
ΦI

m = diag(ejϕ
I
m,1 , ..., ejϕ

I
m,N ) denotes the diagonal phase

shifting matrix of the IRS in cell m during the uplink WIT
stage, where ϕI

m,n ∈ [0, 2π) and ϕI
m,n = − arg(hI

m,n) −
arg(gIm,n), ∀n ∈ {1, ..., N}.

Then, the instantaneous SINR at the HAP of the typical cell
m is given by

γm =
pmβI

m,RBβ
I
m,UR

∣∣ (gI
m

)H
ΦI

mhI
m

∣∣2∑
k∈M,k ̸=m pkβI

m,RBβ
I
k,UR

∣∣ (gI
m)

H
ΦI

mf Ik
∣∣2 + σ2

m

.

(9)
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Subsequently, by defining δEm = Pm,Tβ
E
m,BRβ

E
m,RU, δEi =

Pi,Tβ
E
i,BRβ

E
i,RU, δIm = βI

m,RBβ
I
m,UR and δIk = βI

m,RBβ
I
k,UR,

we can restate γm as shown in (10) at the bottom of this page.
Based on (10), the uplink achievable rate Rm (bit/s/Hz) of

the edge UE in the typical cell m can be given by

Rm = log2 (1 + γm) . (11)

III. PERFORMANCE ANALYSIS

In this section, we conduct the performance of the IRS-
aided multi-cell DEIN system. Three performance evaluation
metrics are investigated, namely outage probability, ergodic
rate, and ASEP.

For the sake of simplicity, we introduce the follow-
ing variables substitutions. Based on (10), one has X =

δEm
∣∣ (hE

m

)H
ΦE

mgE
m

∣∣2, Y =
∑

i∈M,i̸=m δEi
∣∣ (fEi )H ΦE

i g
E
i

∣∣2,

Z = X + Y , L = δIm
∣∣ (gI

m

)H
ΦI

mhI
m

∣∣2, Ω = ZL,
Uk = δEk

∣∣ (hE
k

)H
ΦE

kg
E
k

∣∣2 +
∑

j∈M,j ̸=k δ
E
j

∣∣ (fEj )H ΦE
j g

E
j

∣∣2,

Vk = δIk
∣∣ (gI

m

)H
ΦI

mf Ik
∣∣2 and I =

∑
k∈M,k ̸=m UkVk.

The SINR of edge UE in the typical cell m can be rewritten
as

γm =
(X + Y )L∑

k∈M,k ̸=m UkVk +
σ2
mτ I

ητE

=
ZL

I + Λ
=

Ω

I + Λ
, (12)

where Λ =
σ2
mτ I

ητE . Next, we derive the CDF and PDF of the
random variables Z and L, respectively.

In order to obtain a tractable statistical characteristic ex-
pression for γm, this paper utilizes the moment-matching
method to approximate the random variable Z as a Gamma
distribution. To this end, we need to derive the first and second
moments of Z. Due to X and Y are independent, one has

E [Z] = E [X] + E [Y ] , (13)

E
[
Z2
]
= E

[
X2
]
+ 2E [X]E [Y ] + E

[
Y 2
]
. (14)

We further derive the first and second moments for the
random variables X and Y . Let ζ =

∣∣ (hE
m

)H
ΦE

mgE
m

∣∣2
and assume that the HAP m can obtain sufficient CSI. In
order to maximize the received SINR, the IRS m should
carefully configure its phase shifts to compensate for chan-
nel phases, i.e., ϕE

m,n = − arg(hE
m,n) − arg(gEm,n). Then,

according to the results obtained in Corollary 1 of our
previous work [35], one can know that ζ should follow
a non-central chi-square distribution with two degrees of
freedom under the optimal phase shift configuration, i.e.,
ζ ∼ X 2

(
2,
√

κE
m

1+κE
m
N, N

2(κE
m+1)

)
. Following the statistical

characteristics of the non-central chi-square distribution, one
can easily obtain E [X] = δEm

(
2σ2 + s2

)
and E

[
X2
]

=(
δEm
)2 (

4σ4 + 4σ2s2 + 2σ2 + s2
)
, where s =

√
κE
m

1+κE
m
N and

σ2 = N
2(1+κE

m) .

Let ϱi =
∣∣ (fEi )H ΦE

i g
E
i

∣∣2. Then, for the random variable
Y , E [Y ] can be rewritten as

E [Y ] = E

 M∑
i=1,i̸=m

δEi

∣∣∣ (fEi )H ΦE
i g

E
i

∣∣∣2
 =

M∑
i=1,i̸=m

δEi E [ϱi] .

(15)
Based on the results obtained in our previous work [35],

one can have√ κE

1 + κE
f̄Ei +

√
1

1 + κE
f̃Ei

H

ΦE
i ḡ

E
i ∼ CN

(
0,

N

2

)
.

(16)
As a result, E [ϱi] can be derived as

E [ϱi] =

E

∣∣∣∣∣
√ κE

1 + κE
f̄Ei +

√
1

1 + κE
f̃Ei

H

ΦE
i ḡ

E
i

∣∣∣∣∣
2
 = N.

(17)
Then, based on (15) and (17), one has E [Y ] =∑M
i=1,i̸=m δEi N .
E
[
Y 2
]

can be rewritten as

E
[
Y 2
]
= E


 M∑

i=1,i̸=m

δEi

∣∣∣ (fEi )H ΦE
i g

E
i

∣∣∣2
2


=

M∑
i=1,i̸=m

(
δEi
)2 E [ϱ2i ]+ M∑

i=1,i̸=m

M∑
j=1,j ̸=i

δEi δ
E
j E [ϱi]E [ϱj ] .

(18)
Based on (16), one has

E
[
ϱ2i
]
= E

[∣∣∣ (fEi )H ΦE
i g

E
i

∣∣∣4]

= E

∣∣∣∣∣
√ κE

1 + κE
f̄Ei +

√
1

1 + κE
f̃Ei

H

ΦE
i ḡ

E
i

∣∣∣∣∣
4
 = 2N2.

(19)
Then, by substituting (17) and (19) into (18), one

can have that E
[
Y 2
]

=
∑M

i=1,i̸=m 2
(
δEi
)2

N2 +∑M
i=1,i̸=m

∑M
j=1,j ̸=i δ

E
i δ

E
j N

2. By substituting E [X], E
[
X2
]
,

E [Y ] and E
[
Y 2
]

into (13) and (14), respectively, E [Z] and
E
[
Z2
]

can be obtained.
By exploiting a moment matching method, Z can be ap-

proximated as a Gamma random variable with the following

parameters βZ = (E[Z])2

E[Z2]−(E[Z])2
and θZ =

E[Z2]−(E[Z])2

E[Z] , where
βZ denotes the shape parameter and θZ denotes the scale
parameter. Based on the definition of Gamma distribution, the
CDF of Z can be expressed as

FZ(z) =
1

Γ(βZ)
Υ

(
βZ ,

z

θZ

)
, (20)

γm =

(
δEm
∣∣ (hE

m

)H
ΦE

mgE
m

∣∣2 +∑i∈M,i̸=m δEi
∣∣ (fEi )H ΦE

i g
E
i

∣∣2) δIm∣∣ (gI
m

)H
ΦI

mhI
m

∣∣2∑
k∈M,k ̸=m

(
δEk
∣∣ (hE

k

)H
ΦE

kg
E
k

∣∣2 +∑j∈M,j ̸=k δ
E
j

∣∣ (fEj )H ΦE
j g

E
j

∣∣2) δIk∣∣ (gI
m)

H
ΦI

mf Ik
∣∣2 + σ2

mτ I

ητE

, (10)
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where Γ(·) denotes the gamma function and Υ(·, ·) is the
lower incomplete Gamma function.

Similar to the random variable ζ, the cascaded channel gain
during the uplink WIT phase also follows a non-central chi-
square distribution with two degrees of freedom. To this end,
we again use the moment-matching method to approximate
L as a Gamma distribution. Therefore, the PDF of L can be
expressed as

fL(x) =
1

Γ(βL)θ
βL

L

xβL−1e
− x

θL , (21)

where βL = (E[L])2

E[L2]−(E[L])2
and θL =

E[L2]−(E[L])2

E[L] . Specifi-
cally, the derivation process for E [L] and E

[
L2
]

is similar to
that of E [Z] and E

[
Z2
]
.

Then, based on (20) and (21), as well as the conclusion
from Lemma 1 in our previous work [36], we can derive the
PDF of the random variable Ω as

fΩ(x) =
2x

βZ+βL
2 −1

Γ(βZ)Γ(βL) (θZθL)
βZ+βL

2

KβL−βZ

(
2

√
x

θZθL

)
,

(22)
where Kϑ(·) is the ϑ-th order modified Bessel function of the
second kind.

Unfortunately, it is difficult to obtain the CDF of Ω by
integrating (22). To this end, we use the following method
to derive the CDF of the random variable Ω.

FΩ(x) = Pr
{
Z <

x

L

}
=

∫ ∞

0

FZ

(x
t

)
fL(t)dt

=
1

Γ(βZ)Γ(βL)θ
βL

L

∫ ∞

0

tβL−1e
− t

θL Υ

(
βZ ,

x

θZt

)
dt

y= 1
t=

1

Γ(βZ)Γ(βL)θ
βL

L

∫ ∞

0

y−βL−1e
− 1

yθL Υ

(
βZ ,

xy

θZ

)
dy

(a)
=

θ−βL

L

Γ(βZ)Γ(βL)

∫ ∞

0

y−βL−1G0,1
1,0

(
yθL

∣∣1
·
)
G1,1

1,2

(
xy

θZ

∣∣ 1
βZ ,0

)
dy

(b)
=

θL
Γ(βZ)Γ(βL)

∫ ∞

0

G0,1
1,0

(
yθL

∣∣−βL
·
)
G1,1

1,2

(
xy

θZ

∣∣ 1
βZ ,0

)
dy

(c)
=

1

Γ(βZ)Γ(βL)
G2,1

1,3

(
x

θZθL

∣∣ 1
βL,βZ ,0

)
,

(23)
where Gp,q

m,n

[
x|a1,...,ap

b1,...,bq

]
denotes the Meijer’s G-function, (a)

is obtained by using [37, Eq. (8.4.3.2), Eq. (8.4.16.1)], (b)
follows from [38, Eq. (9.31.5)] and (c) is obtained by using
[38, Eq. (7.811.1)].

Similar to the random variables Z and L, we also approxi-
mate the variable I as a Gamma distribution. Now, we derive
E [I] and E

[
I2
]
. According to the statistical independence of

random variables Uk and Vk, one has

E [I] =
∑

k∈M,k ̸=m

E [Uk]E [Vk] , (24)

E
[
I2
]
= E


 ∑

k∈M,k ̸=m

UkVk

2


=
∑

k∈M,k ̸=m

E
[
U2
k

]
E
[
V 2
k

]
+

∑
k∈M,k ̸=m

∑
i∈M,i̸=k

E [Uk]E [Vk]E [Ui]E [Vi] ,

(25)
where the derivation process of E

[
U2
k

]
, E
[
V 2
k

]
, E [Uk] and

E [Vk] are similar to (15) and (18).

Therefore, by using the moment matching method, the PDF
of the random variable I can be represented as

fI(x) =
1

Γ(βI)θ
βI

I

xβI−1e
− x

θI , (26)

where βI = (E[I])2
E[I2]−(E[I])2 and θI =

E[I2]−(E[I])2

E[I] .

Next, we derive the statistical characteristics of γm in (12).
One has the following lemma.

Lemma 1. The CDF of γm in (12) can be expressed as

Fγm
(x) =

1

Γ(βZ)Γ(βL)Γ(βI)

Q∑
q=1

WqSβI−1
q G2,2

2,3

(
xθISq + xΛ

θZθL

∣∣ 1
βL,βZ,0

)
,

(27)
where Wq and Sq are respectively the weights of the Laguerre
polynomial and the sample points, tabulated in [39, Table.
(25.9)]. Specifically, xq is the q-th zero of Laguerre polynomial
LQ(xq) and the corresponding the q-th weight factor is given
by Wq =

(Q!)2xq

(Q+1)2[LQ+1(xq)]2
.

Proof: Based on (12), (23) and (26), one has

Fγm
(x) = Pr

{
Ω

I + Λ
< x

}
=

∫ ∞

0

FΩ(xt+ xλ)fI(t)dt

=
θ−βI

I

Γ(βZ)Γ(βL)Γ(βI)

∫ ∞

0

tβI−1e
− t

θI

×G2,1
1,3

(
xt+ xΛ

θZθL

∣∣ 1
βL,βZ,0

)
dt.

(28)

Unfortunately, it is difficult to directly obtain an exact
closed-form expression for the above integration. To this end,
we provide an approximate closed-form expression for γm by
applying the Gaussian Laguerre integration method [39]. The
obtained result is shown in (27). ■

Remark 1. In general, the AWGN power σm at the HAP
is a very small quantity, thus the constant interference term Λ
in formula (12) can be ignored compared to the interference
of edge UEs in adjacent cells. Ignoring the constant Λ, one
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can obtain another CDF for γm as follows

Fγm(x) = Pr {Ω < xI} =

∫ ∞

0

FΩ(xt)fI(t)dt

=
θ−βI

I

Γ(βZ)Γ(βL)Γ(βI)

∫ ∞

0

tβI−1e
− t

θI

×G2,1
1,3

(
xt

θZθL

∣∣ 1
βL,βZ ,0

)
dt

(a)
=

1

Γ(βZ)Γ(βL)Γ(βI)
G2,2

2,3

(
θIx

θZθL

∣∣∣1−βI ,1
βL,βZ ,0

)
,

(29)
where (a) is obtained by using [37, Eq. (8.4.3.2)] and [38, Eq.
(9.31.5), Eq. (7.811.1)].

In order to obtain traceable results, we employ the conclu-
sion in Remark 1 to derive the closed-form expressions for
the three performance metrics of the system, namely outage
probability, ergodic rate and ASEP.

Remark 2. In particular, when there is only one cell in the
IRS-assisted DEIN, i.e., M = 1, the edge UE is no longer
subject to energy signals and co-channel interference from
neighboring cells. At this point, the instantaneous signal-to-
noise ratio (SNR) at the HAP can be expressed as

γ0 = Λ0δ
E
0 δ

I
0

∣∣ (hE
0

)H
ΦE

0 g
E
0

∣∣2∣∣ (gI
0

)H
ΦI

0h
I
0

∣∣2
= Λ0X0L0 = Λ0Ω0,

(30)

where Λ0 = ητE

σ2
0τ

I , δE0 = P0,Tβ
E
0,BRβ

E
0,RU, δI0 = βI

0,RBβ
I
0,UR,

X0 = δE0
∣∣ (hE

0

)H
ΦE

0 g
E
0

∣∣2, L0 = δI0
∣∣ (gI

0

)H
ΦI

0h
I
0

∣∣2 and Ω0 =
X0L0.

In this case, the random variables X0 and L0 can be ap-
proximated as a Gamma distribution similar to Z, respectively.
Therefore, the CDF of γ0 can be derived as

Fγ0(x) =
1

Γ(βX0)Γ(βL0)
G2,1

1,3

(
x

θX0θL0Λ0

∣∣∣ 1
βL0

,βX0
,0

)
,

(31)
where βX0

= (E[X0])
2

E[X2
0 ]−(E[X0])

2 , θX0
=

E[X2
0 ]−(E[X0])

2

E[X0]
, βL0

=

(E[L0])
2

E[L2
0]−(E[L0])

2 and θL0 =
E[L2

0]−(E[L0])
2

E[L0]
. Specifically, the

derivation process is similar to (23).

A. Outage probability

Lemma 2. Based on (29), the closed-form expression of
outage probability for the edge UE in typical cell m can be
approximated as

PO
m =

1

Γ(βZ)Γ(βL)Γ(βI)
G2,2

2,3

(
θI
(
2Rth − 1

)
θZθL

∣∣∣1−βI ,1
βL,βZ ,0

)
,

(32)
where Rth denotes the achievable rate threshold.

Proof: For a given rate threshold Rth, based on the defini-
tion of the outage probability, one has

PO
m = Pr {log2(1 + γm) < Rth}

= Pr
{
γm < 2Rth − 1

}
= Fγm

(
2Rth − 1

)
=

1

Γ(βZ)Γ(βL)Γ(βI)
G2,2

2,3

(
θI
(
2Rth − 1

)
θZθL

∣∣∣1−βI,1
βL,βZ,0

)
.

(33)

Here, the proof is completed. ■
Remark 3. By using the result obtained from Lemma 1, a

more precise expression of outage probability for the edge UE
in the typical cell m can be written as

PO
m =

1

Γ(βZ)Γ(βL)Γ(βI)
×

Q∑
q=1

WqSβI−1
q G2,2

2,3

((
2Rth − 1

)
(θISq + Λ)

θZθL

∣∣ 1
βL,βZ,0

)
,

(34)
where Q, Wq and Sq are defined in (27).

B. Ergodic rate

Lemma 3. Based on (11) and (29), the closed-form expres-
sion of ergodic rate for the edge UE in the typical cell m can
be derived as

Rm =
1

Γ(βZ)Γ(βL)Γ(βI) ln 2
G4,4

5,6

(
θI

θZθL

∣∣∣ 0,1−βI ,1,0,1
0,0,βL,βZ ,0,1

)
.

(35)
Proof: Please refer to Appendix A. ■

C. Average symbol error probability

To further investigate the performance of the IRS assisted
multi-cell DEIN, we aim to evaluate the ASEP of the edge
UE in the typical cell m. The generic ASEP expression for
various modulation schemes can be given by [40]

P̄e = φE [Q (
√
ςγm)] = φ

∫ ∞

0

Q
(√

ςt
)
fγm

(t)dt, (36)

where φ and ς are the modulation parameters, and Q(x) =
1√
2π

∫∞
x

e
t2

2 dt denotes the Gaussian Q-function. Then, one
has the following lemma.

Lemma 4. The closed-form expression of ASEP for the
edge UE in the typical cell m can be derived as

P̄e =
φ

2
√
πΓ(βZ)Γ(βL)Γ(βI)

G2,5
5,5

(
2θI

ςθZθL

∣∣∣1, 12 ,1−βI ,1,0

βL,βZ ,0,1,0

)
.

(37)
Proof: Please refer to Appendix B. ■

IV. TWO EXTENDED ANALYSES

In this section, we aim to reveal some valuable insights
into the considered IRS-assisted network. For this purpose,
we conduct theoretical analysis to characterize the minimum
required number of IRS’s reflecting elements N and the
sub-optimal time allocation coefficient τE for a given SINR
threshold γm,th. To this end, we first study the average SINR
performance of the edge UE in the typical cell m.

The average SINR of the edge UE in the typical cell m can
be expressed as

γ̃m = E [γm] = E
[

Ω

I + Λ

]
. (38)

Unfortunately, it is difficult to directly obtain a closed-form
expression for the average SINR in (38). To further derive a
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traceable result, we apply Jensen’s inequality to obtain a lower
bound on the average SINR as shown below,

γ̃m = E
[

Ω

I + Λ

]
= E [Ω]E

[
1

I + Λ

]
≥ E [Ω]

E [I] + Λ
= γ̄m.

(39)
Then, we characterize the expectations of the random vari-

ables Ω and I . Similar to the derivation process of (13), the
expectations of Ω and I can be derived as

E [Ω] = E [Z]E [L] = (E [X] + E [Y ])E [L]

=
δEmδImN2 + δEmδIm

(
κE
m + κI

m

)
N3 + δEmδImκE

mκI
mN4

(1 + κE
m) (1 + κI

m)

+

∑
i∈M,i̸=m δEi δ

I
mN2 +

∑
i∈M,i̸=m δEi δ

I
mκI

mN3

1 + κI
m

,

(40)
E [I] =

∑
k∈M,k ̸=m

E [Uk]E [Vk]

=
∑

k∈M,k ̸=m

δEk
(
N + κE

kN
2
)

1 + κE
k

+
∑

j∈M,j ̸=k

NδEj

 δIkN

=
∑

k∈M,k ̸=m

δEk δ
I
kN

2 + δEk δ
I
kκ

E
kN

3

1 + κE
k

+N2
∑

k∈M,k ̸=m

∑
j∈M,j ̸=k

δEj δ
I
k.

(41)
Next, let µ1 =

δEmδIm
(1+κE

m)(1+κI
m) , µ2 =

δEmδIm(κ
E
m+κI

m)
(1+κE

m)(1+κI
m) ,

µ3 =
δEmδImκE

mκI
m

(1+κE
m)(1+κI

m) , µ4 =
δIm

∑
i∈M,i̸=m δEi
1+κI

m
, µ5 =

δImκI
m

∑
i∈M,i̸=m δEi

1+κI
m

, µ6 =
∑

k∈M,k ̸=m
δEk δIk
1+κE

k

, µ7 =∑
k∈M,k ̸=m

δEk δIkκ
E
k

1+κE
k

and µ8 =
∑

k∈M,k ̸=m

∑
j∈M,j ̸=k δ

E
j δ

I
k,

γ̄m in (39) can be represented as

γ̄m =
µ1N

2 + µ2N
3 + µ3N

4 + µ4N
2 + µ5N

3

µ6N2 + µ7N3 + µ8N2 + Λ
. (42)

In addition, as N is sufficiently large, i.e., N → ∞, one
has

γ̄∞
m → µ3N +

µ2 + µ5

µ7
= O (N) . (43)

It follows from (43) that as N → ∞, the average SINR of
the edge UE in the typical cell m will linearly increase with N
due to the fourfold growth in the received signal power over
surpassing the threefold growth in the interference power.

A. Minimum required number of elements N

In this subsection, we attempt to analyze the minimum
required number of reflection elements for a given SINR
threshold. Therefore, base on (42), the following inequality
must be satisfied:

(µ1 + µ4)N
2 + (µ2 + µ5)N

3 + µ3N
4

(µ6 + µ8)N2 + µ7N3 + Λ
≥ γ̄m,th, (44)

To further simplify (44), one has

AN4 +BN3 + CN2 +D ≥ 0, (45)

where A = µ3, B = µ2 + µ5 − µ7γ̄m,th, C = µ1 + µ4 −
(µ6 + µ8) γ̄m,th and D = −Λγ̄m,th.

Lemma 5. For a given SINR threshold, the minimum
required number of reflecting elements to be satisfied is

N ≥ max {⌈x1⌉, ⌈x2⌉, ⌈x3⌉, ⌈x4⌉} , (46)
x1 = λ4 − λ5 − λ6a, (46a)
x2 = λ4 − λ5 + λ6a, (46b)
x3 = λ4 + λ5 − λ6a, (46c)
x4 = λ4 + λ5 + λ6a, (46d)

where ⌈x⌉ denotes the ceiling operation for x, λ4 = − B
4A ,

λ5 = 1
2

√
λ2 +∆3, λ6a = 1

2

√
2λ2 −∆3 − λ3

8λ5
, λ6b =

1
2

√
2λ2 −∆3 +

λ3

8λ5
, λ2 = B2

4A2 − 2C
3A , λ3 = −B3

A3 + 4BC
A2 ,

∆3 =
3√2∆1

3Aλ1
+ λ1

3 3√2A
, λ1 = 3

√
∆2 +

√
−4∆3

1 +∆2
2, ∆1 =

C2 + 12AD and ∆2 = 2C3 + 27B2D − 72ACD.
Proof: Please refer to Appendix C. ■

B. Sub-optimal time allocation coefficient τ I

According to the ”harvest-then-transmit” protocol, it is
evident that increasing the duration of downlink WET enables
edge UEs to harvest more energy, but it reduces the duration
of uplink WIT, leading to a decrease in the amount of data
transmitted. Therefore, there exists a trade-off between the
time allocation for uplink WET and downlink WIT. To gain
further engineering insights, we investigate the optimal time
allocation coefficients in this subsection.

Based on (10), (11) and (42), we define the ergodic capacity
of edge UE in typical cell m during the uplink WIT phase as

Cm =
τ I

ln 2
ln

(
1 +

ε1

ε2 +
ε3τ I

1−τ I

)
, (47)

where ε1 = µ1N
2 + µ2N

3 + µ3N
4 + µ4N

2 + µ5N
3, ε2 =

µ6N
2 + µ7N

3 + µ8N
2 and ε3 =

σ2
m

η .
By observing (47), one can find that there must be an

optimal τ I that maximizes the ergodic capacity of the edge
UE in the typical cell m. Unfortunately, we can not directly
provide an analytical expression for the optimal τ I due to the
existence of the nonlinear natural logarithmic function ln(·).
Although it is easy to obtain a sub-optimal τ I by utilizing
some heuristic algorithms, such as genetic algorithms, particle
swarm optimization algorithms, etc., this does not give more
insights for engineering. To this end, when the number of
IRS’s elements is large enough, we utilize Taylor expansion
technology to provide a sub-optimal solution for τ I. One has
the following lemma.

Lemma 6. When the number of IRS’s elements is quite
large, we can obtain a sub-optimal time allocation coefficient
τ I as follows to maximize the ergodic capacity of the edge
UE in the typical cell.

τ I = 1− 1√
1 + ϖ1

ϖ2

, (48)

where ϖ1 = 1
ln 2 ln

(
1 + ε1

ε2

)
and ϖ2 = 1

ln 2
ε1ε3

ε22

(
1+

ε1
ε2

) .

Proof: Please refer to Appendix D. ■
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TABLE II
TABLE OF SIMULATION PARAMETERS.

Path-loss exponent αE
i from the IRS in adjacent cell i to the edge UE in typical cell m 2.7

Path-loss exponent αE
m from the HAP to the IRS (the IRS to the edge UE) in cell m 2.0 (2.4)

Time allocation coefficient τE in the downlink WET stage 0.4

The transmit power Pm,T of the HAP in cell m (dBm) -30

The power of AWGN σ2
m at the HAP in cell m (dBm) -94

The number of cells M in the studied network 3

The number of reflecting elements N in each IRS 8

Energy conversion efficiency of edge UEs η 0.85

The Rician factors κE
m, κE

i , κI
m and κI

i in the studied network 2

V. NUMERICAL RESULTS

In this section, we verify the effectiveness and accuracy
of the derived numerical results through Monte-Carlo simu-
lations. Unless otherwise specified, we summarize the main
parameters adopted in Table I. We run 106 times of Monte-
Carlo simulations in this paper. Especially, in Fig. 2 to Fig. 6,
the curves labeled as ‘Simulation’ are obtained through Monte-
Carlo simulations. The curves labeled as ‘Analysis, appr1’
and ‘Analysis, ppr2’ are obtained by using (27) and (29),
respectively.

Fig. 2 shows the outage probability versus the required rate
threshold for different values of reflecting elements at each
IRS. One can see that under a given number of IRS’s elements,
the outage probability gradually increases as the threshold
of required rate. This implies that as the rate requirements
for edge UEs become more stringent, the probability of
failing to meet these requirements increases. For the same rate
threshold, a larger N leads to a lower outage probability due
to the higher passive beamforming gain provided by the IRS.
This phenomenon aligns with expectations and serves as a
promising strategy for mitigating outage probability. It can be
observed that the results derived using the Gaussian Laguerre
integration method, namely ‘Analysis, appr1’, match very well
with the simulation results. In addition, with the increased of
reflecting elements, the accuracy of the results obtained by
applying (29) is enhanced. This is because, with a sufficiently
large N , the constant interference term Λ in formula (12) can
be neglected.

In Fig. 3, we illustrate the outage probability versus the
required rate for different numbers of cells in the network.
Similar to Fig. 2, it is easy to observe that the outage
probability increases with the required rate threshold. In Fig.
3, for any given rate threshold, one can see that the outage
probability of increases significantly with the number of cells
in the network. This is due to the interference caused by more
edge UEs of adjacent cells, leading to a decrease in network
performance.

Fig. 4 depicts the outage probability versus the transmit
power Pm,T of the HAP with different numbers of IRS’s
elements. It can be seen that the curves corresponding to
‘Analysis, appr2’ do not change with the increase of Pm,T.
This is because the ignored constant term Λ includes the
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Fig. 2. The outage probability versus the required rate threshold for different
values of N .

transmit power of the HAP. However, the curves corresponding
to ‘Analysis, appr1’ first decrease, then tend to flatten, and
finally coincide with the case of ‘Analysis, appr2’. This implies
that increasing the transmit power of each HAP is limited
in reducing the outage probability of the edge UE. This is
because when the transmit power of the HAP in each cell
is increased simultaneously, although it enhances the energy
harvested by edge UEs, it also results in stronger co-channel
interference from neighboring cells. Furthermore, similar to
Fig. 2, larger values of reflecting elements yields lower outage
probability.

In Fig. 5, we plot the ergodic rate versus the number
of reflecting elements for different values of M . It can be
observed that the ergodic rate increases with the number of
IRS’s elements as expected. Moreover, it can be seen that
for any fixed number of reflecting elements, the ergodic rate
performance decreases with the increase in the number of cells
in the network. This means that the negative impact of co-
channel interference caused by the increase in the number of
adjacent cells is higher than the positive effect of improving
the energy harvested by the edge UE in the typical cell.

Fig 6 shows the ASEP versus the number of reflecting ele-
ments for different modulations. Specifically, Fig. 6 analyzes
four modulation schemes, namely 32-ary quadrature amplitude
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modulation (QAM) (φ = 2−
√
2
4 , ς = 3

31 ), 16-QAM (φ = 3
2 ,
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Fig. 6. The average symbol error probability versus the number of reflecting
elements for different modulations.

0 1 2 3 4 5 6 7 8 9 10

The given SINR threshold (dB)

6

8

10

12

14

16

18

20

22

24

26

28

M
in

im
u

m
 r

eq
u

ir
ed

 n
u

m
b

er
 o

f 
el

em
en

ts
 N

P
m,T

=-35 dBm

P
m,T

=-40 dBm

P
m,T

=-45 dBm

Fig. 7. The minimum required number of elements N versus the given SINR
threshold for different transmit power Pm,T.

and binary frequency-shift keying (BFSK) (φ = 1, ς = 1). It
can be observed that the ASER decreases with the increase
of the number of reflecting elements. In addition, higher-order
modulation schemes yield a larger ASEP, as expected.

In Fig. 7, we investigate the minimum required number
of reflecting elements versus the given SINR threshold under
different values of transmit power Pm,T. It can be seen that the
minimum required number of reflecting elements at each IRS
increases with the given SINR threshold. The main reason for
this phenomenon is that more reflecting elements are needed
to provide passive beamforming gain to satisfy the increasing
demand for SINR. Especially, due to the fact that the number
of IRS’s elements is a positive integer, the growth curves
in Fig. 7 are not smooth but exhibit a stepped increase. In
addition, one can observe that for a fixed SINR threshold,
increasing the transmit power of the HAP can significantly
reduce the required minimum number of elements.

Fig. 8 shows the ergodic capacity versus the number of
reflecting elements for different transmit power of the HAP.
In this figure, the curves labeled ‘Optimal’ are obtained
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using exhaustive search algorithm, while the curves labeled
‘Suboptimal’ are derived from Lemma 6. It can be observed
that the ergodic capacity performance enhances with the
number of IRS’s reflecting elements or the transmit power
of the HAP. In particular, on can see that in regions with
high values of reflecting elements, our proposed sub-optimal
solution can achieve the same ergodic capacity performance
as the optimal solution. This further confirms the correctness
of the theoretical result we derived in Lemma 6.

VI. CONCLUSION

In this paper, we studied an IRS-assisted multi-cell DEIN.
Specifically, the energy from neighboring cells during the
downlink WET stage enhances the uplink data transmission
capacity of the edge UE in the typical cell. Nevertheless,
in the uplink WIT stage, co-frequency interference from
neighboring cells could result in a reduction of the ergodic
capacity performance for the edge UE in the typical cell. We
first characterized the statistical features of the instantaneous
SINR at the typical edge UE. Then, the outage probability,
ergodic rate and ASEP for the edge UE in the typical cell
were derived. To gain more insight, we conduct the minimum
required number of IRS’s reflecting elements and the sub-
optimal time allocation coefficient for a given rate threshold.
Finally, extensive numerical results were presented to verify
the correctness of our obtained results. With the advancement
of wireless communication technologies, cell-free networks
are gaining increasing attention. In future work, we will further
investigate the overall performance of IRS-assisted DEIN
systems in cell-free massive multiple input multiple output
transmission scenarios.

APPENDIX A
PROOF OF LEMMA 3

Based on the definition of achievable rate in (11), the
ergodic rate for the edge UE in the typical cell m can be

defined as

Rm = E [log2 (1 + γm)] =

∫ ∞

0

log2 (1 + x) fγm
(x)dx.

(A.1)
Now, for the continuation of the derivation, it is necessary

to obtain the PDF of γm. By using [37, Eq. (8.2.2.30)] and
taking the first-order derivation of (29), the PDF of γm can
be derived as

fγm
(x) =

x−1

Γ(βZ)Γ(βL)Γ(βI)
G2,3

3,4

(
θIx

θZθL

∣∣∣1−βI ,1,0
βL,βZ ,0,1

)
.

(A.2)
Then, as the subsequent derivation process is similar to our

previous work [41], we omit the details for simplicity.

APPENDIX B
PROOF OF LEMMA 4

By substituting (A.2) in (36) and using Q(x) =
1
2erfc

(
x√
2

)
, one has

P̄e =
φ

2Γ(βZ)Γ(βL)Γ(βI)

∫ ∞

0

t−1erfc

(√
ςt

2

)

×G2,3
3,4

(
θIt

θZθL

∣∣∣1−βI ,1,0
βL,βZ ,0,1

)
dt

(a)
=

φ

2
√
πΓ(βZ)Γ(βL)Γ(βI)

∫ ∞

0

t−1G2,0
1,2

(
ςt

2

∣∣∣ 1
0, 12

)
×G2,3

3,4

(
θIt

θZθL

∣∣∣1−βI ,1,0
βL,βZ ,0,1

)
dt

(b)
=

φ

2
√
πΓ(βZ)Γ(βL)Γ(βI)

G2,5
5,5

(
2θI

ςθZθL

∣∣∣1, 12 ,1−βI ,1,0

βL,βZ ,0,1,0

)
,

(B.1)
where (a) follows from [37, Eq. (8.4.14.2)] and (b) is obtained
by using [38, Eq. (9.31.5), Eq. (7.811.1)]. Here, the proof is
completed.

APPENDIX C
PROOF OF LEMMA 5

For the univariate quartic inequality in (45), we first set the
inequality to equality, transforming it into a univariate quartic
equation. One has

AN4 +BN3 + CN2 +D = 0. (C.1)

Subsequently, by employing the Ferrari method [42], one
can obtain the four roots of the equation as follows:

x1 = λ4 − λ5 − λ6a, (C.2a)
x2 = λ4 − λ5 + λ6a, (C.2b)
x3 = λ4 + λ5 − λ6a, (C.2c)
x4 = λ4 + λ5 + λ6a, (C.2d)

where λ4 = − B
4A , λ5 = 1

2

√
λ2 +∆3, λ6a =

1
2

√
2λ2 −∆3 − λ3

8λ5
, λ6b = 1

2

√
2λ2 −∆3 +

λ3

8λ5
, λ2 =

B2

4A2 − 2C
3A , λ3 = −B3

A3 + 4BC
A2 , ∆3 =

3√2∆1

3Aλ1
+ λ1

3 3√2A
,

λ1 = 3

√
∆2 +

√
−4∆3

1 +∆2
2, ∆1 = C2 + 12AD and

∆2 = 2C3 + 27B2D − 72ACD.
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Due to the fact that the number of reflecting elements always
a positive integer, we discard complex and negative values
among the four roots obtained. Furthermore, we need to round
up the positive roots to obtain the minimum required number
of reflecting elements.

APPENDIX D
PROOF OF LEMMA 6

With a relatively large number of reflecting elements in the
IRS, one can apply Taylor expansion to obtain

ln

(
1 +

ε1
ε2 + ε3um

)
≈ ln

(
1 +

ε1
ε2

)
− ε1ε3um

ε22

(
1 + ε1

ε2

) +O
(
u2
m

)
,

(D.1)

where ε1, ε2 and ε3 are defined in (47), and um = τ I

1−τ I .
Then, by substituting (D.1) into (47), one can have

Cm ≈ 1

ln 2

um

1 + um

ln(1 + ε1
ε2

)
− ε1ε3um

ε22

(
1 + ε1

ε2

)


=
ϖ1um −ϖ2u

2
m

1 + um
,

(D.2)

where ϖ1 = 1
ln 2 ln

(
1 + ε1

ε2

)
and ϖ2 = 1

ln 2
ε1ε3

ε22

(
1+

ε1
ε2

) .

By taking the derivative of Cm in (D.2) w.r.t. um, one has

C
′

m =
ϖ1 − 2ϖ2um −ϖ2u

2
m

(1 + um)
2 . (D.3)

Let C
′

m = 0, that is ϖ1 − 2ϖ2um − ϖ2u
2
m = 0. For the

above univariate quadratic equation, one can easily prove that
its discriminant ∆ = 4ϖ2

2 + 4ϖ1ϖ2 > 0. As a result, on can
obtain two solutions to this equation as [43]

x1 =
−2ϖ2 +

√
4ϖ2

2 + 4ϖ1ϖ2

2ϖ2
> 0, (D.4a)

x2 =
−2ϖ2 −

√
4ϖ2

2 + 4ϖ1ϖ2

2ϖ2
< 0. (D.4b)

Because um needs to satisfy um > 0, x2 is discarded. Finally,
based on (D.4a) and τ I = um

1+um
, (48) can be obtained by

simple variable substitution. Here, this proof is complete.
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