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Neural-Network-Based Recursive State Estimation
for Nonlinear Networked Systems With

Binary-Encoding Mechanisms
Yuhan Zhang, Zidong Wang, Lei Zou, Wei Qian, and Shuxin Du

Abstract—This work addresses the problem of recursive state
estimation for the networked control systems with unknown non-
linearities and binary-encoding mechanisms (BEMs). To enhance
transmission reliability and reduce network resource consump-
tion, BEMs are used to convert measurement signals into binary
bit strings (BBSs) of limited length, which are then transmitted
to the estimator through noisy communication channels. During
transmission, random bit errors may occur in the BBSs due to
channel noise. For the considered nonlinear networked control
systems affected by random bit errors, a neural-network-based
recursive estimation strategy is proposed, where a neural network
with a time-varying tuning scalar is employed to approximate the
unknown nonlinearity of the networked control systems. By using
the proposed strategy, the upper bounds of the estimation error
of the system state and the trace of the estimation error of the
neural network weight (NNW) are first derived. These bounds
are then minimized by recursively designing both the estimator
gain matrix and the tuning scalar of the NNW. Finally, the
effectiveness of the proposed estimation strategy is demonstrated
through a numerical example.

Index Terms—Networked nonlinear systems, neural network-
s, unknown nonlinearities, recursive state estimation, binary-
encoding mechanism.

Abbreviations and Notations

NCSs Networked control systems
BBS Binary bit string
BEM Binary-encoding mechanism
MBSCs Memoryless binary symmetric channels
NN Neural network
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NNW Neural network weight
R

z The Euclidean space of dimensionz
R

s×z The set of real matrices of dimensions× z

G ≥ H Matrix G−H is positive semi-definite
G > H Matrix G−H is positive definite
MT The transposition of a matrixM
‖M‖ The Frobenius norm of the matrixM
tr{M} The trace of the a matrixM
P{·} The occurrence probability of the random

event “·”
V{c} The variance of random variablec
E{d} The mathematical expectation of random

variabled
E{c|d} The mathematical expectation ofc

conditional ond
I Identity matrix of appropriate dimension

I. I NTRODUCTION

Networked control systems (NCSs) have been the subject
of extensive research over the past decades [28]. Different
from traditional point-to-point communication mechanisms,
this network-based communication technology enables data
exchange among system components via a shared communi-
cation network [3], [23], [33], [47]. The use of network-based
communication technology can reduce hardwiring, simplify
installation, and lower implementation costs. These advantages
have led to its widespread application in various fields such as
smart homes, unmanned vehicles, and regional exploration. In
engineering practice, when performing tasks such as remote
control, fault diagnosis, or consensus, obtaining accurate state
information is a critical first step [43]. Unfortunately, the state
information of an NCS is typically not directly available,
and only the system’s measurements can be accessed, which
motivates research into state estimation issues for NCSs. To
date, a wide range of state estimation approaches has been
developed to generate state information for NCSs based on
the available measurements, with popular methods including
the H∞ estimation technique, the set-membership estimation
method, and the minimum-variance state estimation algorithm
[22], [39], [44].

Unlike traditional point-to-point systems, the use of
network-based communication technology in NCSs inevitably
introduces network-induced phenomena (e.g., packet losses,
time delays, and bit-rate constraints), which can result in
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performance degradation or even system instability, thereby
posing significant challenges to state estimation tasks for NCSs
[5], [12], [14], [29], [45], [49]. Therefore, the corresponding
state estimation approaches must be capable of mitigating the
negative impacts caused by these network-induced phenomena
[20], [31], [37]. Many researchers have thus focused on
addressing the estimation issues for NCSs affected by such
phenomena, leading to the publication of numerous significant
research results. Some of the notable works in this field can
be found in [2], [19], [36].

Among the various network-induced phenomena, binary
encoding mechanisms (BEMs) have gained prominence in
engineering practice, primarily due to their advantages in
reducing network resource consumption and the efficiency
of binary bit strings (BBSs) in supporting encryption [10],
[56]. The implementation of BEMs primarily relies on a set
of encoder-decoder pairs [18]. With the help of encoders,
the original signals are first quantized and then transformed
into BBSs of finite length before being transmitted. These
BBSs are sent through memoryless binary symmetric channels
(MBSCs), after which decoders are used to reconstruct the
original signals based on the received BBSs. Finally, estima-
tors generate state estimates using the reconstructed signals. It
should be noted that channel noise within MBSCs inevitably
leads to random bit errors (i.e., each binary bit may flip
from 0 to 1 or 1 to 0 with a small probability), meaning the
reconstructed signals will differ from the original ones. These
discrepancies can degrade the performance of the estimator.
To ensure the performance of the estimator, the estimation
approaches must be able to mitigate the negative effects of
these bit errors [24], [25].

The nonlinear estimation issues for NCSs have attract-
ed significant attention in the system science and control
communities due to their widespread presence in practical
applications [11], [35], [50]. A variety of effective approaches
have been developed to address the challenges posed by inher-
ent nonlinearities. These methods can generally be classified
into three categories: sector-bounded-condition (SBC)-based
approaches [26], Taylor-expansion (TE)-based techniques [30],
[48], and neural-network (NN)-based methods [32]. In SBC-
based methods, sector-bounded-like conditions are used to
analyze the effects of nonlinearities, while TE-based tech-
niques employ Taylor polynomials to handle them. However,
the implementation of these two types of approaches depends
on prior knowledge of the nonlinearities. In other words, these
approaches implicitly assume that the nonlinear dynamics are
already known. In practice, obtaining full information about
the nonlinearities is often difficult due to harsh application
environments, low engineering budgets, or the complexity
of the system itself. NNs can approximate the unknown
nonlinear dynamics with arbitrary precision when the unknown
nonlinear functions are continuous [4]. Consequently, the NN-
based approximation method has become the most popular
nonlinear estimation approach, primarily because of its ex-
cellent capability to approximate unknown nonlinearities and
adaptively update neural network weights (NNWs) [1], [41].
As a result, attention has now been drawn to utilize the NN-
based approximation technique to solve the estimation/control

problems of NCSs with unknown nonlinearities and numerous
research outcomes have been documented [7], [46].

Despite the theoretical and practical significance of NN-
based state estimation, there has been limited investigation into
the use of NNs for addressing recursive state estimation issues
in NCSs, particularly with the simultaneous consideration of
BEMs and random bit errors. Therefore, the main objective of
this paper is to bridge this gap. In light of the considerations
mentioned earlier, this paper aims to solve the recursive state
estimation problem for NCSs with unknown nonlinearities and
BEMs. The following potential challenges are identified: 1)
how to quantify the effects of bit errors on estimation perfor-
mance? 2) how to develop an appropriate law to update the
NN weights (NNWs) for unknown nonlinearities in NCSs? and
3) how to propose an easy-to-implement NN-based recursive
estimation algorithm for NCSs with unknown nonlinearities
and BEM, ensuring the minimization of the upper bound of the
estimation error covariance for both system states and NNWs?

The primary contributions of this paper are as follows.
1) The recursive state estimation problem is, for the first

time, addressed in the context of NCSs with unknown
nonlinearities and BEM.

2) An NN approximation approach and a covariance-based
NNW updating strategy are employed to address the
unknown nonlinearities present in nonlinear NCSs.

3) The effects of bit errors in BEM on estimation perfor-
mance are quantitatively analyzed.

4) An NN-based recursive estimation algorithm is developed
for recursively calculating the estimator gains and NNW
tuning scalars within a unified framework.

The remainder of this paper is structured as follows. Section
II formulates the estimation problem, introducing the nonlinear
systems model, the characterization of the communication net-
work, and the developed NN-based recursive state estimator.
Section III presents four theorems that ensure the ultimate
boundedness of the estimation errors for both the system
state and the NNW. In Section IV, a numerical example
is provided to illustrate the effectiveness of the proposed
estimation strategy. Finally, conclusions are drawn in Section
V.

II. PROBLEM FORMULATION

A. Nonlinear NCS Model

Consider a type of nonlinear plant modeled by the following
NCS:

{

xk+1 = Axk + g(xk) +Bωk

yk = Cxk +Dυk
(1)

wherexk ∈ R
n represents the system state andyk ∈ R

z is the
measurement signal before transmission.g(·) is an unknown
but bounded smooth nonlinear function on a compact setΩ ∈
R

n, which satisfies‖g(·)‖ ≤ ḡ whereḡ is a known constant.
The matricesA, B, C, andD are known system parameters
with appropriate dimensions. The disturbance noisesωk ∈ R

b

and υk ∈ R
q have zero mean and covariancesQk and Sk,

respectively. In addition, it is assumed thatωk and υk are
mutually uncorrelated, with‖ωk‖ ≤ ω̄ and‖υk‖ ≤ ῡ, where
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ω̄ and ῡ are constants that are uncorrelated with the initial
state. The mean̄x0, M̄0, and covarianceΥ0 of the initial state,
as well asΞ0 of the initial NNW, are given.

Remark 1: As an extensively existed non-Gaussian noise,
norm-bounded disturbance has attracted a great deal of re-
search attention. Compared with the widely studied Gaussian
noises, most disturbances in practical applications are non-
Gaussian. To capture the boundedness nature of disturbance
signals, in this paper, we assume that both the process noise
and measurement noise are norm-bounded.

B. Communication Network

As shown in Fig. 1, communication between the sensors
and the recursive estimator takes place via a network under
the BEM, which is widely used in practical applications due to
the significant advantages that BBSs offer, including enhanced
transmission robustness and ease of implementation. Under
the BEM, a set of encoders is first employed to convert the
original measurements into BBSs, which are then transmitted
through memoryless Binary Symmetric Channels (MBSCs).
Based on the received BBSs, the original measurements are
reconstructed via a decoding scheme. Subsequently, a recovery
scheme is implemented to compensate for the effects of
channel noise present in the memoryless MBSCs. Finally,
the recursive estimator receives the recovered measurements
for further processing. The detailed workflow of BEM is
introduced as follows.

Nonlinear 

System

Sensor 1

Sensor 2

Sensor 0 
...

Encoder 1

Encoder 2

Encoder0 

Memoryless Binary 

Symmetric Channels

Decoder 1

Decoder 2

Decoder 0 

...

NN-based Becursive 

Estimator

Fig. 1: Nonlinear NCS with BEM.

Step 1. Encoding
During the encoding process, a group of probabilistic quan-

tizer are first adopted to pre-treat the original measurements,
and then encoding functions are employed to transform the
quantized measurements into certain BBSs [25].

The original measurementyk can be represented by

yk ,
[

y1,k y2,k · · · yz,k
]T

whereym,k(m ∈ {1, 2, · · · , z}) is themth scalar element of
yk. In this paper, we assume that−µ ≤ ym,k ≤ µ, where

µ > 0 is an application-dependent scalar. In the encoding
process, the measurement signalym,k would be quantized first,
and subsequently, a group of encoders are utilized to transform
the quantized signal into a BBS with lengthH . Given the
interval [−µ, µ], we define the set of2H encoding levels as
follows:

R , {ε(1), ε(2), · · · , ε(2
H)}

whereε(i) , −µ+(i−1)ǫ represents theith encoding level in
R, andǫ , 2µ/(2H − 1) is the encoding interval. Obviously,
we can seeǫ = ε(i+1) − ε(i).

During the encoding process, a quantization function is
firstly utilized to pretreatym,k. Define Qm(·) as themth
quantization function with the following form

{

P{Qm(ym,k) = ε(i)} = 1− ım,k

P{Qm(ym,k) = ε(i+1)} = ım,k

(2)

where ım,k is defined byım,k , (ȳm,k − ε(i))/ǫ with 0 ≤
ım,k < 1. Then, the quantized signal forym,k is described by

ỳm,k = Qm(ym,k).

Given the quantized measurementỳm,k, an encoding func-
tion is subsequently utilized to generate the BBS. Letting the
mth encoding function beEm(·) andBm,k be the generated
codeword set of̀ym,k, we have

Bm,k ,Em

(

ỳm,k

)

, {Ψ1,m,k,Ψ2,m,k, · · · ,ΨH,m,k} (3)

whereΨs,m,k ∈ {0, 1}(s ∈ {1, 2, · · · , H}) is thesth element
of the codeword setBm,k. According to the encoding mech-
anism, the following condition holds for any quantized signal
ỳm,k:

ỳm,k = −µ+

H
∑

s=1

Ψs,m,k2
s−1ǫ.

Step 2. Transmission executed via the MBSC
After the encoding process, the BBSsBm,k is transmitted

to the decoder via the MBSC [25]. Owing to the existence of
the channel noise, every bit might flip with a small crossover
probability. Denote the received BBS asB́m,k and Ψ́s,m,k as
the sth element ofB́m,k, i.e.,

B́m,k , {Ψ́1,m,k, Ψ́2,m,k, · · · , Ψ́H,m,k} (4)

where

Ψ́s,m,k ,γs,m,k(1 −Ψs,m,k)

+ (1 − γs,m,k)Ψs,m,k. (5)

Here,γs,m,k is a binary variable defined as

γs,m,k ,

{

1, if the sth bit is flipped

0, if the sth bit is not flipped
. (6)

In this paper, we assume thatγs,m,k (s ∈ {1, 2, · · · , H})
are mutually independent and identically distributed, where
P{γs,m,k = 1} = p andp is a known scalar [17].

Step 3. Decoding and recovery
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Based on the received BBSs{B́m,k}m=1,2,··· ,z, a group of
decoding functions (which are defined as{Dm(·)}m=1,2,··· ,z)
are employed to reconstruct the measurement signals (which
are defined as{ým,k}m=1,2,··· ,z):

ým,k = Dm(B́m,k) , −µ+

H
∑

s=1

Ψ́s,m,k2
s−1ǫ. (7)

Due to the existence of bit flips, it is easy to observe
that ým,k 6= ỳm,k. The statistical properties of́ym,k can be
described in the following Lemma.

Lemma 1: [25] The mean and variance of the received
signal ým,k are given by

E{ým,k} = (1− 2p)ỳm,k (8)

and

V{ým,k} =
4µ2(p− p2)(4H − 1)

3(2H − 1)2
(9)

Proof: Taking the mathematical expectation ofým,k over
the random variablesγs,m,k, we have

E{ým,k}

=E{−µ+

H
∑

s=1

Ψ́s,m,k2
s−1ǫ}

=− µ+

H
∑

s=1

(p(1−Ψs,m,k)

+ (1 − p)Ψs,m,k)2
s−1ǫ

=ỳm,k + p
H
∑

s=1

(1− 2Ψs,m,k)2
s−1ǫ

Consideringỳm,k = −µ+
∑H

s=1 Ψs,m,k2
s−1ǫ, we obtain

p

H
∑

s=1

(1− 2Ψs,m,k)2
s−1ǫ

=p

H
∑

s=1

2s−1ǫ− 2p

H
∑

s=1

Ψs,m,k2
s−1ǫ

=2p(µ−

H
∑

s=1

Ψs,m,k2
s−1)ǫ

=− 2pỳm,k

Moreover, the variance of́ym,k is calculated by:

V{ým,k}

=E{(−µ+

H
∑

s=1

Ψ́s,m,k2
s−1ǫ)2} − E{ým,k}

2

=E{(E{ým,k}+

H
∑

s=1

(Ψ́s,m

− E{Ψ́s,m,k})2
s−1ǫ)2} − E{ým,k}

2

=E{(
H
∑

s=1

(Ψ́s,m − E{Ψ́s,m,k})2
s−1ǫ)2}

According to (6), one has

E{(

H
∑

s=1

(Ψ́s,m − E{Ψ́s,m,k})2
s−1ǫ)2}

=

H
∑

s=1

(E{Ψ́2
s,m} − E{Ψ́s,m,k}

2)22s−2ǫ2

=

H
∑

s=1

(p(1−Ψs,m,k)
2 + (1 − p)Ψ2

s,m,k

− p2(1−Ψs,m,k)
2 − (1− p)2Ψ2

s,m,k

− 2p(1− p)(1−Ψs,m,k)Ψs,m,k)2
2s−2ǫ2

=
4µ2(p− p2)(4H − 1)

3(2H − 1)2
,

and the proof is now complete.
According to the results in Lemma 1, we adopt the following

function to generate the recovered measurements (denoted as
{y̌m,k}m=1,2,··· ,z):

y̌m,k = Z(ým,k) = Γ−1ým,k

where Γ , 1 − 2p. In this way, the mean of the recov-
ered measurement is equal to the original measurement, i.e.,
E{y̌m,k} = ym,k.

Defineℵm,k as the quantization error of the measurement
signal ỳm,k (i.e.,ℵm,k , ỳm,k− ym,k) and denoteιm,k as the
difference between the recovered measurementy̌m,k and the
quantized measurementỳm,k (i.e., ιm,k , y̌m,k− ỳm,k). Then,
we have

y̌m,k = ℵm,k + ιm,k + ym,k. (10)

Moreover, by denoting

ℵk ,
[

ℵT
1,k ℵT

2,k · · · ℵT
z,k

]T
,

ιk ,
[

ιT1,k ιT2,k · · · ιTz,k
]T

,

ỳk ,
[

ỳT1,k ỳT2,k · · · ỳTz,k
]T

,

y̌k ,
[

y̌T1,k y̌T2,k · · · y̌Tz,k
]T

,

one has

y̌k = ℵk + ιk + yk. (11)

Based on the above discussion, it is obvious that under the
BEM, the recovered measurementy̌k inevitably experiences a
certain degree of distortion compared to the original measure-
mentyk. In the following Lemmas, the characteristics of these
distortions will be quantitatively analyzed in detail.

Lemma 2: [25] The quantization errorℵk is of zero mean
and bounded variance, i.e.,

E{ℵk} = 0

and

E{ℵT
k ℵk} ≤ ℵ̄

whereℵ̄ , zǫ2/4.
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Proof: Considering the quantization function (2), the
encoding function (3) and the encoding function (7), we can
readily infer that

P{ℵm,k = εiǫ− ym,k}

= P{−ım,kǫ} = 1− ım,k

and

P{ℵm,k = εi+1ǫ− ym,k}

= P{(1− ım,k)ǫ} = ım,k.

Therefore, we have

E{ℵm,k} =− ım,kǫ(1− ım,k)

+ (1− ım,k)ǫım,k

and

E{ℵ2
m,k} =(−ım,kǫ)

2(1− ım,k)

+ (1− ım,k)
2ǫ2ım,k

=ǫ2ım,k(1− ım,k),

which indicate that the quantization errorℵm,k has zero mean
and bounded variance, i.e.,

E{ℵm,k} = 0, E{ℵ2
m,k} ≤ ǫ2/4.

Therefore, we conclude that

E{ℵk} = 0, E{ℵT
k ℵk} ≤ ℵ̄.

Lemma 3: [25] The equivalent noise coming from the bit
errors in the MBSC satisfies

E{ιk} = 0 (12)

and

V{ιk} ≤ ῑ2 (13)

where

ῑ2 , zῑ2m, ῑ2m ,
4µ2p(1− p)(4H − 1)

3(2H − 1)2(1− 2p)2
.

Proof: Noting

E{y̌m,k} = ỳm,k,

we have

E{ιm,k} = E{y̌m,k − ỳm,k} = 0.

According to (8), it is readily obtained that

V{ιm,k} =
V{y̌m,k}

(1− 2p)2
= ῑ2m

Denoting

ιk ,y̌k − ỳk,

ιk ,
[

ιT1,k ιT2,k · · · ιTz,k
]T

,

we obtain

E{ιk} = 0, E{ιTk ιk} ≤ ῑ2.

Remark 2: In this paper, the communication from the
sensors to the recursive estimator is affected by the influence
of the BEM. Specifically, the stochastic quantization errors,
resulting from probabilistic quantization, have zero expectation
and bounded variance. Stochastic bit errors, which occur due
to the presence of channel noise, also exhibit zero expectation
and bounded variance. Both the quantization errorsℵk and
the bit errors ιk contribute to discrepancies between the
reconstructed measurements and the original measurements,
leading to reduced transmission reliability and, consequently,
degrading the overall estimation performance.

C. NN-Based Recursive State Estimator

Before carrying out the design process of the NN-based
recursive state estimator, the following lemma is introduced
to address the unknown nonlinearities in NCSs.

Lemma 4: [16] NNs are employed to approximate the
unknown nonlinearities using the form

Mϑ(xk) + ηk

whereϑ(·) ∈ R
n, M ∈ R

n×n andηk ∈ R
n denote the activa-

tion function, the ideal weight matrix and the approximation
error of the NN, respectively.

Consequently, system (1) can be rewritten as:
{

xk+1 = Axk +Mϑ(xk) +Bωk + ηk

yk = Cxk +Dυk
(14)

Assumption 1: The connecting NNW matrixM , the NN
activation functionϑ(·), and the NN approximate errorηk
satisfy the following condition

‖M‖ ≤ M̄, ‖ϑ(·)‖ ≤ ϑ̄, ‖η(·)‖ ≤ η̄

whereM̄ , ϑ̄, and η̄ are known positive constants.
Remark 3: The unknown nonlinearities considered in this

paper are bounded. As proved in [4], NNs can approxi-
mate unknown nonlinearities with arbitrary precision when
the unknown nonlinear functions are continuous. Therefore,
it is reasonable to assume that the activation function, the
connecting matrix, and the approximation error of the NN are
bounded.

Let x̂k be the estimate ofxk and M̂k be the estimates
of M at time instantk. Define Lk as the estimator gain
to be designed. We adopt the following NN-based recursive
estimator to generate the state estimates for the NCSs with
unknown nonlinearities: (1):

{

x̂k+1 =Ax̂k + M̂kϑ(x̂k) + Lk(y̌k − Cx̂k)

M̂k =M̂k−1 + θkC
T (y̌k − Cx̂k)ϑ̃

T (x̂k−1)
(15)

where θk is tuning parameter to be designed andϑ̃(x̂k) ,

ϑ(x̂k)/(‖1 + ϑT (x̂k)ϑ(x̂k)‖‖C
TC‖).

It can be found from (15) thatM needs to be estimated
during the training process, and the tuning law ofM̂k is
obtained with the help of the gradient descent method.

Remark 4: Unlike existing state estimation methods, the
developed NN-based recursive estimation strategy offers sig-
nificant advantages in improving adaptability from the per-
spective of engineering practice. This is mainly due to two

This article has been accepted for publication in a future proceedings of this conference, but has not been fully edited. Content may change prior to final publication.
Citation information: DOI: 10.1109/TNNLS.2025.3542492, IEEE Transactions on Neural Networks and Learning Systems

Copyright © 2025 Institute of Electrical and Electronics Engineers (IEEE). Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future 
media, including reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or reuse of any copyrighted 
component of this work in other works ( https://journals.ieeeauthorcenter.ieee.org/become-an-ieee-journal-author/publishing-ethics/guidelines-and-policies/post-publication-policies/ ).



FINAL 6

reasons: 1) the proposed approach combines the NN method
with the recursive state estimation approach, which allows
for both the estimator gain and the NNW tuning parameter
to be adjusted recursively within a unified framework; and
2) the NN-based recursive state estimation strategy provides
greater design flexibility. Specifically, the NN tuning parameter
θk which recursively updated directly affect the updating of
NNWs, which have significant influence on the approximation
performance of the NNs. Notably, this strategy is not only
applicable to systems with unknown nonlinearities, but also to
systems with known nonlinearities and linear systems.

Next, definingM̃k , M − M̂k as the estimation error of
the NNW, we have

M̃k+1 =M̃k + θk+1C
TC

(

Lkιk − (A− LkC)x̃k − M̃kϑ(x̂k)

−ℑk −Bωk + Lkℵk + LkDυk
)

ϑ̃T (x̂k)

− θk+1C
T
(

Dυk+1 + ιk+1 + ℵk+1

)

ϑ̃T (x̂k) (16)

whereℑk , M
(

ϑ(xk)− ϑ(x̂k)
)

+ ηk.
Denotex̃k , xk − x̂k as the state estimation error whose

dynamics is governed by

x̃k+1 =(A− LkC)x̃k + M̃kϑ(x̂k) +Bωk

− Lk(Dυk + ℵk + ιk) + ℑk (17)

Now, we are in a position to highlight the aims of this work:

1) investigate the influences of the quantization errors and
bit errors in a quantitatively manner; and

2) develop an effective algorithm to design the estimator
gain Lk and the NNW tuning parameterθk within a
unified framework such that the upper bounds for the
covariance of the state estimation error (i.e.,Υk ,

E{x̃kx̃
T
k }) and the trace of the NNW estimation error

(i.e., Ξk , tr
{

E{M̃kM̃
T
k }

}

) are locally minimized at
each time instant.

III. M AIN RESULTS

To generate the estimates of the system state and NNW, an
NN-based recursive estimator is proposed. In this section, we
will first introduce the design process for the tuning parameter
of the NNW. Then, the calculation method for the NN-based
recursive estimator gain will be presented.

A. Design of the NNW Tuning Scalar

Before further proceeding, the following lemma are intro-
duced and will be utilized in the following design process.

Lemma 5: [21] For any real-valued matricesH1 andH2

with any scalard > 0, the following inequality holds:

H1H
T
2 +H2H

T
1 ≤ dH1H

T
1 + d−1

H2H
T
2 . (18)

Theorem 1: Let the positive scalarsα1, α2, α3 andα4 be
given. Assume that there exists a set of real-valued matricesΞ̄k

(with the initial conditionΞ̄0 = Ξ0) satisfying the following
recursive equation:

Ξ̄k+1

=(1 + θk+1α1 + θk+1α2)Ξ̄k

+ θk+1

(

tr
{

α−1
1 (A− LkC)Υk(A

T − CTLT
k )

}

+ α−1
2 tr

{

(1 + α4)ḡ
2 + (1 + α−1

4 )(ϑ̄2M̂kM̂
T
k )

})

+ θ2k+1tr
{

(1 + α3)(A− LkC)Υk(A
T − CTLT

k )

+ (1 + α−1
3 )(1 + α4)ḡ

2 + (1 + α−1
3 )(1 + α−1

4 )ϑ̄2M̂kM̂
T
k

+
2ῑ2 + 2ℵ̄2 +DSk+1D

T

‖CTC‖
+ 2ℵ2LkL̄

T
k +BQkB

T

+ LkDSkD
TLT

k + 2ῑ2LkL
T
k

}

(19)

Then, Ξ̄k is an upper bound on the NNW estimation error
covarianceΞk.

Proof: Defining the trace of the estimation error covari-
ance of NNW as

Ξk = tr
{

E{M̃kM̃
T
k }

}

,

Ξk+1 can be calculated as

Ξk+1

=tr
{

E{M̃k+1M̃
T
k+1}

}

=tr
{

E{M̃kM̃
T
k + θ2k+1C

TCBωkϑ̃
T (x̂k)ϑ̃(x̂k)ω

T
k B

TCTC

+ 2θ2k+1C
TC(M̃kϑ(x̂k) + ℑk)ϑ̃

T (x̂k)ϑ̃(x̂k)x̃
T
k (A

− LkC)TCTC − 2θk+1C
TC(A− LkC)x̃kϑ̃

T (x̂k)

× M̃T
k M̃T

k − 2θk+1C
TC(M̃kϑ(x̂k) + ℑk)ϑ̃

T (x̂k)M̃
T
k

+ θ2k+1C
TC(A− LkC)x̃kϑ̃

T (x̂k)ϑ̃(x̂k)x̃
T
k (A− LkC)T

× CTC + θ2k+1C
TC(M̃kϑ(x̂k) + ℑk)

× ϑ̃T (x̂k)ϑ̃(x̂k)(ℑ
T
k + ϑT (x̂k)M̃

T
k )CTC

+ θ2k+1C
TCLkιkϑ̃

T (x̂k)ϑ̃(x̂k)ι
T
k L

T
kC

TC

− 2θ2k+1C
TCLkιkϑ̃

T (x̂k)ϑ̃(x̂k)ι
T
k+1C

+ θ2k+1C
T ιk+1ϑ̃

T (x̂k)ϑ̃(x̂k)ι
T
k+1C

+ θ2k+1C
TCLkℵkϑ̃

T (x̂k)ϑ̃(x̂k)ℵ
T
k L

T
kC

TC

+ θ2k+1C
Tℵk+1ϑ̃

T (x̂k)ϑ̃(x̂k)ℵ
T
k+1C

− 2θ2k+1C
Tℵk+1ϑ̃

T (x̂k)ϑ̃(x̂k)ℵ
T
k L

T
kC

TC

+ θ2k+1C
TDυk+1ϑ̃

T (x̂k)ϑ̃(x̂k)υ
T
k+1D

TC

+ θ2k+1C
TCLkDυkϑ̃

T (x̂k)ϑ̃(x̂k)υ
T
k D

TLT
kC

TC}
}

(20)

With the help of Lemma 5, we can obtain from (20) that

Ξk+1

≤(1 + θk+1α1 + θk+1α2)Ξk + θk+1

(

tr
{

α−1
1 (A− LkC)Υk

× (AT − CTLT
k )

}

+ α−1
2 tr

{

(1 + α4)ḡ
2 + (1 + α−1

4 )

× (ϑ̄2M̂kM̂
T
k )

})

+ θ2k+1tr
{

(1 + α3)(A− LkC)Υk

× (AT − CTLT
k ) + (1 + α−1

3 )(1 + α4)ḡ
2

+ (1 + α−1
3 )(1 + α−1

4 )ϑ̄2M̂kM̂
T
k + 2ῑ2LkL

T
k

+ 2ℵ2LkL̄
T
k +BQkB

T + LkDSkD
TLT

k

+
2ῑ2 + 2ℵ̄2 +DSk+1D

T

‖CTC‖

}

(21)

Finally, it follows from (19) that

Ξk+1 ≤ Ξ̄k+1,

which ends the proof.
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Now, we proceed with designing the NNW tuning parameter
in a recursive manner, ensuring that the upper bound derived
in Theorem 1 is minimized.

Theorem 2: The upper bound of the NNW estimation error
covariance can be minimized with the following NNW tuning
parameter:

θk+1

=−
(

(α1 + α2)Ξk + tr{α−1
1 (A− LkC)Υk(A

T − CTLT
k )

+ α−1
2 (1 + α4)ḡ

2 + α−1
2 (1 + α−1

4 )(ϑ̄2M̂kM̂
T
k )}

)

× tr{(1 + α3)(A− LkC)Υk(A
T − CTLT

k ) + (1 + α−1
3 )

× (1 + α4)ḡ
2 + (1 + α−1

3 )(1 + α4)ḡ
2(1 + α−1

4 )ϑ̄2M̂kM̂
T
k

+ 2Lk ῑ
2LT

k + 2Lkℵ̄
2LT

k + LkDSkD
TLT

k +BQkB
T

+
2ῑ2 + 2ℵ̄2 +DSk+1D

T

‖CTC‖
}−1 (22)

Proof: Taking the partial derivative of̄Ξk+1 with respect
to θk+1, we have

∂Ξ̄k+1

∂θk+1

=(α1 + α2)Ξ̄k + tr
{

α−1
1 (A− LkC)Ῡk(A

T − CTLT
k )

+ α−1
2 (1 + α4)ḡ

2 + α−1
2 (1 + α−1

4 )(ϑ̄2M̂kM̂
T
k )

}

+ θk+1tr
{

(1 + α3)(A − LkC)Ῡk(A
T − CTLT

k )

+ (1 + α−1
3 )(1 + α4)ḡ

2 + (1 + α−1
3 )(1 + α−1

4 )ϑ̄2M̂kM̂
T
k

+ 2Lkῑ
2LT

k + 2Lkℵ̄
2LT

k + LkDSkD
TLT

k +BQkB
T

+
2ῑ2 + 2ℵ̄2 +DSk+1D

T

‖CTC‖

}

.

Then, letting
∂Ξ̄k+1

∂θk+1
= 0,

it is easy to see that̄Ξk+1 is minimized if the NNW tuning
scalarθk+1 is selected as (22).

Remark 5: We have now completed the design of the NNW
tuning parameter for the unknown nonlinearities. The NNW
tuning parameter is computed recursively by minimizing the
trace of the estimation error covariance of the NNW (i.e.,
Ξk = tr

{

E{M̃kM̃
T
k }

}

). Unlike a time-invariant NNW tuning
parameter, the recursively calculated NNW tuning parameter
can achieve better approximation performance, as it adapts
to the transient properties of the unknown nonlinearities.
Notably, the accurate estimation error covariance is difficult to
obtain in this paper because the biases caused by quantization
errors and bit errors only have upper bounds on variance,
without accurate variance values. Therefore, minimizing the
estimation error covariance of the NNW is both theoretically
and practically justified.

B. Design of the Filter Gain Matrix

In this subsection, an effective algorithm will be developed
to parameterize the recursive estimator gains to minimize the
upper bound ofΥk = E{x̃kx̃

T
k }.

Theorem 3: Let the positive scalarsς be given. Assume that
there exists a set of real-valued matricesῩk (with the initial
conditionP̄0 = P0) satisfying the following recursive equation

Ῡk+1

=(1 + ς)(A− LkC)Ῡk(A
T − CTLT

k ) + (2 + ς−1 + ς)ḡ2

+ (1 + ς−1)2ϑ̄2tr{M̂kM̂
T
k }+ 2Lk ῑ

2LT
k + 2Lkℵ̄

2LT
k

+BQkB
T + LkDSkD

TLT
k . (23)

Then,Ῡk is an upper bound of the estimation error covariance
Υk.

Proof: The estimation error covarianceΥk+1 is calculated
as

Υk+1

=E{x̃k+1x̃
T
k+1}

=E
{(

(A− LkC)x̃k + (M̃kϑ(x̂k) + ℑk)− Lk(Dυk + ℵk

+ ιk) +Bωk

)(

x̃T
k (A

T − CTLT
k ) + (ϑT (x̂k)M̃

T
k + ℑT

k )

− (υT
k D

T + ℵT
k + ιTk )L

T
k + ωT

k B
T
)}

(24)

With the help of Lemma 5, we obtain from (24) that

Υk+1

≤(1 + ς)(A− LkC)Υk(A
T − CTLT

k ) + (2 + ς−1

+ ς)ḡ2I + (1 + ς−1)2ϑ̄2tr{M̂kM̂
T
k }I + 2Lk ῑ

2LT
k

+ 2Lkℵ̄
2LT

k +BQkB
T + LkDSkD

TLT
k , (25)

whereς is a given positive scalar. Finally, it follows from (25)
that

Υk+1 ≤ Ῡk+1

which ends the proof.
Now, we are ready to design the gain matrix of the NN-

based recursive estimator which ensure that the upper bound
obtained in Theorem 3 is minimized.

Theorem 4: The upper bound of the estimation error co-
variance can be minimized with the following estimator gain
parameter:

Lk =
(

(1 + ς)AῩkC
T
)(

CῩkC
T

+DSkD
T + 2ῑ2 + 2ℵ̄2

)

−1
(26)

Proof: Taking the partial derivative of tr{Ῡk+1} with
respect toLk, one has

∂Ῡk+1

∂Lk

=− 2(1 + ς)(A− LkC)ῩkC
T

+ 2LkDSkD
T + 4Lk ῑ

2 + 4Lkℵ̄
2

Then, by letting the derivative be zero, it is easy to see that
Ῡk+1 is minimized if the estimator gainLk is selected as (26).

Based on the above discussion, the parameters (i.e.,Lk and
θk) of the recursive state estimator for the nonlinear NCSs
with the BEM have been computed by solving a minimization
issue. The following algorithm provides the steps to compute
Lk andθk.

This article has been accepted for publication in a future proceedings of this conference, but has not been fully edited. Content may change prior to final publication.
Citation information: DOI: 10.1109/TNNLS.2025.3542492, IEEE Transactions on Neural Networks and Learning Systems

Copyright © 2025 Institute of Electrical and Electronics Engineers (IEEE). Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future 
media, including reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or reuse of any copyrighted 
component of this work in other works ( https://journals.ieeeauthorcenter.ieee.org/become-an-ieee-journal-author/publishing-ethics/guidelines-and-policies/post-publication-policies/ ).



FINAL 8

NN-based Recursive Estimation Algorithm:
Step 1. Initialization: Given the initial valuey0, M̂0 = M̄0, x̂0 = x̄0, θ0,

Ξ0, Υ0.
Step 2. Calculate the NNW tuning parameterθk.
Step 3. Calculate the estimate of NNŴMk.
Step 4. Calculate the upper bound of the estimation error covariance of

NNW Ξ̄k.
Step 5. Calculate the recursive estimator gainLk.
Step 6. Calculate the upper bound of the estimation error covariance of

system statēΥk+1.
Step 7. Calculate the state estimatêxk+1.
Step 8. k = k + 1.

In the NN-based recursive estimation algorithm, the first
step is to set the initial value. The second step is to calculate
the NNW tuning parameterθk based on (22). Then, the
estimates of the NNWM̂k can be obtained. Up to now,
the estimates of the unknown nonlinearities (i.e.,M̂kϑ(x̂k))
can be calculated, and the upper bound of the trace of the
estimation error covariance of NNW̄Ξk can be obtained.
Next, according to (26), we can derive the gain matrixLk of
the NN-based recursive estimator, based on which the upper
bound of the estimation error covariance of system stateῩk+1

can be obtained. Finally, based on̂Mkϑ(x̂k) andLk, we can
generate the state estimatex̂k+1. It is worth mentioning that
Ξ̄k+1 = Ξk+1 and Ῡk+1 = Υk+1 in specific case.

Remark 6: In this paper, we have developed an NN-based
recursive estimation strategy to address the state estimation
problem for nonlinear NCSs with unknown nonlinearities and
BEMs. We have first analyzed the effects of quantization errors
ℵk and bit errorsιk introduced by BEM, and analyzed their
impact on the system’s state estimation performance. Then,
a novel recursive estimator has been proposed that integrates
neural networks to approximate unknown nonlinearities. This
approach adapts to the transient behavior of nonlinear systems
by recursively updating the NNWs and estimator gains. Sub-
sequently, we have designed the NNW tuning parameterθk
and the estimator gainLk to minimize the upper bounds of
the estimation error covariance for both the system state and
the NNWs. These parameters have been computed recursively
to ensure optimal estimation performance of both the system
states and the unknown nonlinearities over time. Overall, the
proposed estimation strategy has enhanced adaptability and
performance, offering a flexible solution for systems with
unknown nonlinearities.

Remark 7: The distinctive contributions of this paper, as
compared to existing results, are highlighted as follows:

1) Unlike most existing works, which focus on state es-
timation without considering the impact of communi-
cation mechanisms, this paper addresses the recursive
state estimation problem for nonlinear NCSs under BEM
and random bit errors. This integration leads to a more
realistic model for modern networked systems, where
such phenomena frequently occur.

2) This work leverages NNs to approximate unknown non-
linearities in NCSs. Unlike traditional methods that rely
on known nonlinear dynamics or linearization techniques,
the proposed method uses NNs to handle unknown non-
linearities without requiring prior knowledge, enhancing

flexibility and adaptability.
3) A key novelty of this paper lies in the recursive adjust-

ment of both the NNW and the estimator gain. Such
a dynamic updating mechanism, embedded in a unified
framework, significantly improves approximation accu-
racy and estimation performance as compared to time-
invariant or static approaches used in other works.

4) The paper provides a detailed quantitative analysis of the
distortions caused by both quantization and bit errors in
BEM, which could degrade the estimation performance.
Unlike prior research that often assumes ideal communi-
cation, this work thoroughly examines how these errors
affect the estimator and proposes a strategy to mitigate
their negative impact.

IV. I LLUSTRATIVE EXAMPLE

In this section, a simulation example is presented to verify
the effectiveness and correctness of the developed NN-based
state estimation algorithm.

Consider a nonlinear NCSs (1) with the following parame-
ters:

A =





0.7 0.4 0
0.3 1.025 0.1
0 0.3 0.2



 , B =





0.2
−0.1
−1



 ,

C =

[

0.45 −0.2 0
−0.98 0 −0.2

]

, D =

[

0.1
0.1

]

,

The nonlinear function is selected as

g(xk) = 4





sin(x1,k)
cos(x2,k)

sin(x3,k) cos(x3,k)



 .

Denotexr,k as therth row of xk. The covariances of the
process noiseωk and the measurement noiseυk are chosen as
Sk = 0.09 andQk = 0.04, respectively. Under the BEM, we
setH = 8 andp = 0.1 and the interval lengthǫ = 0.6. Then,
we let α1 = 0.9, α2 = 0.8, α3 = 0.8, α4 = 0.7, and select
the activation function of the NN as

ϑ(x̂k) =
[

0.1tanh(x̂1,k) 0.1tanh(x̂2,k) 0.1tanh(x̂3,k)
]T

.

The initial values are chosen as

x0 =
[

3.5 3.85 3.15
]T

,

x̂0 =
[

0.7 2.1 0.7
]T

,

M̂0 =





1 1 0.95
0.22 −0.41 0.1
0.1 0.9 0.1



 .

The goal of this paper is to develop an NN-based recursive
state estimator to minimize the upper bound ofE{x̃kx̃

T
k }

and tr{E{M̃kM̃
T
k }}. By applying Algorithm 1, the parameters

for the NNW tuning scalars and the estimator gain matrices
are obtained, with their values listed in Tables I and II. The
corresponding simulation results are presented in Figs. 2-6,
demonstrating the effectiveness of the proposed estimator.

Figs. 2-4 display the trajectories of the system states and
their corresponding estimates. The dynamics of the state
estimation error is shown in Fig. 5, clearly demonstrating
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TABLE I: The time-varying NNW tuning scalars

k 1 2 3 4 5 6 7 8 9 10
θk -0.7369 -0.7564 -0.8963 -0.8849 -0.8963 -0.8849 -0.8193 -0.8963 -0.8849 -0.8849
k 11 12 13 14 15 16 17 18 19 20
θk -0.8963 -0.8849 -0.7564 -0.8963 -0.8849 -0.8963 -0.8849 -0.8193 -0.8963 -0.8167
k 21 22 23 24 25 26 27 28 29 30
θk -0.6753 -0.6489 -0.8963 -0.8849 -0.7564 -0.8963 -0.8849 -0.8963 -0.8849 -0.7164
k 31 32 33 34 35 36 37 38 39 40
θk -0.6073 -0.7648 -0.6158 -0.6482 -0.7347 -0.8321 -0.7995 -0.8734 -0.7156 -0.6539
k 41 42 43 44 45 46 47 48 49 50
θk -0.8492 -0.6592 -0.6975 -0.7539 -0.8528 -0.8904 -0.8532 -0.7863 -0.6056 -0.8167

TABLE II: The time-varying recursive estimator gain matrices

k 1 2 3 4 5 · · ·

Lk





−3.0668 −3.0656
−5.7618 −3.8880
−0.9776 −1.2741









0.4630 −2.0193
0.4561 −2.0693
0.2235 −0.9109









5.1628 −0.9048
3.8194 −1.2699
−1.4578 −1.3082









5.3038 −0.8711
3.1489 −1.4280
−2.1259 −1.4661









5.0492 −0.9090
2.1370 −1.6597
−2.7030 −1.6173





· · ·

k 11 12 13 14 15 · · ·

Lk





2.2277 −1.6528
−2.6865 −2.9621
−3.9504 −1.9711









0.4854 −2.1914
−4.8375 −3.6266
−4.0498 −2.0015









−0.6531 −2.5440
−6.1397 −4.0294
−4.0306 −1.9951









0.9289 −2.0483
−4.1994 −3.4211
−3.9507 −1.9699









1.4144 −1.8949
−3.6842 −3.2579
−3.9916 −1.9824





· · ·

k 21 22 23 24 25 · · ·

Lk





0.0566 −2.3165
−5.4124 −3.7943
−4.1113 −2.0194









0.2087 −2.2688
−5.2201 −3.7340
−4.0989 −2.0156









0.2120 −2.2677
−5.2119 −3.7313
−4.0953 −2.0144









−0.1216 −2.3721
−5.5948 −3.8511
−4.0908 −2.0130









−0.1023 −2.3660
−5.5269 −3.8298
−4.0539 −2.0014





· · ·

k 31 32 33 34 35 · · ·

Lk





0.7109 −2.1114
−4.4930 −3.5061
−3.9830 −1.9792









0.6893 −2.1182
−4.5279 −3.5170
−3.9909 −1.9817









0.6222 −2.1392
−4.6139 −3.5440
−3.9973 −1.9837









0.7253 −2.1069
−4.5019 −3.5089
−4.0040 −1.9858









0.6581 −2.1280
−4.5979 −3.5390
−4.0184 −1.9903





· · ·

k 41 42 43 44 45 · · ·

Lk





0.4329 −2.1984
−4.9007 −3.6337
−4.0515 −2.0007









0.6581 −2.1280
−4.5979 −3.5390
−4.0184 −1.9903









0.5502 −2.1617
−4.7417 −3.5840
−4.0332 −1.9949









0.5123 −2.1736
−4.7937 −3.6002
−4.0396 −1.9969









0.4856 −2.1819
−4.8306 −3.6118
−4.0444 −1.9985





· · ·
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Fig. 2: Statex1,k and its estimate.

that the upper bound of the state estimation error covariance
is minimized. Fig. 6 illustrates the estimation error for the
unknown nonlinearities (i.e.,̃g(xk) , g(xk) − M̂kϑ(x̂k)),
confirming that the developed NN is capable of effectively
approximatingg(·). Overall, the simulation results indicate
that the proposed NN-based recursive state estimator delivers
satisfactory performance. TABLE I and II give the recursive
updating process of the parameters (i.e.,Lk and θk) of the
recursive state estimator.
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Fig. 3: Statex2,k and its estimate.

V. CONCLUSIONS

In this study, we have addressed the recursive state estima-
tion problem for a class of NCSs with unknown nonlinearities
and BEM, where the BEM is utilized to convert measurement
signals into BBSs of limited length, which are then transmitted
to the recursive state estimator through noisy communication
channels. NNs have been employed to approximate the un-
known nonlinearities of the NCSs. A recursive state estimator
with a suitable structure has been proposed, where both the
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Fig. 4: Statex3,k and its estimate.
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Fig. 5: State estimation error
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Fig. 6: Nonlinear function estimation error

estimator gain parameters and the NNW tuning scalars have
been computed recursively within a unified framework. Suffi-
cient conditions have been derived to ensure the mean-square
boundedness of the estimation errors for both the system states

and the NNWs. Numerical examples have been provided to
demonstrate the effectiveness of the proposed state estimation
strategy. Future research directions could include extending the
proposed estimation algorithm to systems with BEM and other
phenomena, such as wireless sensor networks [38], [40], multi-
agent systems [15], and additional applications [13], [27], [42],
[51]–[55].
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