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ABSTRACT: This paper proposes a new method for accessing the breast cancer risk called Hybrid High-
order Interval Type-2 Fuzzy Cognitive Map (H-HIT2 FCM). In a simple Fuzzy Cognitive Map (FCM), 
the weights between nodes and activation functions are constant in each iteration. As an extension in the 
high order FCM, each node has a different transformation function to make it more flexible. However, 
using FCM or high order FCM can not make a favorable response in uncertain situations. Applying 
type-2 Fuzzy Cognitive Map to obtain the weights of FCM, the resulted method will have much better 
responses in such uncertain situations. An H-HIT2 FCM is proposed in this work, assessing breast cancer 
risk in three modes of optimistic, realistic, and pessimistic. The proposed method has three levels. In the 
first level, the patient’s profile, family history, and the inherited factors are tested by high order FCM. In 
the second level, by examining the mass characteristics obtained from the mammograms, the disease risk 
is achieved by high-order interval type-2 FCM in three modes of optimistic, realistic, and pessimistic. 
The exact position of the tumor is obtained in the third level. Finally, a Support Vector Machine predicts 
an overall breast cancer risk. Moreover, compared to the existing methods, the accuracy of the results is 
desirable. The three-mode assessment will help the patients and their physician run the best treatment. 
The proposed method is successfully tested on a real radiology dataset, and the corresponding results 
are reported. 

Review History:

Received: Sep. 04, 2021
Revised: Dec. 14, 2021
Accepted: Jan. 03, 2022
Available Online: Mar. 10, 2022

Keywords:

Interval Type-2 Fuzzy Systems

Fuzzy Cognitive Maps

Breast Cancer

Risk Assessment

Support Vector Machine Classifica-

tion

235

1- Introduction
Medical diagnosis are such decision problems that usually 

involve complexity and uncertainty. Applying fuzzy logic to 
deal with uncertainty and predicting the outcomes has been 
strongly advocated. For instance, type-1 Fuzzy methods have 
been developed for classifying medical data [1]. Type-2 Fuzzy 
Sets (T2 FS) generalize type-1 Fuzzy Sets to effectively deal 
with the linguistic uncertainty, incorporating uncertainty into 
the fuzzy sets by membership functions [2-3].

Generally, practical analytical methods are divided into 
the following two categories: one is based on symbol transla-
tion method, namely the computation and processing of lan-
guage phrase symbols directly; the other is based on the fuzzy 
interpolation principle. The linguistic variables are calculated 
and processed according to the membership function. These 
membership functions need to be redesigned to facilitate the 
desired lateral distance change [4-5]. T2 FS is a form of tra-
ditional fuzzy set where the membership function is a con-
ventional fuzzy set, not a specific real number [6-8]. Thus, T2 
FSs can better describe the fuzzy uncertainty [9]. Moreover, 
the different perceptions of healthcare providers, patients, 
and their families are given in the decision-making process 
[10]. The T2 FS principle can solve this problem very well. 

However, the calculation of T2 Fuzzy Sets is quite complex, 
which results in high computational costs [11,12]. Moreover, 
type-1 Fuzzy Sets and T2 FS are unsuitable for datasets with 
missing data. In [13], a method of generating the embedded 
type-1 Fuzzy membership functions is introduced, and devel-
oping the footprint of the uncertainty of the T2 FS has been 
presented. In [14], the optimized interval T2 FS design with 
triangular membership functions is done. The final T2 FS has 
a better classification rate than  the type-1 classifier. In [15], 
the results demonstrate the advantages of using general T2 
Fuzzy inference systems and reducing the computational cost 
with shadowed sets theory in most cases and less computa-
tional resources. In [16], a comparison of Interval T2 FS (IT2 
FS) concerning general T2 FS for a set of diagnosis problems 
is presented.

The Fuzzy Cognitive Map (FCM) is suitable for the cases 
where incomplete or utterly missing data is available. The 
main features of FCM are ease of construction, flexibility in 
system analysis and design, and high-level decision-making. 
Many studies have found the suitability of FCM in medical 
decision support systems as an efficient inference engine for 
modeling complex causal relationships [18]. The nodes and 
weights in FCM are expressed by graph theory. Signed di-
graphs are used to express information statements, and the 
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term “Cognitive map” describes causality relationships among 
variables [17]. The method for developing FCM is based on 
experts who use concepts and the description of the relation-
ships between them. The use of IF-THEN rules justifies their 
causation suggestions among the ideas, and determines each 
concept’s linguistic weight. Each expert explains its connec-
tion with weights. The generalized fuzzy weights suggest the 
total linguistic weight produced by the center of the area in 
the defuzzification method. The most critical weaknesses of 
the FCMs are their dependence on experts and uncontrolled 
convergence with unwanted governments [18,19]. 

Breast cancer risk assessment is a decision-making and 
classification problem which is on the main focus of this 
work. In [20], the risk level of breast cancer has been de-
termined by considering the genetic profile, family history, 
and unique medical history. With this assessment, appropri-
ate action is taken to consult, screen, and prevent. It is based 
on detecting breast cancer using the FCM method to assist 
professionals in medical care. An interactive risk assessment 
tool has been developed based on Gail model. This model is 
based on Dr. Mitchell Gail’s model, a research scientist of 
cancer and genetics epidemiology. The model uses personal 
information from individuals, reproductive history, and breast 
cancer history among first-degree relatives (mothers, sisters, 
and girls). An estimate of the risk of developing breast can-
cer has been considered in [21]. Gail’s model has been tested 
among many women and has provided accurate estimates of 
breast cancer risk. The main limitation of this model is that 
the risk of people with strong family history and other factors 
related to cancer is not considered [22]. Claus et. al [23] have 
assessed the risk of this disease based on the family history of 
the individuals. Although some of the other factors, including 
cancer data and hormones have been somewhat reviewed, by 
comparing Gail’s model, the Claus model contains more ex-
tensive information about family history. The model operates 
based on first-degree relatives and second-degree relatives in 
breast cancer, and the age range of individuals aged 29 to 79 
years [23]. In [24], the breast cancer risk assessment program 
calculates the risk based on the BRCA1 and BRCA2 genes, 
which are highly pervasive breast cancer-sensitive genes [25]. 
Vasu et. al tested the Gail model on the people of India in 
2013. They concluded that this model often does not provide 
an accurate answer to Asian subjects [26]. Gail’s model was 
tested in Canada, the United States, and other countries [27-
30]. The observations and results have shown that for Asian 
countries, other factors along with the Gail’s model should be 
considered, such as the impact of nutritional elements, con-
sumption of high crops, high sugar intake, spices, and even 
water intake. In [31], using different artificial intelligence 
models provides significant advantages considering an early 
diagnosis. The fuzzy method is used for all the risk factors of 
the patients. A neuro-fuzzy method in BRCA1 and BRCA2 is 
the other method that is used in [32] to detect breast cancer 
risk.  In [33], the modified K-means the algorithm is used to 
create a new training dataset of breast cancer that improves 
the performance of the Support Vector Machine model. 

In this work, the hybrid high order interval T2 FCM (H-
HIT2 FCM) is used to have an appropriate response to the 
decision-making problem. In FCM, weights are crisp, and 
the function used in each iteration is constant. Using high-
order interval T2 FCM (HIT2 FCM), weights are considered 
as time-variant functions obtained by the IT2 fuzzy system. 
Three levels of fuzzy are discussed. In L1-HFCM Level, 
patient profile, family history, and inherited factors are ana-
lyzed. High-order FCM is used at this level to have a differ-
ent sigmoid function in FCM. In L2-HIT2 FCM Level, by 
examining the characteristics of the mass obtained from the 
mammograms, the disease’s risk is achieved in three modes 
of optimistic, realistic, and pessimistic by high order T2 
FCM. These characteristics in FCM have uncertainties, and 
this is the primary motivation of using the T2 Fuzzy Cogni-
tive Map (T2 FCM). These are influenced by each other and 
the overall breast cancer risk over the lifetime of patients. In 
each mode, the weights of FCM are obtained by the T2 fuzzy 
system. This method considers uncertainties and mass char-
acteristic variability in the patient treatment time, causing to 
have desirable answers. The L3-Fuzzy level examines the 
status of the mass to calculate the risk of disease. The effect 
of the exact position of the mass is considered to find a risk 
of cancer at this level. Finally, overall risk of breast cancer is 
obtained using the Support Vector Machine (SVM) method. 
Three modes of answer (optimistic, realistic, and pessimistic) 
have finally stated the risk of the patients. These three modes 
help doctors and oncologists know about the patients’ status 
and decide about their treatment options. 

1- 1- Our Contributions
This work assesses the risk of breast cancer in three 

modes, namely optimistic, realistic, and pessimistic, by pro-
posing a new method called H-HIT2 FCM applied on a ra-
diology dataset. T2 FCM is applied due to the uncertainty in 
the collected data, and characteristics of mass are modeled as 
time-variant functions in the lifetime of patients. The over-
all cancer risk is finally determined using the Support Vector 
Machine method. 

The main highlights of this paper are summarized as fol-
lows:

•	 T2 FCM is applied due to the uncertainty in the data, 
considering uncertainties in L2-HIT2 FCM level and using 
T2 fuzzy in this paper to have an exact robust result. IT2 FCM 
has less complexity in calculations in comparison to T2 FCM.

•	 High order T2 FCM is used to have three modes of 
outputs (optimistic, realistic, pessimistic) applying different 
weight functions on FCM. These three modes can help oncol-
ogists and patients to know better about the status of diseases.

•	 Characteristics of mass are modeled as a time-vari-
ant function in the lifetime of patients. Dependencies of char-
acteristics with each other and the risk grade are considered.

•	 The exact position of mass is determined to help 
predict breast cancer risk.
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•	 The Support Vector Machine is used to find the 
overall patients’ risk as low, moderate, and high risk.

•	 The proposed method is tested on a real dataset col-
lected from radiology to validate our findings.

The rest of the paper is organized as follows: the next sec-
tion presents the fundamental concepts. Using T2 fuzzy in 
FCM is discussed in section 3. Section 4 is devoted to the 
proposed method and its experimental results. Finally, sec-
tion 5 concludes the paper and suggests some directions for 
future research.

2- Fundamental Concepts
2- 1- Interval Type-2 Fuzzy systems

T2 FSs are typically used in the case of uncertainty. In 
such situations, using precisely specified type-1 Fuzzy Sets 
membership functions is not suitable. Unlike type-1 fuzzy 
logic, the T2 fuzzy logic systems use individual fuzzy sets 
with membership grades that are fuzzy sets. These fuzzy 
secondary grades provide additional degrees of freedom for 
modeling with the dynamic input uncertainties [1].

A fuzzy logic system is called a type-1 FSs if it is de-
scribed using type-1 Fuzzy Sets, while an FS that uses at least 
one T2 fuzzy set is called T2 FS. T2 FS has more freedom 
than type-1 FS because it contains more parameters. There-
fore, T2 FS has more freedom in dealing with ambiguity than 
type-1 FS [34]. The structure of an overall T2 FS is shown in 
Figure 1 [1].

T2 FS is similar to type-1 FS, where the significant dif-
ference is using T2 FS rather than type-1 fuzzy sets. Type-1 
FS output processor converts a type-1 fuzzy set to a definite 
number, while T2 FS has two components in the output pro-
cessor. The first is the type reduction that converts a T2 FS to 
a type-1 fuzzy set, and the second is defragmentation, which 
converts the type-1 fuzzy sets to a definite number. T2 FS 
requires general computational cost and complex execution 
compared to type-1 FS, which is the specific case of T2 FS. 
The interval T2 FS has been widely used to reduce computa-
tional burden [11, 12].

Type-2 T2 FS is based on the Fuzzy logic system, is 
shown in three dimensions. A membership degree is a fuzzy 
set and not fixed. The third dimension is the membership 
function value at each point of the Footprint of Uncertainty 
(FOU) that has a two-dimensional domain [35]. Interval T2 
FS shows membership degree with an interval instead of FS. 
Therefore, FOU is used to describe interval T2 FS. Supposing 
that interval T2 FS consists of M  rules and p  antecedents 
in each law, the l th rule is as Equation (1).[3].

The general structure of the l th rule for an interval T2 FS 
is 1,.., l M= .

(1) 𝑅𝑅𝑙𝑙: 𝐼𝐼𝐼𝐼 𝑥𝑥1 𝑖𝑖𝑖𝑖 �̃�𝐹1
𝑙𝑙 𝑎𝑎𝑎𝑎𝑎𝑎 … . 𝑎𝑎𝑎𝑎𝑎𝑎 𝑥𝑥𝑝𝑝 𝑖𝑖𝑖𝑖 �̃�𝐹𝑝𝑝𝑙𝑙, 𝑇𝑇ℎ𝑒𝑒𝑎𝑎 𝑦𝑦 𝑖𝑖𝑖𝑖 �̃�𝐺𝑙𝑙  

 

 

(2) 𝐴𝐴𝑖𝑖
(𝑡𝑡+1) = 𝐼𝐼 (∑ 𝐴𝐴𝑗𝑗

(𝑡𝑡)𝑛𝑛
𝑗𝑗=1
𝑗𝑗≠𝑖𝑖

. 𝑤𝑤𝑗𝑗𝑖𝑖)  

 

 

(3) 

 

𝐼𝐼𝑠𝑠𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖𝑠𝑠 = 1
1 + 𝑒𝑒−𝑥𝑥                𝑥𝑥 ∈ ℝ 

 

 

 

 

 

 

 

 

(4) 𝐴𝐴𝑖𝑖
(𝑡𝑡+1) = 𝐼𝐼 (∑ 𝑤𝑤𝑖𝑖𝑗𝑗

1 .𝑛𝑛
𝑗𝑗=1 𝐴𝐴𝑗𝑗

(𝑡𝑡) + 𝑤𝑤𝑖𝑖𝑗𝑗
2 . 𝐴𝐴𝑗𝑗

(𝑡𝑡−1) + ⋯ + 𝑤𝑤𝑖𝑖𝑗𝑗
𝑘𝑘 . 𝐴𝐴𝑗𝑗

(𝑡𝑡−𝑘𝑘+1) + 𝑤𝑤0𝑗𝑗)   

 

 

(5) 𝐼𝐼𝑖𝑖(𝑥𝑥) = 1
1 + 𝑒𝑒−𝜆𝜆𝑖𝑖𝑥𝑥                𝑥𝑥 ∈ ℝ, 𝜆𝜆𝑖𝑖 ≥ 0 

 

 

(6) 𝐴𝐴𝑖𝑖
(𝑡𝑡+1) = 𝐼𝐼𝑖𝑖 (∑ 𝑤𝑤𝑖𝑖𝑗𝑗

1 .𝑛𝑛
𝑗𝑗=1 𝐴𝐴𝑗𝑗

(𝑡𝑡) + 𝑤𝑤𝑖𝑖𝑗𝑗
2 . 𝐴𝐴𝑗𝑗

(𝑡𝑡−1) + ⋯ + 𝑤𝑤𝑖𝑖𝑗𝑗
𝑘𝑘 . 𝐴𝐴𝑗𝑗

(𝑡𝑡−𝑘𝑘+1) + 𝑤𝑤0𝑗𝑗)  

 

 

(7) 𝐴𝐴𝑖𝑖
(𝑡𝑡+1) = 𝐼𝐼 (∑ 𝐴𝐴𝑗𝑗

(𝑡𝑡)𝑛𝑛
𝑗𝑗=1
𝑗𝑗≠𝑖𝑖

. 𝑊𝑊𝑗𝑗𝑖𝑖)  

 

 

(8) �̃�𝐹 = {((𝑥𝑥, 𝑢𝑢), 𝜇𝜇�̃�𝐹(𝑥𝑥, 𝑢𝑢))|𝑥𝑥 ∈ 𝑋𝑋, 𝑢𝑢 ∈ 𝐽𝐽𝑥𝑥 ⊆ [0,1]} 

 

 

 (1)

Where the interval T2 fuzzy system has p  inputs 
1 1, , p px X x X∈ … ∈ , and one output y Y∈ . ix  which is 

described by iQ  linguistic terms that are mod- eled as 
interval T2 FS { }

1

i

i

Q

x ij j
T X

=
=  . y  is also defined by yQ  linguis-

tic terms that are modeled as interval T2 FS { }
1

yQ

y j j
T Y

=
=  . 

11 , ,
p

l l
x p xF T F T∈ … ∈   , l

yG T∈  [28].

2- 2- High order Fuzzy Cognitive Map
The FCM contains a set of nodes and edges between 

the nodes. Figure 2a shows an example of the FCM model. 
Nodes 1 2, , , nA A A… , show the concepts that are examined to 
describe the main behavioral characteristics (states and vari-
ables) of the system, while edges affect causality between 
concepts (nodes). In FCM, the node activation levels (some-
times also called node values) are fuzzy and variable with 
time, measured into the interval [ ]0,1 . The bond strength (also 
called weight) between the jA  node and the iA  node is de-
noted by ijw , and is measured by the numerical values speci-
fied in [ ]1,1 − . The absolute amount of the weight corresponds 
to the relationships between the nodes.

 

 
Figure 1. Structure of Type-2 FS [1]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Structure of Type-2 FS [1].
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The FCM can be represented not only as the directed 
graphs, but also described as an n n×  matrix. The FCM 
matrix, also called the relationship matrix, stores the full val-
ues of the weights of FCM. Figure 2b shows the relationship 
matrix of the FCM model. The FCM dynamic is generally 
described as equation (2):

(1) 𝑅𝑅𝑙𝑙: 𝐼𝐼𝐼𝐼 𝑥𝑥1 𝑖𝑖𝑖𝑖 �̃�𝐹1
𝑙𝑙 𝑎𝑎𝑎𝑎𝑎𝑎 … . 𝑎𝑎𝑎𝑎𝑎𝑎 𝑥𝑥𝑝𝑝 𝑖𝑖𝑖𝑖 �̃�𝐹𝑝𝑝𝑙𝑙, 𝑇𝑇ℎ𝑒𝑒𝑎𝑎 𝑦𝑦 𝑖𝑖𝑖𝑖 �̃�𝐺𝑙𝑙  

 

 

(2) 𝐴𝐴𝑖𝑖
(𝑡𝑡+1) = 𝐼𝐼 (∑ 𝐴𝐴𝑗𝑗

(𝑡𝑡)𝑛𝑛
𝑗𝑗=1
𝑗𝑗≠𝑖𝑖

. 𝑤𝑤𝑗𝑗𝑖𝑖)  

 

 

(3) 

 

𝐼𝐼𝑠𝑠𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖𝑠𝑠 = 1
1 + 𝑒𝑒−𝑥𝑥                𝑥𝑥 ∈ ℝ 

 

 

 

 

 

 

 

 

(4) 𝐴𝐴𝑖𝑖
(𝑡𝑡+1) = 𝐼𝐼 (∑ 𝑤𝑤𝑖𝑖𝑗𝑗

1 .𝑛𝑛
𝑗𝑗=1 𝐴𝐴𝑗𝑗

(𝑡𝑡) + 𝑤𝑤𝑖𝑖𝑗𝑗
2 . 𝐴𝐴𝑗𝑗

(𝑡𝑡−1) + ⋯ + 𝑤𝑤𝑖𝑖𝑗𝑗
𝑘𝑘 . 𝐴𝐴𝑗𝑗

(𝑡𝑡−𝑘𝑘+1) + 𝑤𝑤0𝑗𝑗)   

 

 

(5) 𝐼𝐼𝑖𝑖(𝑥𝑥) = 1
1 + 𝑒𝑒−𝜆𝜆𝑖𝑖𝑥𝑥                𝑥𝑥 ∈ ℝ, 𝜆𝜆𝑖𝑖 ≥ 0 

 

 

(6) 𝐴𝐴𝑖𝑖
(𝑡𝑡+1) = 𝐼𝐼𝑖𝑖 (∑ 𝑤𝑤𝑖𝑖𝑗𝑗

1 .𝑛𝑛
𝑗𝑗=1 𝐴𝐴𝑗𝑗

(𝑡𝑡) + 𝑤𝑤𝑖𝑖𝑗𝑗
2 . 𝐴𝐴𝑗𝑗

(𝑡𝑡−1) + ⋯ + 𝑤𝑤𝑖𝑖𝑗𝑗
𝑘𝑘 . 𝐴𝐴𝑗𝑗

(𝑡𝑡−𝑘𝑘+1) + 𝑤𝑤0𝑗𝑗)  

 

 

(7) 𝐴𝐴𝑖𝑖
(𝑡𝑡+1) = 𝐼𝐼 (∑ 𝐴𝐴𝑗𝑗

(𝑡𝑡)𝑛𝑛
𝑗𝑗=1
𝑗𝑗≠𝑖𝑖

. 𝑊𝑊𝑗𝑗𝑖𝑖)  

 

 

(8) �̃�𝐹 = {((𝑥𝑥, 𝑢𝑢), 𝜇𝜇�̃�𝐹(𝑥𝑥, 𝑢𝑢))|𝑥𝑥 ∈ 𝑋𝑋, 𝑢𝑢 ∈ 𝐽𝐽𝑥𝑥 ⊆ [0,1]} 

 

 

 (2)

of the ith  node at iteration 1t + . f  is a continuous non-
linear function such as bivalent (sign), trivalent, hyperbolic 
tangent, and sigmoid. The sigmoid function is used in this 
paper and is defined as equations(3).

(1) 𝑅𝑅𝑙𝑙: 𝐼𝐼𝐼𝐼 𝑥𝑥1 𝑖𝑖𝑖𝑖 �̃�𝐹1
𝑙𝑙 𝑎𝑎𝑎𝑎𝑎𝑎 … . 𝑎𝑎𝑎𝑎𝑎𝑎 𝑥𝑥𝑝𝑝 𝑖𝑖𝑖𝑖 �̃�𝐹𝑝𝑝𝑙𝑙, 𝑇𝑇ℎ𝑒𝑒𝑎𝑎 𝑦𝑦 𝑖𝑖𝑖𝑖 �̃�𝐺𝑙𝑙  

 

 

(2) 𝐴𝐴𝑖𝑖
(𝑡𝑡+1) = 𝐼𝐼 (∑ 𝐴𝐴𝑗𝑗

(𝑡𝑡)𝑛𝑛
𝑗𝑗=1
𝑗𝑗≠𝑖𝑖

. 𝑤𝑤𝑗𝑗𝑖𝑖)  

 

 

(3) 

 

𝐼𝐼𝑠𝑠𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖𝑠𝑠 = 1
1 + 𝑒𝑒−𝑥𝑥                𝑥𝑥 ∈ ℝ 

 

 

 

 

 

 

 

 

(4) 𝐴𝐴𝑖𝑖
(𝑡𝑡+1) = 𝐼𝐼 (∑ 𝑤𝑤𝑖𝑖𝑗𝑗

1 .𝑛𝑛
𝑗𝑗=1 𝐴𝐴𝑗𝑗

(𝑡𝑡) + 𝑤𝑤𝑖𝑖𝑗𝑗
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Once all the weights of FCM, ijw , have been determined, 
the FCM starts from a given initial state through numerical 
iteration calculations by the equation (2). This may lead to a 
variety of dynamic behaviors of FCM [36].

The activation level of i th node at the moment 1+t  
in equation (2). only depends on the activation values of all 
nodes at the moment t, which may diminish the ability of the 
FCM to describe the dynamic behavior of the complex sys-
tem. To increase the ability of FCM, equation (4) is used 
instead of (2).
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where l
ijw  is the weight from node jA  to node iA  at 

1t k− + th moment, 1,2, ,l k= … , 0 jw  is the bias related to the 
j th node, and all the weights in this method are not time-

variant and are crisp in each iteration [36].

To enhance FCM flexibility, we enable each FCM node to 
perform a different transformation function. Accordingly, the 
sigmoid activation function in equation (3), usually perform-
ing as an FCM transformation function, is augmented by a 

iλ  parameter as the steepness parameter in the i th node in 
equation (5).
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(𝑡𝑡) + 𝑤𝑤𝑖𝑖𝑗𝑗
2 . 𝐴𝐴𝑗𝑗
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 (5)

Therefore, by replacing equation (5) into (4), equation (6) 
is obtained. Equation (6) describes the dynamic of high order 
FCM [38].
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3- Interval Type-2 Fuzzy in FCM
In FCM, when the weights or concepts are not crisp and 

there are uncertainties, type-1 fuzzy sets are not suitable. 
Hence, applying IT2 FS in FCM causes in having a desirable 
answer in decision-making problems.  T2 FCM and HIT2 
FCM are introduced in this section for an appropriate analy-
sis.
3- 1- Interval Type-2 Fuzzy Cognitive Map

In FCM, the ijw s are the crisp numbers and are the 
weights from node j  to node  i . The weights in equation (2)  
are not dependent on iteration t . Therefore, in this paper, T2 
FCM is used to consider the uncertainties and have suitable 
results as equation (7).  In T2 FCM, the weights are denoted 
by (

jiW ).
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a) FCM model                                                                b) The corresponding relationship matrix 
Figure 2. FCMmodel and its relationship matrix 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 𝐴𝐴1 𝐴𝐴2 𝐴𝐴3 𝐴𝐴4 𝐴𝐴5 𝐴𝐴6 

𝐴𝐴1 0 𝑤𝑤21 𝑤𝑤31 0 0 0 

𝐴𝐴2 0 0 0 0 0 𝑤𝑤62 

𝐴𝐴3 0 0 0 𝑤𝑤43 0 0 

𝐴𝐴4 0 𝑤𝑤24 𝑤𝑤34 0 0 0 

𝐴𝐴5 0 0 0 0 0 𝑤𝑤65 

𝐴𝐴6 0 0 0 0 𝑤𝑤56 0 

Fig. 2. FCMmodel and its relationship matrix
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where jiW  has uncertainties and is obtained by T2 Fuzzy 
logic system.

In T2 fuzzy logic, an interval T2 fuzzy set is denoted F  
as (8) [30]:
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𝑙𝑙 𝑎𝑎𝑎𝑎𝑎𝑎 … . 𝑎𝑎𝑎𝑎𝑎𝑎 𝑥𝑥𝑝𝑝 𝑖𝑖𝑖𝑖 �̃�𝐹𝑝𝑝𝑙𝑙, 𝑇𝑇ℎ𝑒𝑒𝑎𝑎 𝑦𝑦 𝑖𝑖𝑖𝑖 �̃�𝐺𝑙𝑙  

 

 

(2) 𝐴𝐴𝑖𝑖
(𝑡𝑡+1) = 𝐼𝐼 (∑ 𝐴𝐴𝑗𝑗

(𝑡𝑡)𝑛𝑛
𝑗𝑗=1
𝑗𝑗≠𝑖𝑖

. 𝑤𝑤𝑗𝑗𝑖𝑖)  

 

 

(3) 

 

𝐼𝐼𝑠𝑠𝑖𝑖𝑠𝑠𝑠𝑠𝑠𝑠𝑖𝑖𝑠𝑠 = 1
1 + 𝑒𝑒−𝑥𝑥                𝑥𝑥 ∈ ℝ 

 

 

 

 

 

 

 

 

(4) 𝐴𝐴𝑖𝑖
(𝑡𝑡+1) = 𝐼𝐼 (∑ 𝑤𝑤𝑖𝑖𝑗𝑗

1 .𝑛𝑛
𝑗𝑗=1 𝐴𝐴𝑗𝑗

(𝑡𝑡) + 𝑤𝑤𝑖𝑖𝑗𝑗
2 . 𝐴𝐴𝑗𝑗

(𝑡𝑡−1) + ⋯ + 𝑤𝑤𝑖𝑖𝑗𝑗
𝑘𝑘 . 𝐴𝐴𝑗𝑗

(𝑡𝑡−𝑘𝑘+1) + 𝑤𝑤0𝑗𝑗)   

 

 

(5) 𝐼𝐼𝑖𝑖(𝑥𝑥) = 1
1 + 𝑒𝑒−𝜆𝜆𝑖𝑖𝑥𝑥                𝑥𝑥 ∈ ℝ, 𝜆𝜆𝑖𝑖 ≥ 0 

 

 

(6) 𝐴𝐴𝑖𝑖
(𝑡𝑡+1) = 𝐼𝐼𝑖𝑖 (∑ 𝑤𝑤𝑖𝑖𝑗𝑗

1 .𝑛𝑛
𝑗𝑗=1 𝐴𝐴𝑗𝑗

(𝑡𝑡) + 𝑤𝑤𝑖𝑖𝑗𝑗
2 . 𝐴𝐴𝑗𝑗

(𝑡𝑡−1) + ⋯ + 𝑤𝑤𝑖𝑖𝑗𝑗
𝑘𝑘 . 𝐴𝐴𝑗𝑗

(𝑡𝑡−𝑘𝑘+1) + 𝑤𝑤0𝑗𝑗)  

 

 

(7) 𝐴𝐴𝑖𝑖
(𝑡𝑡+1) = 𝐼𝐼 (∑ 𝐴𝐴𝑗𝑗

(𝑡𝑡)𝑛𝑛
𝑗𝑗=1
𝑗𝑗≠𝑖𝑖

. 𝑊𝑊𝑗𝑗𝑖𝑖)  

 

 

(8) �̃�𝐹 = {((𝑥𝑥, 𝑢𝑢), 𝜇𝜇�̃�𝐹(𝑥𝑥, 𝑢𝑢))|𝑥𝑥 ∈ 𝑋𝑋, 𝑢𝑢 ∈ 𝐽𝐽𝑥𝑥 ⊆ [0,1]} 

 

 

 (8)

 where ( ),F x uµ


 is the membership function of F , and the
 secondary grade is equal to one. In the proposed T2 FCM, the
 gaussian primary membership function with uncertain mean
or uncertain standard deviation is used as (9), respectively

(9) 

𝜇𝜇�̃�𝐹(𝑥𝑥) = 1
√2𝜋𝜋𝜎𝜎

𝑒𝑒−(𝑥𝑥−𝑚𝑚)2
2𝜎𝜎2 , 𝑚𝑚 ∈ [𝑚𝑚1, 𝑚𝑚2], 𝜎𝜎 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 

or 

𝜇𝜇�̃�𝐹(𝑥𝑥) = 1
√2𝜋𝜋𝜎𝜎 𝑒𝑒−(𝑥𝑥−𝑚𝑚)2

2𝜎𝜎2 , 𝜎𝜎 ∈ [𝜎𝜎1, 𝜎𝜎2], 𝑚𝑚 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  

 

 

(10) 𝑦𝑦𝑐𝑐 = ∫ … ∫ 1
𝜃𝜃𝑛𝑛∈𝐽𝐽𝑦𝑦𝑛𝑛𝜃𝜃1∈𝐽𝐽𝑦𝑦1

∑ 𝑦𝑦𝑙𝑙𝜃𝜃𝑙𝑙
𝑛𝑛
𝑙𝑙=1

∑ 𝜃𝜃𝑙𝑙
𝑛𝑛
𝑙𝑙=1

⁄  

 

(11) 𝐴𝐴𝑖𝑖
(𝑡𝑡+1) = 𝑓𝑓𝑖𝑖 (∑ 𝐴𝐴𝑗𝑗

(𝑡𝑡)𝑛𝑛
𝑗𝑗=1
𝑗𝑗≠𝑖𝑖

. 𝑊𝑊𝑖𝑖
(𝑡𝑡))  

 

(12) 𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐 = 1
(𝑐𝑐−2)𝑛𝑛 ∑ ∑ ‖𝐴𝐴

^
𝑖𝑖(𝑐𝑐) − 𝐴𝐴𝑖𝑖(𝑐𝑐)‖𝑛𝑛

𝑖𝑖=1

2
𝑐𝑐−1
𝑡𝑡=2   

 

 

(13) 𝑋𝑋𝑛𝑛𝑛𝑛𝑛𝑛𝑚𝑚𝑛𝑛𝑙𝑙𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛 =
(𝑋𝑋 − 𝑋𝑋𝑚𝑚𝑖𝑖𝑛𝑛)

(𝑋𝑋𝑚𝑚𝑛𝑛𝑥𝑥 − 𝑋𝑋𝑚𝑚𝑖𝑖𝑛𝑛) 

 

 

(14) 

 𝐶𝐶1 𝐶𝐶2 𝐶𝐶3 𝐶𝐶4 𝐶𝐶5 𝐶𝐶6 𝐶𝐶7 𝐶𝐶8 𝐶𝐶9 𝐶𝐶10 𝐶𝐶11 𝐶𝐶12 TG 

𝐶𝐶1 0 𝑊𝑊12 0 0 0 0 0 0 𝑊𝑊19 0 0 0 𝑊𝑊1 

𝐶𝐶2 0 0 0 0 0 0 𝑊𝑊27 0 0 0 0 0 𝑊𝑊2 

𝐶𝐶3 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊3 

𝐶𝐶4 0 0 0 0 0 𝑊𝑊46 0 0 0 0 0 0 𝑊𝑊4 

𝐶𝐶5 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊5 

𝐶𝐶6 0 0 0 0 0 0 𝑊𝑊67 0 0 0 0 0 𝑊𝑊6 

𝐶𝐶7 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊7 

𝐶𝐶8 0 0 0 𝑊𝑊87 0 0 𝑊𝑊87 0 0 0 0 0 𝑊𝑊8 

𝐶𝐶9 0 0 0 0 0 0 𝑊𝑊97 𝑊𝑊98 0 0 0 0 𝑊𝑊9 

𝐶𝐶10 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊1012 𝑊𝑊10 

𝐶𝐶11 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊11 

𝐶𝐶12 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊12 
 

 

 

 

(15) 𝑧𝑧1 = 𝜙𝜙11𝑋𝑋1 + 𝜙𝜙21𝑋𝑋2+. . . +𝜙𝜙𝑝𝑝1𝑋𝑋𝑝𝑝 

 

 (9)

 where m  is the mean and σ  is its standard deviation.
 The Genetic Algorithm (GA) chooses the best membership
.function. The detail is discussed in section 3.2

In this paper, the centroid type-reduction is used as equa-
tion (10).

(9) 

𝜇𝜇�̃�𝐹(𝑥𝑥) = 1
√2𝜋𝜋𝜎𝜎

𝑒𝑒−(𝑥𝑥−𝑚𝑚)2
2𝜎𝜎2 , 𝑚𝑚 ∈ [𝑚𝑚1, 𝑚𝑚2], 𝜎𝜎 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 

or 

𝜇𝜇�̃�𝐹(𝑥𝑥) = 1
√2𝜋𝜋𝜎𝜎 𝑒𝑒−(𝑥𝑥−𝑚𝑚)2

2𝜎𝜎2 , 𝜎𝜎 ∈ [𝜎𝜎1, 𝜎𝜎2], 𝑚𝑚 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  

 

 

(10) 𝑦𝑦𝑐𝑐 = ∫ … ∫ 1
𝜃𝜃𝑛𝑛∈𝐽𝐽𝑦𝑦𝑛𝑛𝜃𝜃1∈𝐽𝐽𝑦𝑦1

∑ 𝑦𝑦𝑙𝑙𝜃𝜃𝑙𝑙
𝑛𝑛
𝑙𝑙=1

∑ 𝜃𝜃𝑙𝑙
𝑛𝑛
𝑙𝑙=1

⁄  

 

(11) 𝐴𝐴𝑖𝑖
(𝑡𝑡+1) = 𝑓𝑓𝑖𝑖 (∑ 𝐴𝐴𝑗𝑗

(𝑡𝑡)𝑛𝑛
𝑗𝑗=1
𝑗𝑗≠𝑖𝑖

. 𝑊𝑊𝑖𝑖
(𝑡𝑡))  

 

(12) 𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐 = 1
(𝑐𝑐−2)𝑛𝑛 ∑ ∑ ‖𝐴𝐴

^
𝑖𝑖(𝑐𝑐) − 𝐴𝐴𝑖𝑖(𝑐𝑐)‖𝑛𝑛

𝑖𝑖=1

2
𝑐𝑐−1
𝑡𝑡=2   

 

 

(13) 𝑋𝑋𝑛𝑛𝑛𝑛𝑛𝑛𝑚𝑚𝑛𝑛𝑙𝑙𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛 =
(𝑋𝑋 − 𝑋𝑋𝑚𝑚𝑖𝑖𝑛𝑛)

(𝑋𝑋𝑚𝑚𝑛𝑛𝑥𝑥 − 𝑋𝑋𝑚𝑚𝑖𝑖𝑛𝑛) 

 

 

(14) 

 𝐶𝐶1 𝐶𝐶2 𝐶𝐶3 𝐶𝐶4 𝐶𝐶5 𝐶𝐶6 𝐶𝐶7 𝐶𝐶8 𝐶𝐶9 𝐶𝐶10 𝐶𝐶11 𝐶𝐶12 TG 

𝐶𝐶1 0 𝑊𝑊12 0 0 0 0 0 0 𝑊𝑊19 0 0 0 𝑊𝑊1 

𝐶𝐶2 0 0 0 0 0 0 𝑊𝑊27 0 0 0 0 0 𝑊𝑊2 

𝐶𝐶3 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊3 

𝐶𝐶4 0 0 0 0 0 𝑊𝑊46 0 0 0 0 0 0 𝑊𝑊4 

𝐶𝐶5 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊5 

𝐶𝐶6 0 0 0 0 0 0 𝑊𝑊67 0 0 0 0 0 𝑊𝑊6 

𝐶𝐶7 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊7 

𝐶𝐶8 0 0 0 𝑊𝑊87 0 0 𝑊𝑊87 0 0 0 0 0 𝑊𝑊8 

𝐶𝐶9 0 0 0 0 0 0 𝑊𝑊97 𝑊𝑊98 0 0 0 0 𝑊𝑊9 

𝐶𝐶10 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊1012 𝑊𝑊10 

𝐶𝐶11 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊11 

𝐶𝐶12 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊12 
 

 

 

 

(15) 𝑧𝑧1 = 𝜙𝜙11𝑋𝑋1 + 𝜙𝜙21𝑋𝑋2+. . . +𝜙𝜙𝑝𝑝1𝑋𝑋𝑝𝑝 

 

 (10)

where [ ]0,1
nn xJ Uθ ∈ ⊆ ∈ , 1 2, , , nθ θ θ…  belongs to the 

embedded fuzzy set, the secondary grades of an interval T2 
FS are all equal to one,  n denotes the number of discretized 

samples in the output domain of variable y, and ly  is the 
discretized sample.

3- 2- High Order Interval Type-2 FCM
High order Interval T2 FCM (HIT2 FCM) is used in this 

part that analyzes the answers in three modes (optimistic, re-
alistic, and pessimistic). The HIT2 FCM dynamic is as (11); 
thus, the weight function from node j  to node i  at iteration 
t  is defined as ( )t

jiW . In this paper, ( )t
jiW  is found by T2 fuzzy 

system.

(9) 

𝜇𝜇�̃�𝐹(𝑥𝑥) = 1
√2𝜋𝜋𝜎𝜎

𝑒𝑒−(𝑥𝑥−𝑚𝑚)2
2𝜎𝜎2 , 𝑚𝑚 ∈ [𝑚𝑚1, 𝑚𝑚2], 𝜎𝜎 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 

or 

𝜇𝜇�̃�𝐹(𝑥𝑥) = 1
√2𝜋𝜋𝜎𝜎 𝑒𝑒−(𝑥𝑥−𝑚𝑚)2

2𝜎𝜎2 , 𝜎𝜎 ∈ [𝜎𝜎1, 𝜎𝜎2], 𝑚𝑚 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  

 

 

(10) 𝑦𝑦𝑐𝑐 = ∫ … ∫ 1
𝜃𝜃𝑛𝑛∈𝐽𝐽𝑦𝑦𝑛𝑛𝜃𝜃1∈𝐽𝐽𝑦𝑦1

∑ 𝑦𝑦𝑙𝑙𝜃𝜃𝑙𝑙
𝑛𝑛
𝑙𝑙=1

∑ 𝜃𝜃𝑙𝑙
𝑛𝑛
𝑙𝑙=1

⁄  

 

(11) 𝐴𝐴𝑖𝑖
(𝑡𝑡+1) = 𝑓𝑓𝑖𝑖 (∑ 𝐴𝐴𝑗𝑗

(𝑡𝑡)𝑛𝑛
𝑗𝑗=1
𝑗𝑗≠𝑖𝑖

. 𝑊𝑊𝑖𝑖
(𝑡𝑡))  

 

(12) 𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐 = 1
(𝑐𝑐−2)𝑛𝑛 ∑ ∑ ‖𝐴𝐴

^
𝑖𝑖(𝑐𝑐) − 𝐴𝐴𝑖𝑖(𝑐𝑐)‖𝑛𝑛

𝑖𝑖=1

2
𝑐𝑐−1
𝑡𝑡=2   

 

 

(13) 𝑋𝑋𝑛𝑛𝑛𝑛𝑛𝑛𝑚𝑚𝑛𝑛𝑙𝑙𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛 =
(𝑋𝑋 − 𝑋𝑋𝑚𝑚𝑖𝑖𝑛𝑛)

(𝑋𝑋𝑚𝑚𝑛𝑛𝑥𝑥 − 𝑋𝑋𝑚𝑚𝑖𝑖𝑛𝑛) 

 

 

(14) 

 𝐶𝐶1 𝐶𝐶2 𝐶𝐶3 𝐶𝐶4 𝐶𝐶5 𝐶𝐶6 𝐶𝐶7 𝐶𝐶8 𝐶𝐶9 𝐶𝐶10 𝐶𝐶11 𝐶𝐶12 TG 

𝐶𝐶1 0 𝑊𝑊12 0 0 0 0 0 0 𝑊𝑊19 0 0 0 𝑊𝑊1 

𝐶𝐶2 0 0 0 0 0 0 𝑊𝑊27 0 0 0 0 0 𝑊𝑊2 

𝐶𝐶3 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊3 

𝐶𝐶4 0 0 0 0 0 𝑊𝑊46 0 0 0 0 0 0 𝑊𝑊4 

𝐶𝐶5 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊5 

𝐶𝐶6 0 0 0 0 0 0 𝑊𝑊67 0 0 0 0 0 𝑊𝑊6 

𝐶𝐶7 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊7 

𝐶𝐶8 0 0 0 𝑊𝑊87 0 0 𝑊𝑊87 0 0 0 0 0 𝑊𝑊8 

𝐶𝐶9 0 0 0 0 0 0 𝑊𝑊97 𝑊𝑊98 0 0 0 0 𝑊𝑊9 

𝐶𝐶10 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊1012 𝑊𝑊10 

𝐶𝐶11 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊11 

𝐶𝐶12 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊12 
 

 

 

 

(15) 𝑧𝑧1 = 𝜙𝜙11𝑋𝑋1 + 𝜙𝜙21𝑋𝑋2+. . . +𝜙𝜙𝑝𝑝1𝑋𝑋𝑝𝑝 

 

 (11)

The typical interval T2 FS of each mode (optimistic, real-
istic, and pessimistic) is shown in Figure 3. As shown Figure 
3a, all fuzzy sets are Gaussian membership functions with an 
uncertain mean ( [ ]1 2, ,i i im m m constantσ∈ = ). Moreover, Figure 
3b, all fuzzy sets are Gaussian membership functions with 
uncertain standard deviation ( [ ]1 2, , i i i m constantσ σ σ∈ = ), 
where i=1,2,3 indicate the optimistic, realistic, and pessimis-
tic modes, respectively.

In this part, the main goal to have a suitable answer is 
finding the best fuzzy set between a primary function with 

8 

High Order Interval Type-2 FCM 
High order Interval T2 FCM (HIT2 FCM) is used in this part that analyzes the answers in three 

modes (optimistic, realistic, and pessimistic). The HIT2 FCM dynamic is as Error! Reference 

source not found.; thus, the weight function from node j  to node i  at iteration t  is defined as 

( )t
jiW . In this paper, ( )t

jiW  is found by T2 fuzzy system. 

The typical interval T2 FS of each mode (optimistic, realistic, and pessimistic) is shown in Error! 

Reference source not found.. As shown in Error! Reference source not found.a, all fuzzy sets are 

Gaussian membership functions with an uncertain mean (  1 2, ,i i im m m constant = ). 

Moreover, in Error! Reference source not found.b, all fuzzy sets are Gaussian membership 

functions with uncertain standard deviation (  1 2, , i i i m constant   = ), where i=1,2,3 indicate 

the optimistic, realistic, and pessimistic modes, respectively. 

In this part, the main goal to have a suitable answer is finding the best fuzzy set between a primary 

function with  1 2, , =i im m σ constant  or  1 2, ,  =i i iσ σ σ m constant  for each mode ( 1,2,3=i ) 

by GA. The cost function is considered as Error! Reference source not found.: 

 

where iA  is the activation level of the i th node at iteration t , ˆ
iA  is obtained by HIT2 FCM, c  

is the number of input data (observations), and n  the number of concepts. 

The proposed HIT2 FCM algorithm is as follows:In most decision problems, finding the best 
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where iA  is the activation level of the i th node at itera-
tion t , ˆ

iA  is obtained by HIT2 FCM, c  is the number of in-
put data (observations), and n  the number of concepts.

The proposed HIT2 FCM algorithm is as follows:

 

Figure 3. a) The typical interval T2 FS of three modes of optimistic, realistic, and pessimistic with uncertain 

mean, b)The typical interval T2 FS of three modes of optimistic, realistic, and pessimistic with an uncertain 

standard deviation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. a) The typical interval T2 FS of three modes of optimistic, realistic, and pessimistic with uncertain mean, b)The 
typical interval T2 FS of three modes of optimistic, realistic, and pessimistic with an uncertain standard deviation
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In most decision problems, finding the best answer is very 
difficult and sometimes a percentage of probability of victory 
or failure is requested. Therefore in this method, by finding 
the responses of three modes, the accuracy of answers is read-
ily discussed. The time-variable weights are the main feature 
of the HIT2 FCM level. In most problems, the weights of 
FCM are the time variable 

( 1, , ,  numbers of iterationstime t T and T= = … = ).

4- The Proposed Method and Experimental Results
In this section, the proposed H-HIT2 FCM in three levels 

namely L1-HFCM, L2-HIT2 FCM, and L3-Fuzzy, are ex-
pressed. H-HIT2 FCM obtains an overall breast cancer risk 
for each patient. As a result, any patient’s overall risk is also 
in three modes of optimistic, realistic, and pessimistic. Eighty 
cases train the proposed H-HIT2 FCM and this method is 
later examined for twenty test data.

4- 1- The Structure of the Proposed Method
Analysis of the risk of breast cancer is done at three lev-

els. In Figure 4, the overall performance diagram of this ap-
proach is presented to provide a complete analysis of breast 
cancer risk. These three levels are expressed as L1-HFCM, 
L2-HIT2 FCM, and L3-Fuzzy levels. In the L1-HFCM level, 
patients’ Demographic Risk Factors are analyzed, and in the 
L2-HIT2 FCM Level, characteristics of the mass are obtained 
from the mammogram image. In this level, investigating the 
shape  of the tumor and properties is done in three modes of 
optimistic, realistic, and pessimistic. In finding the risk of this 
level, the effect of mass characteristics is considered as a T2 
fuzzy set. In addition to L1-HFCM and L2-HIT2 FCM, in 
the L3-Fuzzy level, the position of the mass can be examined 
by mammography images. Thus, by modeling the breast on 
the coordinate axes (of course, by normalizing the size of the 
mammograms, the size of the chest is considered the same) 

 

 

HIT2 FCM algorithm 

Step1: for 𝑖𝑖, 𝑗𝑗 = 1, … , 𝑛𝑛 

Step2: for all 𝑁𝑁 experts, set credibility weight 𝑏𝑏𝑡𝑡 = 1 

Step3: for 𝑡𝑡 = 1, … , 𝑁𝑁 

Step4: finding [𝑚𝑚𝑖𝑖1, 𝑚𝑚𝑖𝑖2] and 𝜎𝜎, or [𝜎𝜎𝑖𝑖1, 𝜎𝜎𝑖𝑖2] and 𝑚𝑚 for each fuzzy set by GA. 

Step5: For each interconnection (𝐴𝐴𝑖𝑖𝑡𝑡𝑡𝑡 𝐴𝐴𝑗𝑗), the weights 𝑊𝑊𝑗𝑗𝑖𝑖
(𝑡𝑡) is obtained by T2 FCM. 

Step6: If the number of weights with the same sign is less than 𝜋𝜋 × 𝑁𝑁 THEN ask the experts to reassign the 

weights for this particular interconnection and go to step 5, ELSE take into account the weights of 

the greater group with the same sign. Then consider that there are no other weights. Penalize the 

experts who choose "wrong" signed weight with a new credibility weight 𝑏𝑏𝑡𝑡 =  𝜇𝜇1 × 𝑏𝑏𝑡𝑡. 

Step7: For the weights with the same sign, find their average value 𝑊𝑊𝑗𝑗𝑖𝑖
(𝑎𝑎𝑎𝑎𝑎𝑎) = 1/𝑁𝑁 ∑ 𝑏𝑏𝑡𝑡𝑊𝑊𝑗𝑗𝑖𝑖

(𝑡𝑡)𝑁𝑁
𝑡𝑡=1  

Step8: If |𝑊𝑊𝑗𝑗𝑖𝑖
(𝑎𝑎𝑎𝑎𝑎𝑎) − 𝑊𝑊𝑗𝑗𝑖𝑖

(𝑡𝑡)| ≥ 𝑊𝑊1 (𝑊𝑊1 is the weight matrix of the first expert), THEN consider that there is 

not any change in weight 𝑊𝑊𝑗𝑗𝑖𝑖
(𝑡𝑡), penalize the 𝑡𝑡th expert 𝑏𝑏𝑡𝑡 =  𝜇𝜇2 × 𝑏𝑏𝑡𝑡 and go to step 6 

Step9: IF all the 𝑛𝑛 × 𝑛𝑛 interconnection is not examined, go to step 1, ELSE construct the new weight matrix 

𝑊𝑊 = 𝑓𝑓𝑖𝑖(∑ 𝑊𝑊𝑗𝑗𝑖𝑖
(𝑡𝑡)𝑛𝑛

1 ), which has elements the weights 𝑊𝑊𝑗𝑗𝑖𝑖
(𝑎𝑎𝑎𝑎𝑎𝑎). 

Table 1. Description of Fuzzy values of DRFs [13] 

DRFs Fuzzy values of DRF 

𝐶𝐶1: Age of patient >60 very high 50- 60 high 35- 50 moderate <35 low 

𝐶𝐶2: Age at menarche >15 high 12-15 moderate <12 low 

𝐶𝐶3: Age at first child >30 high 21-30 moderate <21 low 

𝐶𝐶4: Age at menopause >60 very high 55-60 high 45-55 moderate <45 low 

𝐶𝐶5: Family history of 1st-degree 

relatives 
≥ 2 high =1 moderate =0 low 

𝐶𝐶6: Family history of 2st -degree 

relatives 
≥ 2 high =1 moderate =0 low 

𝐶𝐶7: BMI >28 very high 24-28 high 18-24 moderate 

𝐶𝐶8: Number of children ≥ 2 high =1 moderate =0 low 

𝐶𝐶9: Breastfeeding (months) >12 high 6-12 moderate 0-6 low 

𝐶𝐶10: OCP ≥5 high <5 moderate =0 low 

𝐶𝐶11: HRT =1 Yes =0 No 

𝐶𝐶12: Physical exercise =1 Yes =0 No 

𝐶𝐶13: Alcohol intake (drinks/day) >2 high 1-2 moderate =0 low 

𝐶𝐶14: Exposure to chest radiation 

therapy 
> 2high 1-2 moderate =0 low 

 

 
Figure 4. Graphical diagram of the proposed method for obtaining breast cancer risk 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4. Graphical diagram of the proposed method for obtaining breast cancer risk
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and determining the origin of the coordinates, fuzzy rules are 
obtained by experts. Due to the patient’s condition, the over-
all risk of cancer, based on each level’s risk, is found by the 
SVM method. Therefore, the overall risk in these three modes 
is obtained by SVM method, and the answers  of these three 
modes can be a better suggestion for the patient’s treatment.

4- 2- L1-HFCM Level
The Demographic Risk Factor (DRF) is analyzed to find 

a risk of the L1-HFCM level. The construction of an FCM-
based system for modeling DRFs and BC risk classification 
based on these factors requires identifying risk factors and 
their impact. DRFs are divided into three types, age-related 
factors, family history related factors, and personal medical 
history factors shown in Figure 5.

The demographic factors shown in Figure 5 are analyzed 
in this level for eighty training data. First, all factors are nor-
malized between zero and one [ ]0,1 . Normalizing these data is 
as (13), where minX  is the minimum amount of that factor, and 

maxX  is the maximum amount.

(9) 

𝜇𝜇�̃�𝐹(𝑥𝑥) = 1
√2𝜋𝜋𝜎𝜎

𝑒𝑒−(𝑥𝑥−𝑚𝑚)2
2𝜎𝜎2 , 𝑚𝑚 ∈ [𝑚𝑚1, 𝑚𝑚2], 𝜎𝜎 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 

or 

𝜇𝜇�̃�𝐹(𝑥𝑥) = 1
√2𝜋𝜋𝜎𝜎 𝑒𝑒−(𝑥𝑥−𝑚𝑚)2

2𝜎𝜎2 , 𝜎𝜎 ∈ [𝜎𝜎1, 𝜎𝜎2], 𝑚𝑚 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  

 

 

(10) 𝑦𝑦𝑐𝑐 = ∫ … ∫ 1
𝜃𝜃𝑛𝑛∈𝐽𝐽𝑦𝑦𝑛𝑛𝜃𝜃1∈𝐽𝐽𝑦𝑦1

∑ 𝑦𝑦𝑙𝑙𝜃𝜃𝑙𝑙
𝑛𝑛
𝑙𝑙=1

∑ 𝜃𝜃𝑙𝑙
𝑛𝑛
𝑙𝑙=1

⁄  

 

(11) 𝐴𝐴𝑖𝑖
(𝑡𝑡+1) = 𝑓𝑓𝑖𝑖 (∑ 𝐴𝐴𝑗𝑗

(𝑡𝑡)𝑛𝑛
𝑗𝑗=1
𝑗𝑗≠𝑖𝑖

. 𝑊𝑊𝑖𝑖
(𝑡𝑡))  

 

(12) 𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐 = 1
(𝑐𝑐−2)𝑛𝑛 ∑ ∑ ‖𝐴𝐴

^
𝑖𝑖(𝑐𝑐) − 𝐴𝐴𝑖𝑖(𝑐𝑐)‖𝑛𝑛

𝑖𝑖=1

2
𝑐𝑐−1
𝑡𝑡=2   

 

 

(13) 𝑋𝑋𝑛𝑛𝑛𝑛𝑛𝑛𝑚𝑚𝑛𝑛𝑙𝑙𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛 =
(𝑋𝑋 − 𝑋𝑋𝑚𝑚𝑖𝑖𝑛𝑛)

(𝑋𝑋𝑚𝑚𝑛𝑛𝑥𝑥 − 𝑋𝑋𝑚𝑚𝑖𝑖𝑛𝑛) 

 

 

(14) 

 𝐶𝐶1 𝐶𝐶2 𝐶𝐶3 𝐶𝐶4 𝐶𝐶5 𝐶𝐶6 𝐶𝐶7 𝐶𝐶8 𝐶𝐶9 𝐶𝐶10 𝐶𝐶11 𝐶𝐶12 TG 

𝐶𝐶1 0 𝑊𝑊12 0 0 0 0 0 0 𝑊𝑊19 0 0 0 𝑊𝑊1 

𝐶𝐶2 0 0 0 0 0 0 𝑊𝑊27 0 0 0 0 0 𝑊𝑊2 

𝐶𝐶3 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊3 

𝐶𝐶4 0 0 0 0 0 𝑊𝑊46 0 0 0 0 0 0 𝑊𝑊4 

𝐶𝐶5 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊5 

𝐶𝐶6 0 0 0 0 0 0 𝑊𝑊67 0 0 0 0 0 𝑊𝑊6 

𝐶𝐶7 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊7 

𝐶𝐶8 0 0 0 𝑊𝑊87 0 0 𝑊𝑊87 0 0 0 0 0 𝑊𝑊8 

𝐶𝐶9 0 0 0 0 0 0 𝑊𝑊97 𝑊𝑊98 0 0 0 0 𝑊𝑊9 

𝐶𝐶10 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊1012 𝑊𝑊10 

𝐶𝐶11 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊11 

𝐶𝐶12 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊12 
 

 

 

 

(15) 𝑧𝑧1 = 𝜙𝜙11𝑋𝑋1 + 𝜙𝜙21𝑋𝑋2+. . . +𝜙𝜙𝑝𝑝1𝑋𝑋𝑝𝑝 

 

 (13)

Table 1 shows the fuzzy set related to different ranges of 
DFR [17]. Linguistic values of DRF factors are assigned by 
experts. As an example:

[ ]521 3 24 43 01  28 21 6 0 0 41  0C = ,

for a patient, the normalized factors are as 
[ ]0.41 0.63 0.42 0.67 0.75 0.67 0.35 0.33 0.42 0.125 0 0 41  0C = . 

The centroid defuzzification method is implemented to cal-
culate the numerical value of the weight in the range [-1,1].

The risk of eighty training patients in L1-HFCM level is 
achieved in Figure 6. The risk of L1-HFCM Level can be 
obtained in three groups: low [0 0.36], moderate [0.36 0.69] 
and high [0.69 1].

4- 3- L2-HIT2 FCM Level
Here, the second level of risk analysis is evaluated. In the 

L2-HIT2 FCM Level, the risk is obtained by getting the mass 
characteristics. Of course the risk of this level risk is calcu-
lated by considering the individual’s risk in the three modes 
(optimistic, realistic, and pessimistic). Moreover, by consid-
ering the risk of the disease, the treatment of the disease, the 
risky years, and the surgery time of those areas are diagnosed. 
Characteristics of mass during the procedure are not crisp and 
are considered uncertain. Therefore, T2 fuzzy is necessary at 
this level. In this paper, the fuzzy sets of weights are Gauss-
ian functions that the mean or standard deviation are consid-
ered uncertain. A GA selects the best membership function 
for each mode.

 
Figure 5. Familial breast cancer risk factors. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Familial breast cancer risk factors.
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At this level, from mammograms of a patient, the masses 
are detected by image processing. The characteristics of 
masses are achieved, and the weights between the factors and 
overall breast cancer risk are obtained. Figure 7 shows the 
tumor is detected in a mammogram image. The input image is 
shown in Figure 7a; afterwards, by filtering the image (Figure 
7b), the bounding box of the tumor in an image is detected in 

Figure 7c. After image processing, the tumor is detected in 
Figure 7f. In Figure 7d, the tumor is shown and the outline of 
the tumor is illustrated in Figure 7e.

After detecting a tumor from the image, the characteris-
tics are extracted as Table 2. Twelve characteristics of mass 
are found, and like L1-HFCM, the risk of L2-HIT2 FCM 
level is determined.

Table 1. Description of Fuzzy values of DRFs [13]

 

 

HIT2 FCM algorithm 

Step1: for 𝑖𝑖, 𝑗𝑗 = 1, … , 𝑛𝑛 

Step2: for all 𝑁𝑁 experts, set credibility weight 𝑏𝑏𝑡𝑡 = 1 

Step3: for 𝑡𝑡 = 1, … , 𝑁𝑁 

Step4: finding [𝑚𝑚𝑖𝑖1, 𝑚𝑚𝑖𝑖2] and 𝜎𝜎, or [𝜎𝜎𝑖𝑖1, 𝜎𝜎𝑖𝑖2] and 𝑚𝑚 for each fuzzy set by GA. 

Step5: For each interconnection (𝐴𝐴𝑖𝑖𝑡𝑡𝑡𝑡 𝐴𝐴𝑗𝑗), the weights 𝑊𝑊𝑗𝑗𝑖𝑖
(𝑡𝑡) is obtained by T2 FCM. 

Step6: If the number of weights with the same sign is less than 𝜋𝜋 × 𝑁𝑁 THEN ask the experts to reassign the 

weights for this particular interconnection and go to step 5, ELSE take into account the weights of 

the greater group with the same sign. Then consider that there are no other weights. Penalize the 

experts who choose "wrong" signed weight with a new credibility weight 𝑏𝑏𝑡𝑡 =  𝜇𝜇1 × 𝑏𝑏𝑡𝑡. 

Step7: For the weights with the same sign, find their average value 𝑊𝑊𝑗𝑗𝑖𝑖
(𝑎𝑎𝑎𝑎𝑎𝑎) = 1/𝑁𝑁 ∑ 𝑏𝑏𝑡𝑡𝑊𝑊𝑗𝑗𝑖𝑖

(𝑡𝑡)𝑁𝑁
𝑡𝑡=1  

Step8: If |𝑊𝑊𝑗𝑗𝑖𝑖
(𝑎𝑎𝑎𝑎𝑎𝑎) − 𝑊𝑊𝑗𝑗𝑖𝑖

(𝑡𝑡)| ≥ 𝑊𝑊1 (𝑊𝑊1 is the weight matrix of the first expert), THEN consider that there is 

not any change in weight 𝑊𝑊𝑗𝑗𝑖𝑖
(𝑡𝑡), penalize the 𝑡𝑡th expert 𝑏𝑏𝑡𝑡 =  𝜇𝜇2 × 𝑏𝑏𝑡𝑡 and go to step 6 

Step9: IF all the 𝑛𝑛 × 𝑛𝑛 interconnection is not examined, go to step 1, ELSE construct the new weight matrix 

𝑊𝑊 = 𝑓𝑓𝑖𝑖(∑ 𝑊𝑊𝑗𝑗𝑖𝑖
(𝑡𝑡)𝑛𝑛

1 ), which has elements the weights 𝑊𝑊𝑗𝑗𝑖𝑖
(𝑎𝑎𝑎𝑎𝑎𝑎). 

Table 1. Description of Fuzzy values of DRFs [13] 

DRFs Fuzzy values of DRF 

𝐶𝐶1: Age of patient >60 very high 50- 60 high 35- 50 moderate <35 low 

𝐶𝐶2: Age at menarche >15 high 12-15 moderate <12 low 

𝐶𝐶3: Age at first child >30 high 21-30 moderate <21 low 

𝐶𝐶4: Age at menopause >60 very high 55-60 high 45-55 moderate <45 low 

𝐶𝐶5: Family history of 1st-degree 

relatives 
≥ 2 high =1 moderate =0 low 

𝐶𝐶6: Family history of 2st -degree 

relatives 
≥ 2 high =1 moderate =0 low 

𝐶𝐶7: BMI >28 very high 24-28 high 18-24 moderate 

𝐶𝐶8: Number of children ≥ 2 high =1 moderate =0 low 

𝐶𝐶9: Breastfeeding (months) >12 high 6-12 moderate 0-6 low 

𝐶𝐶10: OCP ≥5 high <5 moderate =0 low 

𝐶𝐶11: HRT =1 Yes =0 No 

𝐶𝐶12: Physical exercise =1 Yes =0 No 

𝐶𝐶13: Alcohol intake (drinks/day) >2 high 1-2 moderate =0 low 

𝐶𝐶14: Exposure to chest radiation 

therapy 
> 2high 1-2 moderate =0 low 

 

 
Figure 6. The risk of patients in L1-HFCM level (low, moderate and high) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6. The risk of patients in L1-HFCM level (low, moderate and high)
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Figure 7. A view of a mass in the mammography image, the shape of the mass and its range 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. A view of a mass in the mammography image, the shape of the mass and its range

Table 2. L-2-HIT2 FCM Level Implications for Tumor Grading 

Table 2. L-2-HIT2 FCM Level Implications for Tumor Grading 

𝐶𝐶1 E (energy) 𝐸𝐸 = ∑ ∑ 𝑃𝑃(𝑖𝑖, 𝑗𝑗)
𝑛𝑛

𝑗𝑗=1

𝑛𝑛

𝑖𝑖=1
 

𝐶𝐶2 e (entropy) 𝑒𝑒 = ∑ ∑ 𝑃𝑃(𝑖𝑖, 𝑗𝑗) 𝑙𝑙𝑙𝑙𝑙𝑙2 𝑃𝑃 (𝑖𝑖, 𝑗𝑗)
𝑗𝑗𝑖𝑖

 

𝐶𝐶3 C (contrast) 𝐶𝐶 = ∑ ∑|𝑖𝑖 − 𝑗𝑗|2 × 𝑃𝑃(𝑖𝑖, 𝑗𝑗)
𝑛𝑛

𝑗𝑗=1

𝑛𝑛

𝑖𝑖=1
 

𝐶𝐶4 H (homogeneity) 
The momentary inverse difference and the relative smoothness of the area are 

measured. 

𝐶𝐶5 c (correlation) This concept shows the dependence of the gray line on the mass. 

𝐶𝐶6 D (dissimilarity) 
Show the similarity or dissimilarity between pixels. 

𝐷𝐷 = ∑ |𝑖𝑖 − 𝑗𝑗|𝑝𝑝(𝑖𝑖, 𝑗𝑗)
𝑛𝑛−1

𝑖𝑖,𝑗𝑗=0
 

𝐶𝐶7 A (area) The total number of pixels represents the mass. 

𝐶𝐶8 P (perimeter) Determines the total number of pixels around the mass. 

𝐶𝐶9 max radius Measures the maximum distance from the center of the mass. 

𝐶𝐶10 Eccentricity 𝐸𝐸𝐸𝐸𝐸𝐸𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖𝐸𝐸𝑖𝑖𝐸𝐸𝐸𝐸 = √1 − (𝑀𝑀𝑖𝑖𝐸𝐸 𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖𝑅𝑅𝑅𝑅
𝑀𝑀𝑅𝑅𝑀𝑀 𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖𝑅𝑅𝑅𝑅)

2
 

𝐶𝐶11 Circularity 

𝐴𝐴 = 𝐴𝐴𝐸𝐸𝑒𝑒𝑅𝑅 − 𝜋𝜋 × 𝑀𝑀𝑅𝑅𝑀𝑀 𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖𝑅𝑅𝑅𝑅2

𝐵𝐵 = 𝜋𝜋 × 𝑀𝑀𝑅𝑅𝑀𝑀 𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖𝑅𝑅𝑅𝑅2 − 𝜋𝜋 × 𝑀𝑀𝑖𝑖𝐸𝐸 𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖𝑅𝑅𝑅𝑅2

𝐶𝐶𝑖𝑖𝐸𝐸𝐸𝐸𝑅𝑅𝑙𝑙𝑅𝑅𝐸𝐸𝑖𝑖𝐸𝐸𝐸𝐸 = √𝐴𝐴2 − 𝐵𝐵2 

𝐶𝐶12 SI (Shape Index) 𝑆𝑆𝑆𝑆 = ( 𝑝𝑝𝑒𝑒𝐸𝐸𝑖𝑖𝑝𝑝𝑒𝑒𝐸𝐸𝑒𝑒𝐸𝐸
2 × 𝑀𝑀𝑅𝑅𝑀𝑀 𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖𝑅𝑅𝑅𝑅) 
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The characteristics are derived from the mass, and the 
relationship between the factors is shown in Figure 8. The 
weights are considered a transformation function. At this lev-
el, the risk is considered in three modes.

In Figure , TG is the tumor grade, ( )jiW t  has uncer-

tainty and is concluded in  three modes optimistic, realis-
tic, and pessimistic. ( ) ( )( )j jiW t W t i j= = , , 1,...,12i j = , and 

[ ]1,t lifetime=  and 
1 2 12, , ,C C C…  are the mass characteristics. 

The communication matrix between the factors is as:

 
Figure 8. L2-HIT2 FCM level 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. L2-HIT2 FCM level

(9) 

𝜇𝜇�̃�𝐹(𝑥𝑥) = 1
√2𝜋𝜋𝜎𝜎

𝑒𝑒−(𝑥𝑥−𝑚𝑚)2
2𝜎𝜎2 , 𝑚𝑚 ∈ [𝑚𝑚1, 𝑚𝑚2], 𝜎𝜎 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 

or 

𝜇𝜇�̃�𝐹(𝑥𝑥) = 1
√2𝜋𝜋𝜎𝜎 𝑒𝑒−(𝑥𝑥−𝑚𝑚)2

2𝜎𝜎2 , 𝜎𝜎 ∈ [𝜎𝜎1, 𝜎𝜎2], 𝑚𝑚 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  

 

 

(10) 𝑦𝑦𝑐𝑐 = ∫ … ∫ 1
𝜃𝜃𝑛𝑛∈𝐽𝐽𝑦𝑦𝑛𝑛𝜃𝜃1∈𝐽𝐽𝑦𝑦1

∑ 𝑦𝑦𝑙𝑙𝜃𝜃𝑙𝑙
𝑛𝑛
𝑙𝑙=1

∑ 𝜃𝜃𝑙𝑙
𝑛𝑛
𝑙𝑙=1

⁄  

 

(11) 𝐴𝐴𝑖𝑖
(𝑡𝑡+1) = 𝑓𝑓𝑖𝑖 (∑ 𝐴𝐴𝑗𝑗

(𝑡𝑡)𝑛𝑛
𝑗𝑗=1
𝑗𝑗≠𝑖𝑖

. 𝑊𝑊𝑖𝑖
(𝑡𝑡))  

 

(12) 𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐 = 1
(𝑐𝑐−2)𝑛𝑛 ∑ ∑ ‖𝐴𝐴

^
𝑖𝑖(𝑐𝑐) − 𝐴𝐴𝑖𝑖(𝑐𝑐)‖𝑛𝑛

𝑖𝑖=1

2
𝑐𝑐−1
𝑡𝑡=2   

 

 

(13) 𝑋𝑋𝑛𝑛𝑛𝑛𝑛𝑛𝑚𝑚𝑛𝑛𝑙𝑙𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛 =
(𝑋𝑋 − 𝑋𝑋𝑚𝑚𝑖𝑖𝑛𝑛)

(𝑋𝑋𝑚𝑚𝑛𝑛𝑥𝑥 − 𝑋𝑋𝑚𝑚𝑖𝑖𝑛𝑛) 

 

 

(14) 

 𝐶𝐶1 𝐶𝐶2 𝐶𝐶3 𝐶𝐶4 𝐶𝐶5 𝐶𝐶6 𝐶𝐶7 𝐶𝐶8 𝐶𝐶9 𝐶𝐶10 𝐶𝐶11 𝐶𝐶12 TG 

𝐶𝐶1 0 𝑊𝑊12 0 0 0 0 0 0 𝑊𝑊19 0 0 0 𝑊𝑊1 

𝐶𝐶2 0 0 0 0 0 0 𝑊𝑊27 0 0 0 0 0 𝑊𝑊2 

𝐶𝐶3 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊3 

𝐶𝐶4 0 0 0 0 0 𝑊𝑊46 0 0 0 0 0 0 𝑊𝑊4 

𝐶𝐶5 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊5 

𝐶𝐶6 0 0 0 0 0 0 𝑊𝑊67 0 0 0 0 0 𝑊𝑊6 

𝐶𝐶7 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊7 

𝐶𝐶8 0 0 0 𝑊𝑊87 0 0 𝑊𝑊87 0 0 0 0 0 𝑊𝑊8 

𝐶𝐶9 0 0 0 0 0 0 𝑊𝑊97 𝑊𝑊98 0 0 0 0 𝑊𝑊9 

𝐶𝐶10 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊1012 𝑊𝑊10 

𝐶𝐶11 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊11 

𝐶𝐶12 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊12 
 

 

 

 

(15) 𝑧𝑧1 = 𝜙𝜙11𝑋𝑋1 + 𝜙𝜙21𝑋𝑋2+. . . +𝜙𝜙𝑝𝑝1𝑋𝑋𝑝𝑝 
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Table 3. A typical Wji

 

Table 3. A typical 𝑾𝑾𝒋𝒋𝒋𝒋 

𝑊𝑊𝑗𝑗𝑗𝑗 

𝑚𝑚𝑗𝑗 𝜎𝜎𝑗𝑗  
𝑚𝑚1𝑗𝑗 𝑚𝑚2𝑗𝑗 𝑚𝑚3𝑗𝑗 𝜎𝜎1𝑗𝑗 𝜎𝜎2𝑗𝑗 𝜎𝜎3𝑗𝑗 

𝑚𝑚11 𝑚𝑚12 𝑚𝑚21 𝑚𝑚22 𝑚𝑚31 𝑚𝑚32 𝜎𝜎11 𝜎𝜎12 𝜎𝜎21 𝜎𝜎22 𝜎𝜎31 𝜎𝜎32 

𝑊𝑊12 0.09 0.151 0.485 0.510 0.872 0.932 0.67 0.9 1.09 

𝑊𝑊19 0.011 0.195 0.5 0.5 0.803 0.902 0.75 0.96 1.1 

𝑊𝑊1 0.081 0.115 0.41 0.6 0.805 0.932 0.88 0.98 1 

𝑊𝑊27 0.103 0.5 0.899 0.58 1.03 0.78 1.15 0.877 1.324 

𝑊𝑊2 0.019 0.195 0.463 0.535 0.863 0.970 0.6 0.95 1.12 

𝑊𝑊3 0.027 0.180 0.495 0.515 0.895 0.910 0.65 0.967 1.1 

𝑊𝑊46 0.107 0.497 0.903 0.51 1.11 0.691 1.165 0.870 1.387 

𝑊𝑊4 0.097 0.142 0.450 0.55 0.884 0.911 0.66 0.966 1.2 

𝑊𝑊5 0.095 0.165 0.395 0.61 0.866 0.923 0.68 0.899 1.13 

𝑊𝑊67 0.009 0.120 0.425 0.525 0.8 0.922 0.70 0.9 1.21 

𝑊𝑊6 0.054 0.142 0.475 0.525 0.855 0.956 0.71 0.935 1.23 

𝑊𝑊7 0.102 0.53 0.9 0.512 1.01 0.711 1.166 0.85 1.356 

𝑊𝑊84 0.104 0.51 0.894 0.513 1.021 0.702 1.134 0.861 1.34 

𝑊𝑊87 0.106 0.502 0.902 0.523 1.022 0.730 1.150 0.88 1.375 

𝑊𝑊8 0.046 0.148 0.487 0.515 0.870 0.934 0.772 0.94 1.15 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A typical 
jiW  is presented in Table 3. For each 

jiW ,, 
Gaussian membership function is determined by GA.

As demonstrated, the effect of each weight is not con-
sidered as the crisp coefficients. The effect of each weight 
is a function of the time variable, and ( )jiW t  has uncer-
tainty. Additionally, t  is the patient’s life expectancy (

 1 , ..., ,    t n and n lifetime= = ). These time-variable functions are 
proportional to each factor, and as stated, the effect of these 
functions is considered as (11).

Moreover, based on these factors, the L2-HIT2 FCM level 
has been investigated. Finally, by examining the amount of 
risk obtained from the mass characteristics and their weights, 
the risk of L2- HIT2 FCM level has been divided into three 
groups: benign, normal, and malignant in three modes (opti-
mistic, realistic, and pessimistic) as shown in Figure 9.

4- 4- L3-Fuzzy Level
This level is examined by obtaining the position of the 

mass. By positioning the coordinates at the corner of the 
mammography image (the right or left side of the breast in 
the image of the mammography is considered), and determin-
ing the position of the mass, the risk of L3-Fuzzy level is 
obtained in three groups. These groups are as low, moderate, 
and high.

Using the output of L2-HIT2 FCM level, the precise posi-
tion of the mass can be calculated relative to the coordinate 
axis, as shown in Figure 10, and it is possible to obtain the 
risk of this level from the relevant fuzzy rules (Figure 10 is 
the same as Figure 7e with coordinate axis). The L3-Fuzzy 
level risk is achieved at three groups with low [0-0.39], me-
dium [0.39- 0.72], and high [0.72-1]. The results of the L3-
Fuzzy level for the 80 training data are as Figure 11.
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Figure 9. a) Risk of L2-HIT2 FCM level of patients in optimistic mode (benign [0- 0.32], normal [0.32- 0.62] 

and malignant [0.61-1]), b) Risk of L2- HIT2 FCM level of patients in realistic mode (benign [0- 0.32], normal 

[0.32- 0.62] and malignant [0.62-1]), c) Risk of L2- HIT2 FCM level of patients in pessimistic mode (benign [0- 

0.31], normal [0.32- 0. 62] and malignant [0.62-1]) 

 

 

Fig. 9. a) Risk of L2-HIT2 FCM level of patients in optimistic mode (benign [0- 0.32], normal [0.32- 0.62] and 
malignant [0.61-1]), b) Risk of L2- HIT2 FCM level of patients in realistic mode (benign [0- 0.32], normal [0.32- 
0.62] and malignant [0.62-1]), c) Risk of L2- HIT2 FCM level of patients in pessimistic mode (benign [0- 0.31], 

normal [0.32- 0. 62] and malignant [0.62-1])
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Figure 10. Diagnosed tumor and its position 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10. Diagnosed tumor and its position

4- 5- Obtaining Breast Cancer Risk by H-HIT2 FCM
As mentioned earlier, the overall risk of breast cancer in 

this paper is achieved by the H-HIT2 FCM method. To ana-
lyze this method, we use a real datset gathered from Iran ra-
diology, in Tabriz. The overall risk of breast cancer is found 
by Support Vector Machine (SVM) taking into account the 
outputs of L1-HFCM, L2-HIT2 FCM, and L3-Fuzzy levels. 
SVM, a popular way of classification, performs well in vari-
ous settings and identifies as one of the best out-of-box clas-
sifiers. Support Vector Machine s are set to binary ratings, 
where there are two categories. Extensions of Support Vector 
Machine s are used for more than two classes. High accuracy, 
elegant mathematical ability, and direct geometric interpreta-
tion are the advantages of SVMs [38-39]. 

For each mode of optimistic, realistic, and pessimistic, the 
SVM is performed on the three values obtained from three 
levels. The output of running SVM will also belong to three 

classes of low, moderate, and high, and since this is more 
than two, SVM for k-class case (k>2) is used. One-versus-
one (OVO) and one-versus-all (OVA) are two common ap-
proaches for the case k>2. OVO is applied in this work where 

2
k 
 
 

 pairwise SVM should be implemented, and finally,
 the prediction would be the class that wins the most pair-

wise competitions; for more detail, the interested reader is 
referred to [39].

Furthurmore, before running SVM, we apply Principal 
Components Analysis (PCA) on the outputs of three levels 
to have a better result. PCA is a powerful technique for ex-
tracting structure from the high-dimensional dataset. Estimat-
ing the principal components is performed by solving the 
eigenvalue problem or using iterative algorithms. The new 
dataset values that are obtained in PCA algorithms are called 
principal components. The number of principal components 
is either the same number or less than the present original 

 
Figure 11. Risk of patients in L3-Fuzzy level 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 11. Risk of patients in L3-Fuzzy level
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variables. In PCA, the most substantial possible variance is 
in the first component. The following components with the 
highest variance refer to the components being orthogonal to 
the previous components [39]. Here after, we will present all 
the results for the optmistic mode; however, same analysis 
can be implemented for the realistic and pessimistic mode.

The PCA of three levels is shown in Table 4. 1 2,C C , and 3C  
are the outputs of three levels in optimistic mode. 

The centrality and scale of the components proportional 
to the standard mean and standard deviations in optimistic 
mode are shown in Table 4. Figure 12 shows the variance ra-
tio of each of the main components in the data, as well as the 
cumulative ratio of the variance of them in optimistic mode.

Figure 13, illustrates the information for both sample 
and data matrix variables. Thus, three principal components 
would be enough as presented in Table 5  for the optimistic 
mode, calculated by software R.

  
Figure 12. a) The variance ratio of main components; b) The cumulative ratio of variance in main variables 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12. a) The variance ratio of main components; b) The cumulative ratio of variance in main variables

Table 4. Average and standard deviations of the three levels- optimistic mode 

Table 4. Average and standard deviations of the three levels- optimistic mode 

𝐶𝐶3 𝐶𝐶2 𝐶𝐶1  

0.6881 0.5631 0.5581 Prompt center 

0.3461 0.2494 0.3047 Prompt scale 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 13. Dual charts of individuals and variables 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 13. Dual charts of individuals and variables
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The first component of the set of features is a linear com-
bination of the features 1,..., pX X  as(15):

(9) 

𝜇𝜇�̃�𝐹(𝑥𝑥) = 1
√2𝜋𝜋𝜎𝜎

𝑒𝑒−(𝑥𝑥−𝑚𝑚)2
2𝜎𝜎2 , 𝑚𝑚 ∈ [𝑚𝑚1, 𝑚𝑚2], 𝜎𝜎 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 

or 

𝜇𝜇�̃�𝐹(𝑥𝑥) = 1
√2𝜋𝜋𝜎𝜎 𝑒𝑒−(𝑥𝑥−𝑚𝑚)2

2𝜎𝜎2 , 𝜎𝜎 ∈ [𝜎𝜎1, 𝜎𝜎2], 𝑚𝑚 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  

 

 

(10) 𝑦𝑦𝑐𝑐 = ∫ … ∫ 1
𝜃𝜃𝑛𝑛∈𝐽𝐽𝑦𝑦𝑛𝑛𝜃𝜃1∈𝐽𝐽𝑦𝑦1

∑ 𝑦𝑦𝑙𝑙𝜃𝜃𝑙𝑙
𝑛𝑛
𝑙𝑙=1

∑ 𝜃𝜃𝑙𝑙
𝑛𝑛
𝑙𝑙=1

⁄  

 

(11) 𝐴𝐴𝑖𝑖
(𝑡𝑡+1) = 𝑓𝑓𝑖𝑖 (∑ 𝐴𝐴𝑗𝑗

(𝑡𝑡)𝑛𝑛
𝑗𝑗=1
𝑗𝑗≠𝑖𝑖

. 𝑊𝑊𝑖𝑖
(𝑡𝑡))  

 

(12) 𝐶𝐶𝑐𝑐𝑐𝑐𝑐𝑐 = 1
(𝑐𝑐−2)𝑛𝑛 ∑ ∑ ‖𝐴𝐴

^
𝑖𝑖(𝑐𝑐) − 𝐴𝐴𝑖𝑖(𝑐𝑐)‖𝑛𝑛

𝑖𝑖=1

2
𝑐𝑐−1
𝑡𝑡=2   

 

 

(13) 𝑋𝑋𝑛𝑛𝑛𝑛𝑛𝑛𝑚𝑚𝑛𝑛𝑙𝑙𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛 =
(𝑋𝑋 − 𝑋𝑋𝑚𝑚𝑖𝑖𝑛𝑛)

(𝑋𝑋𝑚𝑚𝑛𝑛𝑥𝑥 − 𝑋𝑋𝑚𝑚𝑖𝑖𝑛𝑛) 

 

 

(14) 

 𝐶𝐶1 𝐶𝐶2 𝐶𝐶3 𝐶𝐶4 𝐶𝐶5 𝐶𝐶6 𝐶𝐶7 𝐶𝐶8 𝐶𝐶9 𝐶𝐶10 𝐶𝐶11 𝐶𝐶12 TG 

𝐶𝐶1 0 𝑊𝑊12 0 0 0 0 0 0 𝑊𝑊19 0 0 0 𝑊𝑊1 

𝐶𝐶2 0 0 0 0 0 0 𝑊𝑊27 0 0 0 0 0 𝑊𝑊2 

𝐶𝐶3 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊3 

𝐶𝐶4 0 0 0 0 0 𝑊𝑊46 0 0 0 0 0 0 𝑊𝑊4 

𝐶𝐶5 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊5 

𝐶𝐶6 0 0 0 0 0 0 𝑊𝑊67 0 0 0 0 0 𝑊𝑊6 

𝐶𝐶7 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊7 

𝐶𝐶8 0 0 0 𝑊𝑊87 0 0 𝑊𝑊87 0 0 0 0 0 𝑊𝑊8 

𝐶𝐶9 0 0 0 0 0 0 𝑊𝑊97 𝑊𝑊98 0 0 0 0 𝑊𝑊9 

𝐶𝐶10 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊1012 𝑊𝑊10 

𝐶𝐶11 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊11 

𝐶𝐶12 0 0 0 0 0 0 0 0 0 0 0 0 𝑊𝑊12 
 

 

 

 

(15) 𝑧𝑧1 = 𝜙𝜙11𝑋𝑋1 + 𝜙𝜙21𝑋𝑋2+. . . +𝜙𝜙𝑝𝑝1𝑋𝑋𝑝𝑝 

 

 (15)

This component has the most considerable variance, and 
by normalizing the factors the equation 2

11
1 p

jj
φ

=
=∑ is valid for 

all elements. After finding the other two components similar-
ly, the overall risk of patients is determined using the SVM. 
The eighty training patients belong into three groups as 1,2, 
and 3, where 1=low, 2=moderate, and 3=high. The overall 
risk with different SVM methods and Cross-Validations (CV) 
are obtained in Table 6 for the optimistic mode.

The results of the SVM models are depicted in Figure 14, 
where X-axis is PCA1. Y-axis is PCA2 in Figure 14a,b and 
PCA3 in Figure 14c,d. According to Table 6, the linear SVM 
with CV=8 is selected due to high accuracy.

By choosing linear SVM and 8CV = , the overall risk of 
breast cancer is obtained for eighty train data. The patient’s 
risk is found in optimistic mode by using SVM applied on 
outputs of three levels (L1-HFCM level, L2-HIT2 FCM level 
in optimistic mode, and L3-Fuzzy level). Ten random results 
of breast cancer risk are presented in Table 7.

The difference between H-HIT2 FCM outputs and real-
world results is shown in Figure 15 which shows that the 
responses are very close with real ones in training patients.

Table 5. The principal components of three levels
 

 

Table 5. The principal components of three levels 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

𝑃𝑃𝑃𝑃𝐴𝐴3 𝑃𝑃𝑃𝑃𝐴𝐴2 𝑃𝑃𝑃𝑃𝐴𝐴1  

0.6616294 0.4383690 0.6083413 𝑃𝑃1(𝑋𝑋. 1) 
0.7362572 -0.2261309 0.6378010 𝑃𝑃2(𝑋𝑋. 2) 
-0.1420274 -0.8698835 0.4723673 𝑃𝑃3(𝑋𝑋. 3) 

Table 6. SVM with different kernels 

Table 6. SVM with different kernels 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

K-fold CV  Table prediction SVM 

10 9 8 7 6 5 4 3 2 1 K 
3 2 1  

lin
ea

r 0 0 12 1 

93.5 90 96 87.5 82.5 93 77.5 79 78.5 0 Accuracy% 
0 22 0 2 

46 0 0 3 

10 9 8 7 6 5 4 3 2 1 K 
3 2 1  

ra
di

al
 0 0 14 1 

90 87.5 87 78.5 78.5 85 83 76.5 65.5 0 Accuracy% 
1 22 0 2 

41 2 0 3 

10 9 8 7 6 5 4 3 2 1 K 
3 2 1  

si
gm

oi
d 0 0 14 1 

87.5 90 88.5 87.5 85.5 82.5 79 78.5 64.5 0 Accuracy% 
0 18 0 2 

45 3 0 3 

10 9 8 7 6 5 4 3 2 1 K 
3 2 1  

po
ly

no
m

ia
l 0 0 12 1 

69 67 64.5 67.5 68.5 67 62.5 65 65 0 Accuracy% 
0 19 0 2 

46 2 1 3 
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Figure 14. The SVM results a) linear, b) radial, c) polynomial, and d) sigmoid- training data 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 14. The SVM results a) linear, b) radial, c) polynomial, and d) sigmoid- training data

Table 7. The results obtained through the proposed H-HIT2 FCM method- training data

 

Table 7. The results obtained through the proposed H-HIT2 FCM method- training data 

 
L1-HFCM 

Level 

L2-HIT2 FCM 

Level 

L3-Fuzzy 

Level 

The proposed H-HIT2 FCM method 

Optimistic Realistic Pessimistic 

1 0.5347 0.8075 0.9605 
Moderate High High 

3(high) 

2 0.2444 0.7256 0.9559 
Moderate High High 

3(High) 

3 0.3499 0.8583 0.9995 
Moderate High High 

3(High) 

4 0.3546 0.3238 0.5901 
Low Moderate High 

2(Moderate) 

5 0.8441 0.3732 0.9979 
Moderate High High 

3(High) 

6 0.3145 0.1183 0.2798 
Low Moderate Moderate 

2(Moderate) 

7 0.4907 0.2333 0.1173 
Low Low Moderate 

1(Low) 

8 0.3474 0.6845 0.9907 
Moderate High High 

3(High) 

9 0.507 0.7074 0.9325 
Moderate High High 

3(High) 

10 0.2791 0.4827 0.7861 
Moderate Moderate High 

2(Moderate) 
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Fig. 15. The comparison of the H-HIT2 FCM results and real results

4- 6- Comparing the Results of the Proposed H-HIT2 FCM 
Method with Other Existing Methods

In the proposed method, the obtained results have three 
responses for each three optimistic, realistic, and pessimistic 
modes. However, these three responses are expressed as 
High, Moderate, and Low risk. Compared to the other 
existing methods, this method has an exact response with 
the least error. Three responses show the patient situation in 
three modes. These modes can help patients and oncologists 
to have a better suggestions for treatments.

The comparison of the accuracies of the existing method 
for 20 test data with H-HIT2 FCM is shown in Table . Er-
ror! Not a valid bookmark self-reference. Table 9 shows the 
comparison of the eight results of the test dataset in various 
methods. The responses are slightly different in other meth-
ods, but in the H-HIT2 FCM, almost all the esponses are the 
same as reality with no error.

The comparison between the H-HIT2 FCM results and 
other methods for the twenty trains is shown in Figure 16. 
The responses of the H-HIT2 FCM are very close to the real 
results.

5- Conclusion
This paper presents a new method for medical data clas-

sification considering uncertainty in the dataset. The method, 
called H-HIT2 FCM, is based on the integration of high-order 
FCM and type 2 FCM in a three-level structure. The L1-HF-

Table 8. Accuracies of different methods for 20 test  patients
 

Table 8. Accuracies of different methods for 20 test  patients 

Methods Accuracy 

Fuzzy 70% 

FCM 95% 

SVM 90% 

H-HIT2 FCM 95% 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CM level has modeled a demographic risk profile based on 
the domain experts’ fourteen breast cancer personal risk fac-
tors. The second level, L2-HIT2 FCM, has determined the 
features (twelve features) of the screening mammogram for 
normal, benign, and malignant cases in three optimistic, re-
alistic, and pessimistic modes. These results are assumed the 
variability of mass characteristics in the patient’s lifetime. At 
the L3-Fuzzy level, the exact position of the mass is obtained. 
Finally, the SVM method is modified to predict the overall 
risk of breast cancer by taking into account the outputs of 
three levels (i.e., L1-HFCM, L2-HIT2 FCM, and L3-Fuzzy). 
The proposed method H-HIT2 FCM has been applied to a 
radiology dataset that appropriately detects the overall risk. 

The accuracy of the proposed method is 97%, which is 
much better in comparison to the similar methods in the lit-
erature. The results show that the integrated risk assessment 
method considering the medical guidelines is a decision tool 
that can be proposed to clinical oncologists. These methods 
help them improve the breast cancer risk assessment analysis. 
Reliable predictions are expressed throughout the patient’s 
survival, attributed to the patient’s longevity in optimistic, 
realistic, and pessimistic modes. 

Future research can consider the type of nutrition diet of 
the patient and the amount of vitamin D in her body related 
to breast cancer risk. Evaluation of the method on a larger 
number of patients is also suggested to have a much precise 
risk assessment.
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Table 9. Comparison of the results through the H-HIT2 FCM method and other methods
 

Table 9. Comparison of the results through the H-HIT2 FCM method and other methods 

H-HIT2 FCM 
FCM SVM Fuzzy  

pessimistic realistic optimistic 
High High High 

High 3.5 (High) 2.1 (High) 1 
3 (High) 

High High Moderate 
High 2.9 (High) 1.2 (Low) 2 

3 (High) 

Moderate Moderate Low 
Moderate 1.7 (Low) 0.7 (Low) 3 

2(Moderate) 

High High High 
High 3.9 (High) 1.6 (High) 4 

3(High) 

Low Low Low 
Low 0.7 (Low) 0.6 (Low) 5 

1(Low) 

High High High 
High 4.4 (High) 1.9 (High) 6 

3(High) 

Moderate Moderate Low 
Moderate 1.8 (High) 0.5 (Low) 7 

2(Moderate) 

High Moderate Moderate 
Moderate 1.9 (High) 1 (Low) 8 

3(High) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 15. The comparison of the H-HIT2 FCM results and other methods results 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 16. The comparison of the H-HIT2 FCM results and other methods results
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