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Stochastic Dynamic Modeling of Short Gene
Expression Time-Series Data
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Abstract—In this paper, the expectation maximization (EM) al-
gorithm is applied for modeling the gene regulatory network from
gene time-series data. The gene regulatory network is viewed as a
stochastic dynamic model, which consists of the noisy gene mea-
surement from microarray and the gene regulation first-order au-
toregressive (AR) stochastic dynamic process. By using the EM
algorithm, both the model parameters and the actual values of the
gene expression levels can be identified simultaneously. Moreover,
the algorithm can deal with the sparse parameter identification and
the noisy data in an efficient way. It is also shown that the EM algo-
rithm can handle the microarrary gene expression data with large
number of variables but a small number of observations. The gene
expression stochastic dynamic models for four real-world gene ex-
pression data sets are constructed to demonstrate the advantages of
the introduced algorithm. Several indices are proposed to evaluate
the models of inferred gene regulatory networks, and the relevant
biological properties are discussed.

Index Terms—Clustering, DNA microarray technology, expec-
tation maximization (EM) algorithm, gene expression, modeling,
time-series data.

I. INTRODUCTION

DNA MICROARRAY technology has provided an efficient
way of measuring the expression levels of thousands of

genes in a single experiment on a single “chip.” It enables the
monitoring of expression levels of thousands of genes simul-
taneously. This allows, for the first time, a global view on the
expression levels of all genes when the cell undergoes specific
conditions or processes. The potential of such technologies for
functional genomics is tremendous. Measuring gene expression
levels in different conditions may prove useful in medical di-
agnosis, treatment, and drug design. Microarray technology has
been heralded as the new biological revolution after the advent
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of the human genome project, since it become possible to ex-
tract the important information from gene expression time-series
data.

In order to infer useful biological information and determine
the relationships between individual genes, many current re-
search efforts have focused on clustering. Cluster analysis of
the gene expression data appeared first in [13] and has quickly
attracted considerable research attention. A number of cluster-
ing algorithms have been examined on gene expression data,
such as hierarchical clustering [13], self-organizing map [34],
k-means [35], and Gaussian-model-based clustering [28], [41],
to name just a few [19]. However, a fundamental shortcoming
of such clustering schemes is that they are based on the assump-
tion that there exists the correlation similarity between genes.
Recently, there has been an increasing research interest to recon-
struct models for gene regulatory networks from time-series data
[10], [31], such as Boolean network model [1], [18], [22], [32],
linear differential equation model [7], [9], [11], [17], Bayesian
model [16], [20], [23], [27], state-space model [4], [29], [40],
and stochastic model [8], [37].

Obviously, selecting a good model to fit gene regulatory
networks is essential to a meaningful analysis of the expres-
sion data. It turns out that the model for gene regulatory
networks should posses the following three properties. First,
the model should be easy to evolve the biological informa-
tion such as the linear dynamical model. Second, the model
should reflect the “stochastic” characteristics, since it is well
known that the gene expression is an inherently stochastic phe-
nomenon [21], [25], [27], [36]. Third, the observations (mea-
surement outputs) of the model should be regarded as noisy due
to our inability to perfectly and accurately (noise-free) mea-
sure gene expression levels. Fourth, in biology and medicine,
the available time series (e.g., gene expression time series)
typically consists of a large number of variables but with a
small number of observations. Therefore, the modeling method
should be capable of tackling short time series with acceptable
accuracy.

There have been attempts to reconstruct models for gene regu-
latory networks by taking into account the aforementioned three
properties. Dynamic Bayesian networks have been proposed to
model gene expression time-series data [20], [23], [27]. The
merits of dynamic Bayesian networks include the ability to
model stochasticity and handle noisy/hidden variables. How-
ever, dynamic Bayesian networks need more complex algo-
rithms such as the genetic algorithm [20], [33] to infer gene
regulatory networks. Another model is the state-space model
[4], [29], [40], whose main feature is that the gene expression
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value depends not only on the current internal state variables but
also on the external inputs. It is very interesting that the external
input is viewed as the previous time step observation, and the
gene regulation matrix is obtained from the relationship between
the current measurement, the previous measurement, and inter-
nal state variables [4], [29]. For the use of state-space models,
the measurements need to be accurate, and a suitable dimension
for the internal state variables needs to be determined before-
hand, which raises considerable difficulties in experimentation
and computation.

In this paper, we view the gene regulatory network as a dy-
namic stochastic model, which is composed of the gene mea-
surement equation and the gene regulation equation. In order to
reflect the reality, we consider the gene measurement from mi-
croarray as noisy, and assume that the gene regulation equation
is a first-order autoregressive (AR) stochastic dynamic process.
Note that it is very important to regard the models as stochastic,
since the gene expression is of inherent stochasticity. Stochastic
models can help conduct more realistic simulations of biological
systems, and also set up a practical criterion for measuring the
robustness of the mathematical models against stochastic noises.
After specifying the model structure, we apply the expectation
maximization (EM) algorithm for identifying both the model
parameters and the actual value of gene expression levels. Note
that the EM algorithm is a learning algorithm that can handle
sparse parameter identification and noisy data very well. It is
also shown that the EM algorithm can cope with the microar-
rary gene expression data with large number of variables but
a small number of observations. Four real-world gene expres-
sion data sets are employed to demonstrate the effectiveness of
our algorithm, and some indices are used to evaluate the mod-
els of inferred gene regulatory networks from the viewpoint of
bioinformatics.

The remainder of this paper is organized as follows. In
Section II, a stochastic dynamic model is described for genetic
regulatory network, which takes into account the noisy mea-
surement as well as the inherently stochastic phenomenon of
the genetic regulatory process. The EM algorithm is introduced
in Section III for handling the sparse parameter identification
problem and the noisy data analysis. In Section IV, our devel-
oped algorithm is applied to four real-world gene expression
data sets, and the biological significance is discussed in terms
of certain criteria. Further discussion is made in Section V to
explain the advantages and shortcomings of our method. Some
concluding remarks and future research topics are provided in
Section VI.

II. STOCHASTIC DYNAMIC MODEL FOR GENE

EXPRESSION DATA

Measuring gene expression levels by DNA microarray tech-
nologies has made a great progress in understanding the interac-
tion among genes and extracting functional information. How-
ever, the gene expression data measured are often contaminated
by measurement noises in a discrete-time fashion, because gene
expression time series represent discrete “snapshots” of gene
expression at various time points. Therefore, gene expression

levels measured can be modeled as

yi(k) = xi(k) + vi(k), i = 1, 2, . . . , n, k = 1, 2, . . . ,m
(1)

where yi(k) is the measurement data of the ith gene expres-
sion levels from microarray at time k, xi(k) is the ith actual
gene expression levels, which stand for mRNA concentrations
and/or protein concentrations at time k, vi(k) is the measure-
ment noise, n is the number of genes, and m is the measurement
time points. Without the loss of generality, we assume that vi(k)
is a zero mean Gaussian white noise sequence with covariance
Vi > 0.

Next, we model the gene regulatory network containing n
genes by the following stochastic discrete-time dynamic system:

xi(k + 1) = −λixi(k) +
n∑

j=1

ai,j xj (k) + wi(k),

i = 1, 2, . . . , n, k = 1, 2, . . . , m (2)

where λi is the self-degradation rate of the ith gene expres-
sion product and ai,j represents the regulatory relationship and
degree among genes. A positive value for ai,j means the jth
gene stimulating the expression of the ith gene and, similarly,
a negative value for ai,j stands for the jth gene repressing the
expression of the ith gene, while a value of zero indicates that
jth gene does not influence the transcription of ith gene. This
way, each gene in the organism can have multiple inputs, both
positive and negative, of differing strength. wi(k) is the system
noise. We also assume that wi(k) is a zero mean Gaussian white
noise sequence with covariance Wi > 0, and wi(k) and vi(k)
are mutually independent.

Remark 1: The measurement noise vi(k) and the system
noise wi(k) in the model (1) and (2) are assumed to be zero
mean Gaussian white noises. Such an assumption, however,
does not lose the generality. The noises can also be mod-
eled as the colored noises, which does not cause difficulties
in our algorithm proposed later. More details about whitening
noises can be found in [2]. For simplicity, we only consider the
case in which vi(k) and wi(k) are zero mean Gaussian white
noises.

Now, denote

x(k) = [x1(k) x2(k) · · · xn (k) ]T , k = 1, 2, . . . ,m
(3)

and

ai = [ ai,1 ai,2 · · · − λi + ai,i · · · ai,n ] , i = 1, 2, . . . , n.
(4)

We can rewrite (2) as

xi(k + 1) = aix(k) + wi(k), i = 1, 2, . . . , n. (5)
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In this paper, our aim is to establish the model (1) and (5) from
the measurement data

Y := {y1(1), y1(2), . . . , y1(m), y2(1), y2(2), . . . , y2(m),

. . . , yn (1), yn (2), . . . , yn (m)}.

This is a system identification problem. Notice that for gene ex-
pression time-series data, we typically have a large number of
variables but a small number of observations. Unfortunately, tra-
ditional identification methods such as the least square method
cannot be suitably used for the system identification problem
with large number of variables but small number of observa-
tions, since they basically require a large amount of observa-
tions. Therefore, this problem becomes an “underdetermined”
one from the viewpoint of system identification. To handle the
data shortage problem, we introduce the EM algorithm to iden-
tify the model (1) and (5). Before introducing our algorithm, we
define the vector

θ = [a1a2 · · · anW1W2 · · ·WnV1V2 · · ·Vn ] (6)

which consists of all parameters to be estimated in (1) and (5).
In the next section, we will develop a computationally effi-

cient iterative method based on EM algorithm for identifying
the parameter θ.

III. EM ALGORITHM FOR PARAMETER IDENTIFICATION

In this section, we first introduce the main idea of the EM
algorithm. Then, to solve the specified gene network modeling
problem, we will derive the iterative computation procedure for
the proposed model (1) and (5) by using the Kalman filtering
and Kalman smoothing approaches.

The EM algorithm, for time-series analysis, was first pre-
sented by Shumway and Stoffer [30]. It is a general iterative
method to compute maximum likehood (ML) estimates of a set
of parameters. It has been shown in various signal processing ap-
plications that the use of EM algorithm leads to computationally
efficient estimation algorithms [38], [42].

The EM algorithm can be divided into two steps: E-step and
M-step. The E-step is to estimate the logarithm likehood of the
complete data using the observed data and the current parameter
estimate, and the M-step is to maximize the estimated logarithm
likehood function to obtain the new parameter estimate. Here,
given the observations Y and the current parameter estimate,
we define the natural logarithm of the conditional expectation
of probability density functions for the completed data as the
following logarithm likehood function [30]

J(θ, θ(l)) = Eθ ( l ) [L(X,Y, θ)|Y ] (7)

where

L(X,Y, θ)= −
n∑

i=1

{
m

2
ln |Wi |+

1
2

m∑
k=1

[xi(k) − aix(k − 1)]T

× W−1
i [xi(k) − aix(k − 1)]

+
(m + 1)

2
ln |Vi | +

1
2

m∑
k=0

[yi(k) − xi(k)]T

× V −1
i [yi(k) − xi(k)]

}
+ C (8)

with the constant C being independent of θ.
The new parameter estimate can be obtained by

θ(l+1) = arg max
θ

J(θ, θ(l)). (9)

Next, the new parameter estimate θ(l+1) can be found by max-
imizing J(θ, θ(l)). We maximize J(θ, θ(l)) with respect to ai ,
W−1

i , and V −1
i , respectively, and obtain

∂J

∂ai
= Eθ ( l )

{
m∑

k=1

W−1
i [xi(k)−aix(k−1)]x(k−1)T |Y

}
= 0

(10)

∂J

∂W−1
i

= Eθ ( l )

{
m

2
Wi −

1
2

m∑
k=1

[xi(k)

− aix(k − 1)][xi(k) − aix(k − 1)]T |Y
}

= 0 (11)

∂J

∂V −1
i

= Eθ ( l )

{
m + 1

2
Vi −

1
2

m∑
k=0

[yi(k) − xi(k)][yi(k)

− xi(k)]T |Y
}

= 0. (12)

From (10)–(12), we have

a
(l+1)
i =

{
m∑

k=1

Eθ ( l ) [xi(k)x(k − 1)T |Y ]

}

×
{

m∑
k=1

Eθ ( l ) [x(k − 1)x(k − 1)T |Y ]

}−1

(13)

W
(l+1)
i =

1
m

{
m∑

k=1

Eθ ( l ) [xi(k)xT
i (k)|Y ] − a

(l+1)
i

×
m∑

k=1

Eθ ( l ) [x(k − 1)xT
i (k)|Y ]

−
m∑

k=1

Eθ ( l ) [xi(k)xT (k − 1)|Y ](a(l+1)
i )T

+a
(l+1)
i

m∑
k=1

Eθ ( l ) [x(k−1)xT (k−1)|Y ](a(l+1)
i )T

}

(14)
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V
(l+1)
i =

1
m + 1

{
m∑

k=0

[yi(k)yT
i (k)]−

m∑
k=0

Eθ ( l ) [xi(k)|Y ]yT
i (k)

−
m∑

k=0

yi(k)Eθ ( l ) [xT
i (k)|Y ]+

m∑
k=0

Eθ ( l ) [xi(k)xT
i (k)|Y ]

}
.

(15)
The EM algorithm is an iterative numerical method for com-
puting the maximum likehood estimate. Letting θ0 be the initial
parameter estimate, the EM algorithm generates a sequence of
parameter estimates as follows.

1) E-Step: Set θ = θ(l) and compute J(θ, θ(l)) in (7).
2) M-Step: Compute a

(l+1)
i , W (l+1)

i , and V
(l+1)
i in (13)–(15)

from i = 1 to n.
Obviously, in order to compute (7) and (13)–(15), we

should first get the conditional expectations for Eθ ( l ) [xi(k)|Y ],
Eθ ( l ) [xi(k)xT

i (k)|Y ], and Eθ ( l ) [xi(k)x(k − 1)T |Y ]. In the fol-
lowing, we will provide the Kalman filtering and Kalman
smoothing algorithms to compute them.

Before giving the algorithm, we denote

x̂(l)(k|m) := Eθ ( l ) [x(k)|Y ] (16)

Σ(l)(k|m) := Eθ ( l ) {[x(k) − x̂(l)(k|m)][x(k)

− x̂(l)(k|m)]T |Y } (17)

Π(l)(k, k − 1|m) := Eθ ( l ) {[x(k) − x̂(l)(k|m)][x(k − 1)

− x̂(l)(k − 1|m)]T |Y }. (18)

Since

Eθ ( l ) {[x(k) − x̂(l)(k|m)][x(k) − x̂(l)(k|m)]T |Y }
= Eθ ( l ) [x(k)xT (k)|Y ] − x̂(l)(k|m)[x̂(l)(k|m)]T

and

Eθ ( l ) {[x(k) − x̂(l)(k|m)][x(k − 1) − x̂(l)(k − 1|m)]T |Y }
= Eθ ( l ) [x(k)xT (k − 1)|Y ] − x̂(l)(k|m)[x̂(l)(k − 1|m)]T

thus, we can get Eθ ( l ) [x(k)xT (k)|Y ] and Eθ ( l ) [x(k)xT (k −
1)|Y ] from x̂(l)(k|m), Σ(l)(k|m), and Π(l)(k, k − 1|m).

The computation of the conditional expectations in
(16)–(18) can be carried out using the Kalman filtering and
smoothing methods. To do that, we may represent (1) and (5) in
the following state-space form:

x(k + 1) = Ax(k) + w(k) (19)

y(k) = x(k) + v(k) (20)

where

A =




a1
a2
...

an


 , w(k) =




w1(k)
w2(k)

...
wn (k)


 , y(k) =




y1(k)
y2(k)

...
yn (k)


 ,

v(k) =




v1(k)
v2(k)

...
vn (k)


 . (21)

Denote the current parameter estimate θ = θ(l) , then A,Q, and
R is replaced by A(l) , Q(l) , and R(l) , where

Q = diag{W1 ,W2 , . . . ,Wn}, R = diag{V1 , V2 , . . . , Vn}.
Therefore, at the current iteration cycle, x̂(l)(k|m), Σ(l)(k|m),
and Π(l)(k, k − 1|m) can be obtained from the following algo-
rithm [15], [42]:

1) Forward (Filtering) Recursions: For k = 1, 2, . . . ,m
Propagation equations

x̂(l)(k + 1|k) = A(l) x̂(l)(k|k) (22)

Σ(l)(k|k − 1) = A(l)Σ(l)(k − 1|k − 1)(A(l))T + Q(l) .

(23)

Updating equations

K(l)(k) = Σ(l)(k|k − 1)[Σ(l)(k|k − 1) + R(l) ]−1 (24)

x̂(l)(k|k) = x̂(l)(k|k − 1) + K(l)(k)

× [y(k) − Cx̂(l)(k|k − 1)] (25)

Σ(l)(k|k) = Σ(l)(k|k − 1) − Σ(l)(k|k − 1)

× [Σ(l)(k|k − 1) + R(l) ]−1Σ(l)(k|k − 1).

(26)

2) Backward (Smoothing) Recursions: For k = m,m −
1, . . . , 1

Λ(l)(k − 1) = Σ(l)(k−1|k−1)(A(l))T [Σ(l)(k|k−1)]−1

(27)

x̂(l)(k − 1|N) = x̂(l)(k − 1|k − 1) + Λ(l)(k − 1)

× [x̂(l)(k|N) − x̂(l)(k|k − 1)] (28)

Σ(l)(k − 1|N) = Σ(l)(k − 1|k − 1) + Λ(l)(k − 1)

×[Σ(l)(k|N)−Σ(l)(k|k − 1)]Λ(l)(k−1)T

(29)

and

Π(l)(k, k − 1|m) = Π(l)(k, k − 1|k) + [Σ(l)(k|m)

− Σ(l)(k|k)][Σ(l)(k|k)]−1Π(l)(k, k − 1|k) (30)

Π(l)(k, k − 1|k) = [I − K
(l)
k ]A(l)Σ(l)(k − 1|k − 1).

(31)

Remark 2: The EM algorithm is only guaranteed to con-
verge to a local maximum of the likehood function. There-
fore, in order to ensure convergence to the global maximum,
a good initialization procedure may be required. To initialize
the Kalman smoothing equations, we need to specify x̂(l)(0|0)
and Σ(l)(0|0). We may use the first observed data to spec-
ify x̂(0)(0|0) and Σ(0)(0|0). These initial estimates can then
be iteratively improved by using the final estimates from
the previous iteration cycle, i.e., x̂(l+1)(0|0) = x̂(l)(0|m) and
Σ(l+1)(0|0) = Σ(l)(0|m).

Remark 3: Since biologically the resulting gene regulatory is
expected to be sparse, we set some of the matrix entries equal
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to zero, and infer the network using only the nonzero entries.
If we know some parameters ai,j a priori, we do not need to
include the known ai,j in θ for computation and only specify
them in the matrix A. Moreover, if one group of genes are not
related with other groups of genes, we can divide them into
several groups. Several small gene regulatory networks are only
computed, which reduces the computational complexity. Note
that other conventional system identification algorithms such as
least square method cannot be used to deal with the sparse data
in such an effective way.

IV. SIMULATION RESULTS

In order to evaluate the performances of the proposed al-
gorithm, we adopt four real-world gene expression data sets,
that is, the yeast gene expression time series [41], the virus
gene expression time series [20], the human malaria gene ex-
pression time series [5], and the worm gene expression time
series [3], [26]. Our modeling process is carried out after data
preprocessing. Normalization is applied to the gene expression
profile by taking log ratios first, and then, mean centering. After
the normalization, the aforementioned EM algorithm is em-
ployed to these data sets in order to model the gene expression
network dynamics.

In order to be concise, we will elaborate the identification
process for yeast and virus gene expression time series in
Sections IV-A and IV-B, but will briefly describe the simula-
tion results for dynamic modeling of human malaria and worm
gene expression time series in Section IV-C.

A. Modeling of Yeast Gene Expression Time Series

The first data set is from the yeast gene expression experi-
ment, which consists of expression levels of 237 genes at 17
equally spaced time points, selected by Yeung et al. [41]. This
data set is available from the website http://faculty.washington.
edu/kayee/model/.

By using the proposed EM algorithm, for the first data set,
the gene regulation matrix for group 3 of yeast gene expression
experiment is obtained by A = [A1 A2 A3 ], where

A1 =


−0.4824 −0.3440 −0.4248 0.5235 0.3822 −0.4154
−0.0579 −0.0962 0.1152 0.3520 −0.0779 −0.1062
−0.1092 −0.1901 0.2481 0.2095 −0.0055 0.1430

0.0161 0.3041 −0.1126 −0.0678 −0.1018 −0.2795
−0.1161 1.0210 0.5017 0.0996 −0.0030 0.8956

0.2056 −0.0771 −0.0145 0.2066 −0.0373 −0.1362
0.2625 0.5455 −0.2064 −0.1530 0.1482 −0.5774
0.1012 0.0835 0.1955 0.0490 0.1986 0.5117
0.1452 0.6964 −0.0621 0.2799 0.0441 0.3137

−0.0162 0.2625 −0.3951 −0.3521 −0.2136 −0.2032
0.2221 0.2684 0.0338 −0.0121 0.2217 −0.5210
0.2114 −1.2157 0.3920 −0.0611 0.3203 0.3511
0.0352 0.2100 −0.2358 −0.1400 −0.2304 0.0839
0.2967 0.3958 −0.1568 0.4209 0.0581 0.0183

−0.2405 0.3095 0.0738 0.2097 0.0047 −0.0408
0.1657 −0.1242 −0.1044 0.1269 −0.1694 0.2038
0.3554 −0.2441 0.0842 −0.2436 0.3571 0.4504

−0.0808 0.2869 0.1084 0.2325 −0.0934 −0.0234




A2 =


0.6976 0.3902 0.5201 −0.5319 0.1039 −0.2079
0.0411 −0.1198 0.6151 0.2917 −0.2760 0.4203

−0.0605 −0.1433 0.1162 0.4696 0.1618 0.0102
−0.1204 −0.1456 0.1277 0.3725 −0.2130 −0.2519
−0.0261 −0.2367 −0.7025 −0.0071 0.0810 −0.4779

0.1804 −0.1333 0.3043 0.2478 0.2310 −0.4495
−0.0740 −0.5611 0.0397 −0.1946 0.2223 −0.5854
−0.0467 −0.3921 0.0190 0.1391 0.5357 0.2563

0.2650 −0.6973 0.2149 0.1320 0.1059 −0.1450
−0.2038 −0.3563 0.1770 −0.4520 −0.4880 0.1747
−0.1232 0.1624 1.1356 −0.3625 0.1256 0.5414
−0.0671 0.8208 −0.3664 −0.0691 −0.3463 0.0199
−0.0543 0.0862 −0.0724 0.0897 0.0350 0.0254

0.1491 0.0122 −0.3639 −0.2656 0.3253 0.1790
−0.0051 −0.2914 0.6284 0.5105 0.0863 −0.0651

0.2998 0.0877 0.3486 0.3826 0.2239 −0.1961
0.1233 0.2794 −0.0905 0.6867 −0.3379 0.0683

−0.0159 −0.0276 −0.0028 0.2788 −0.1808 0.0664




A3 =


−0.4381 −0.7611 0.1691 −0.1328 −0.4932 0.1544
0.0156 0.0058 0.1407 −0.1606 −0.2516 0.7453
0.0221 −0.2250 0.4366 −0.0785 −0.2756 0.0278
0.3515 −0.1879 0.1373 0.1641 0.2014 −0.1100
0.3996 0.7104 −0.1843 0.1939 −0.1773 −1.3029

−0.0246 −0.2462 0.2970 −0.0906 −0.2234 −0.4861
0.0124 0.2977 −0.0892 −0.0805 0.3771 0.5676
0.1859 −0.2419 0.0550 0.0537 −0.2569 0.4901
0.1126 0.1182 0.0445 0.0969 −0.2355 −1.0189
0.5669 −0.4872 −0.5928 0.2526 −0.0132 0.7997
0.6818 −0.2117 −0.1965 −0.0988 −0.1643 −0.0749

−0.1555 0.2701 −0.4681 −0.3162 0.3189 0.7409
0.5366 −0.4739 −0.0497 0.4096 0.0768 0.2256
0.4707 0.1121 0.1047 0.1813 0.2154 −0.7320
0.1140 0.0285 0.0575 −0.0551 −0.0846 −0.5759

−0.1705 −0.3424 −0.0993 0.0050 −0.1188 0.1565
0.0780 −0.1529 −0.3316 −0.0158 −0.1467 0.1716

−0.0564 −0.1127 0.3264 0.0387 0.1280 0.0218




.

The covariance of the yeast gene network model W and the
covariance of the yeast gene expression measurement noise V
are, respectively, calculated as shown at the bottom of the next
page.

As we can see from the aforementioned, all the parameters of
the proposed stochastic dynamic model can be easily obtained
by using our algorithm. Furthermore, the predicted values of
gene expression levels are also obtained. We can observe that,
for the gene expression levels, there exist differences between
the actual values and the predicted (simulated) values, and the
prediction errors of every yeast gene are shown in Figs. 1–4.

B. Modeling of Virus Gene Expression Time Series

The second data set is for the virus gene expression microar-
ray data from [20], which consists of 106 genes expressed at
eight equally spaced time points.

Again, by using the proposed EM algorithm to the second
data set, the gene regulation matrix A for group one of virus
gene expression experiment is obtained as shown at the bottom
of the next page.
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Fig. 1. Measurement errors of yeast genes (part 1).

The covariance of viral gene network model is

W = [0.0900 0.0560 0.0803 0.2862 0.0688

0.1253 0.1194 0.0753 0.0263 0.1453]

and the covariance of viral gene expression measurement noise
is

V = [1.0196 0.0350 0.4137 9.5014 0.5865

4.2930 4.7446 0.9643 0.0000 11.4422].

All the parameters of stochastic dynamic model as well as the
noise intensity are simultaneously calculated, and the prediction
errors of every virus gene are illustrated in Figs. 5 and 6.

C. Modeling of Human Malaria and Worm Gene Expression
Time Series

The third data set is from the human malaria gene expression
time series [5]. As stated in [5], Plasmodium falciparumis re-
sponsible for the vast majority of the 300–500 million episodes
of malaria worldwide and accounts for 0.7–2.7 million an-
nual deaths. A comprehensive understanding of Plasmodium
molecular biology will be essential for the development of
new chemotherapeutic and vaccine strategies. Therefore, it is of
great importance to model the human malaria expression data,
which are made throughout the invasion process, with no observ-
able abrupt change in the expression program upon successful
reinvasion. The human malaria expression data set consists of
530 genes expressed at 48 equally spaced time points. We select
a group of 15 genes and apply the proposed EM algorithm. All
the model parameters can be obtained, which are not given here
for the purpose of saving space. To illustrate the usefulness of
the proposed modeling method, we display the prediction errors
of every human malaria gene in Figs. 7–9.

The fourth data set is from the worm gene expression time
series [3], [26], which consists of 98 genes expressed at 123
equally spaced time points. Again, we select a group of 15 genes,
apply the proposed EM algorithm, and display the prediction
errors of the selected worm gene in Figs. 10–12.

V. DISCUSSIONS

A. Model Quality Evaluation

Since it is generally difficult to understand the real gene
regulatory networks completely by biological experiments at
present, some researchers [39], [40] proposed several indices
to evaluate the models for gene regulatory networks from the
viewpoint of bioinformatics, such as the computational cost,
the prediction power (error), the stability, the robustness, and
the periodicity. Obviously, different evaluation standards should

W = [0.0555 0.0075 0.0109 0.0083 0.0388 0.0126 0.0365 0.0076 0.0051

0.0114 0.0073 0.0253 0.0090 0.0090 0.0132 0.0203 0.0231 0.0020]

V = [0.1327 0.0006 0.0311 0.0105 0.0787 0.0011 0.1682 0.0075 0.0170

0.0021 0.0017 0.0157 0.0012 0.0014 0.0706 0.0805 0.0661 0.0001].

A=




−0.0380 0.2864 0.0224 0.1894 −0.1095 0.0563 0.1044 0.2009 0.4790 0.2404
0.0358 −0.0149 0.4452 0.2760 −0.3539 0.0146 0.0201 −0.0330 −1.1245 0.4650

−0.0578 0.2458 0.2424 0.2885 −0.2094 0.0932 0.1267 0.1010 −0.0704 0.0864
0.5355 −0.0647 0.7688 0.1994 −0.0052 0.0681 0.2249 −0.0024 0.6778 0.3909
0.0727 0.4132 0.1664 0.0991 −0.1088 −0.0145 −0.0234 −0.0024 −0.1631 0.3268
0.1106 0.1621 0.2381 0.1420 0.0652 −0.0501 0.0183 −0.0303 0.2039 0.2081

−0.0108 0.2278 0.2461 0.1063 −0.1258 0.0094 −0.0296 −0.0394 0.1782 0.0468
0.1280 0.1246 0.2874 0.0801 0.0095 −0.0049 0.0025 −0.1375 0.4621 0.1838

−0.0758 0.2457 0.1075 −0.1461 −0.2045 −0.0659 0.0181 −0.1992 −0.1900 −0.2829
0.3163 −0.3176 0.0884 −0.0962 −0.2591 −0.0060 0.2219 0.1804 0.8216 −0.0740




.
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Fig. 2. Measurement errors of yeast genes (part 2).

Fig. 3. Measurement errors of yeast genes (part 3).

be applied to different kinds of models. Since our models are
stochastic and the measurements are noisy, our evaluation in-
dices will mainly focus on the computational cost, the estimation
covariance, the stability, and the robustness.

For the computational cost, our EM algorithm is an iterative
learning algorithm that does not involve searching. The compu-
tational complexity is only related with the number of genes, the
time points, and the number of iteration. From our simulations
on the four data sets, the computational time is in seconds on a
PC computer; hence, the computational cost is light.

From our experiments on the four data sets, the estimation
covariances W are small, which means that our models fit the
data very well. The covariances V represent the quality of mea-
suring gene expression levels using microarray. For example,
examining the covariances V for the established yeast and virus
time-series models, we can see that the measurement of yeast
gene expression levels is accurate, whereas the measurement of
virus gene expression levels is not quite accurate, because the
covariances V is smaller for the yeast measurement and the co-

Fig. 4. Measurement errors of yeast genes (part 4).

Fig. 5. Measurement errors of virus genes (part 1).

variances V is bigger for the virus measurement. Furthermore,
in order to evaluate the model quality in a quantitative way, let us
introduce the following criterion for the modeling errors (error
ratio in percentage) between the actual and predicted data [24]:

Error ratio = 100 × 1
l

l∑
c=1

[√∑s
k=1(yck − ŷck )2∑s

k=1 y2
ck

]
% (32)

where l is the number of genes (dimension) involved in the
modeling, s is the number of observations (length), and yck is
the actual gene expression value for cth gene at the kth time
point. The results are given in the following table:

It can be seen from Table I that, the model quality is generally
satisfactory. The publicly available yeast gene expression time-
series data is of a good quality that leads to the best model. It is
not surprising that the model for the virus gene expression time
series is relatively the worst simply because of the poor quality
of the data set (only eight observations are made for each gene).
In fact, the lengths for all the four time series considered here are
very short, and, as will be discussed later, traditional modeling
approaches fail to cope with the short time-series modeling due
to the assumption on the length of the time series.

In order to check the stability and robustness of our models,
we need to compute the eigenvalues of the regulation matrices
of the four models. For the virus gene expression time series,
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Fig. 6. Measurement errors of virus genes (part 2).

the malaria gene expression time series and the worm gene ex-
pression time series, the sets of the eigenvalues of the regulation
matrix are, respectively,

Evirus = {−0.1277 ± 0.8784i, 0.0893 ± 0.4355i, 0.8692,

− 0.4490,−0.3501,−0.0729,−0.0604,−0.0611}
Emalaria = {−0.4902 ± 0.7282i,−0.8811, 0.3662

± 0.6502i, 0.6410,−0.3408, 0.1044,−0.1660,

− 0.1055,−0.0847,−0.0486 ± 0.0046i,

− 0.0606 ± 0.0038i}
Eworm = {0.9993, 0.5957,−0.1149 ± 0.2028i, 0.0307,

− 0.0953 ± 0.0522i,−0.0461,−0.0562,

− 0.0875 ± 0.0014i,−0.0720,−0.0807,

− 0.0767 ± 0.0017i}.

Obviously, for the models of virus, malaria, and worm
gene expression time series, all eigenvalues lie well in-
side the unit circle. Therefore, the models are stable and
robust. For the yeast data set, 18 eigenvalues of the reg-
ulation matrix are given by 0.9067 ± 0.3304i, 0.7305 ±
0.6659i, 0.3706 ± 0.8439i, 0.0406 ± 0.9303i,−0.2429 ±
0.8529i,−0.5551 ± 0.6032i,−0.7877 ± 0.3466i,−0.0063 ±
0.0102i,−1.0260,−0.3956. All of these except one lie inside
the unit circle. Although one of the eigenvalues is outside the
unit circle, it is very close to 1. If the gene regulatory network is
periodic, this eigenvalue would not cause the instability. Hence,
the model is almost stable and robust.

B. Comparisons With Existing Modeling Methods

In biology and medicine, it is quite common for the mu ltivari-
ate time series (MTS) data to be rather short, either because of
the expense involved in obtaining data, e.g., in high-throughput

Fig. 7. Measurement errors of human malaria genes (part 1).

Fig. 8. Measurement errors of human malaria genes (part 2).

bioinformatics areas such as microarrays, or due to the practi-
calities such as patients’ treatment period or mortality.

Traditionally, statistical methods have been proposed when
modeling the MTS, e.g., the Vector Auto-Regressive (VAR)
process, VAR Moving Average, Markov Chain Monte Carlo
methods, and other nonlinear and Bayesian systems [6], [12].
In the computing community, many MTS forecasting methods
have been proposed using recurrent or time-delay neural net-
works, evolutionary computation, inductive logic programming,
and support vector machines, see [6], [14], and the references
therein.

However, one area where there has been little work is the
analysis of a particular type of time series in which the data set
consists of a large number of variables but with a small number
of observations. Almost all traditional methods for modeling
MTS place constraints on the minimum number of time-series
observations in the dataset; many methods require distribution
assumptions to be made regarding the observed time series, e.g.,
the maximum likelihood method for parameter estimation [6].
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Fig. 9. Measurement errors of human malaria genes (part 3).

Fig. 10. Measurement errors of worm genes (part 1).

For example, a traditional way of modeling MTS data is the VAR
process for a model of order P . The standard statistical methods
for fitting a VAR process to a set of data often consist of two
steps: order selection and parameter estimation. Order selection
is commonly performed through the use of information-theory-
based matrices such as Akaike’s Information Criterion. Many of
these matrices will impose a restriction on the minimum length
of an MTS, N , based on the number of degrees of freedom of the
model being estimated: N > KP + 1, where K is the number
of variables being modeled and P is the order of the VAR
process. For example, for an MTS consisting of 100 variables,
to find the most appropriate order of a VAR process with a
maximum order of three under consideration, N must be at
least 302. This restriction is clearly unacceptable for modeling
many short, high-dimensional time series, which are common
in biology and medicine.

For the four gene expression data sets considered in this paper,
the number of genes (dimension) and the number of observa-

Fig. 11. Measurement errors of worm genes (part 2).

Fig. 12. Measurement errors of worm genes (part 3).

tions (length) are given in Table II. It can be seen clearly from
Table II that the gene expression time series is pretty short but
with high dimensions, for which the traditional MTS modeling
methods are simply impossible to be applied in a satisfactory
way.

Recently, the modeling problem for short, high-dimensional
time series has begun to receive some research interests. For
example, dynamic Bayesian networks have been proposed to
model gene expression time-series data [20], [27] with the
ability of handling noisy/hidden variables. However, dynamic
Bayesian networks need more complex algorithms such as the
genetic algorithm [20], [33] to infer gene regulatory networks,
and the noise intensity cannot be obtained directly. In previous
sections, we have provided an algorithm to infer a gene regula-
tory network in the form of stochastic dynamic models. Using
our algorithm, the gene regulation matrix can be extracted from
a very short number of gene expression time-series data. This
matrix can be employed to figure out how genes act “in concert”
to achieve specific phenotypic characteristics [39].
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TABLE I
QUANTITATIVE MODEL EVALUATION

TABLE II
DIMENSION VS LENGTH

Compared to the existing MTS modeling methods, our algo-
rithm has the following advantages.

1) Our algorithm can effectively tackle short, high-
dimensional time series that typically occurs in biology
and medical sciences.

2) The defined gene regulation matrix can reflect the rela-
tionship and interaction between genes, where aij stands
for the effect of jth gene on ith gene. The model is of
direct biological significance.

3) Our scheme can identify the entire network structure. For
the existing differential equation method, there exists an
“underdetermined” problem if the number of genes is
equal to or larger than the number of experiments due
to the shortage of gene expression data. In this paper, we
use iterative “learning” procedure so that the global dy-
namic model can be obtained from a small number of gene
expression data.

4) Our method can deal with noises in gene expression data
measurement and sparse connectivity. Since the measure-
ments of mRNA concentration using microarrays are typ-
ically noisy, it is very advantageous that our algorithm
is robust to noises while identifying gene regulatory net-
works.

5) Our algorithm can tackle the spare gene regulatory net-
works only by setting some of the matrix entries as zero.
The algorithm is especially efficient for larger gene regu-
latory networks that can be divided into several individual
gene regulatory networks.

6) Our algorithm is very efficient for computation, and the
computational cost is light even if there is a lack of gene
expression data.

Nevertheless, our algorithm cannot deal with the data sets
with missing values, which often occurs in many gene mea-
surement data. Furthermore, a better data preprocessing method
should be explored to maintain the biological meaning while
simplifying the computation, since different preprocessing (nor-
malization) methods would cause different gene regulation ma-
trices. On the modeling issue, the models would be different
for different iteration times and initial conditions. Proper bi-
ological knowledge should be incorporated to our algorithm,
and some constraints need to be added to make the solution set
smaller. Moreover, for simplicity, we have adopted a stochastic
linear model with constant coefficients to infer gene regulatory

network. How to consider the influence of time-varying coeffi-
cients, nonlinearities, and time delays will be the topic of our
further investigation.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have developed an EM algorithm for mod-
eling the gene regulatory networks from gene expression time-
series data. The gene regulation matrix has been obtained by an
iterative learning procedure based on the stochastic linear dy-
namic model. Gene expression stochastic dynamic models for
four real-world gene expression data sets have been constructed
to show how our algorithm works. Our algorithm can tackle
the spare gene regulatory networks only by setting some of the
matrix entries as zero. Furthermore, our algorithm is especially
efficient for larger gene regulatory networks that can be divided
into several individual gene regulatory networks. Therefore, our
algorithm can be ideally applied to modeling the gene regulatory
networks where the real connectivity of the network is specified
a priori. We expect that our algorithm will be useful for recon-
structing gene regulatory networks on a genome-wide scale, and
hope that our results will benefit for biologists and biological
computation scientists. In the near future, we will continue to
investigate some real-world gene expression data sets and ap-
ply our algorithm to reconstruct gene regulatory networks with
missing data, sparse connectivity, periodicity, and time delays.
We are also getting connection with the biologists to explain our
results from the biological point of view.
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